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Abstract—Store site recommendation is one of the essential
business services in smart cities for brick-and-mortar enter-
prises. In recent years, the proliferation of multisource data in
cities has fostered unprecedented opportunities to the data-driven
store site recommendation, which aims at leveraging large-scale
user-generated data to analyze and mine users’ preferences for
identifying the optimal location for a new store. However, most
works in store site recommendation pay more attention to a single
data source which lacks some significant data (e.g., consump-
tion data and user profile data). In this paper, we aim to
study the store site recommendation in a fine-grained manner.
Specifically, we predict the consumption level of different users
at the store based on multisource data, which can not only help
the store placement but also benefit analyzing customer behavior
in the store at different time periods. To solve this problem, we
design a novel model based on the deep neural network, named
DeepStore, which learns low- and high-order feature interactions
explicitly and implicitly from dense and sparse features simul-
taneously. In particular, DeepStore incorporates three modules:
1) the cross network; 2) the deep network; and 3) the linear
component. In addition, to learn the latent feature representation
from multisource data, we propose two embedding methods for
different types of data: 1) the filed embedding and 2) attention-
based spatial embedding. Extensive experiments are conducted on
a real-world dataset including store data, user data, and point-of-
interest data, the results demonstrate that DeepStore outperforms
the state-of-the-art models.

Index Terms—Attention mechanism, data analytics, deep learn-
ing, spatial embedding, store site recommendation.
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I. INTRODUCTION

IN RECENT years, with the rapid development of Internet
technology and mobile devices, the amount of user-

generated data from various sources in cities has grown explo-
sively, such as social media, electronic commerce Websites,
mobile devices, sensor networks, etc. Urban computing
exploits those big data generated by a diversity of sources
in smart cities [1], [2] to tackle the major issues that cities
face and provide the high-quality and beneficial services for
the citizens [3], such as the fields of traffic [4], business [5],
and so on. Store site recommendation is one of the essential
business services in smart cities for brick-and-mortar enter-
prises (e.g., the retail store). Choosing a good location when
opening a new store is crucial for the future success of
a business, since 94% of retail sales are still transacted in
physical stores [6]. Therefore, an effective site recommenda-
tion system becomes necessary to brick-and-mortar enterprise
managers.

The recent proliferation of multisource data in cities has fos-
tered unprecedented opportunities to the data-driven store site
recommendation, which aims at leveraging large-scale user-
generated data (e.g., check-in data and rating data) to analyze
and mine users’ preferences for identifying the optimal loca-
tion for a new store. Compared to traditional methods which
generally conduct surveys to assess the value of store loca-
tions which is time-consuming and do not scale up well, the
data-driven method can mine user behavior and extract knowl-
edge from geographic datasets via data mining and machine
learning techniques. For example, a lot of works [7]–[11]
study the optimal location problem from location-based social
networks, and most of them learn the regression model based
on extracted features to predict the check-in numbers at given
locations.

However, there still are some limitations in present data-
driven methods for store site recommendation. First, most
works just analyze the popularity of the store location based on
a single data source (e.g., check-in data), which lacks other sig-
nificant data (e.g., real-word consumption data) affecting the
store placement. Second, they rely on expertise feature engi-
neering to characterize sophisticated influences, but it comes
with a high cost to obtain high-quality features and hardly gen-
eralizes to other situations. Third, most models fail to learn
complex feature interactions from multisource data in com-
plicated problems. Therefore, in this paper, we aim to tackle

2327-4662 c© 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

https://orcid.org/0000-0001-7631-3386
https://orcid.org/0000-0002-9905-3238
https://orcid.org/0000-0002-4149-839X


7320 IEEE INTERNET OF THINGS JOURNAL, VOL. 6, NO. 4, AUGUST 2019

above-mentioned issues, and we study the problem of store
site recommendation in a fine-grained manner.

Generally, the objective of the store site recommendation
problem is to select the optimal location which can maximize
sales of the store. Intuitively, different users play an important
role in store site recommendation, since the overall sales of the
store are decided by the consumption of each user. Therefore,
to understand consumption behaviors of potential consumers at
the store and help the selection of store location from the fine-
grained perspective, we aim to predict the consumption level
of different users at the store based on multisource data (e.g.,
store data and user profiling data). Furthermore, we can infer
whether the candidate location is appropriate to open the store
in the long term in view of nearby customers.

The key challenge to solve this problem is modeling cus-
tomer behaviors from multisource data, including store data,
user data, and point-of-interest (POI) data. On the one hand,
we need to extract valuable features from multiple types of
data, such as user profile data and geographical data. On
the other hand, we need to learn feature interactions among
multiple features, since customer behavior is usually affected
by various factors simultaneously.

Recently, deep neural networks (DNNs) [12] have expe-
rienced great success in many fields because of their great
power of feature representation learning, such as computer
vision [13] and natural language processing [14]. More impor-
tantly, DNNs have the ability to learn sophisticated feature
interactions from raw data. More and more works have
been trying to leverage DNNs to learn latent representa-
tions from raw data. For example, Lian et al. [15] proposed
a deep fusion model (DFM) including an inception module
and an attention mechanism for feature-aware representa-
tion learning. Zhang et al. [16] studied feature representa-
tions and proposed factorization-machine supported neural
network (FNN). However, these works mainly learn the feature
representation from categorical data, which are not suitable to
learn features from geographical data in our problem. In order
to learn latent feature representation from multiple types of
data in this paper, we propose two embedding methods: the
field embedding to reduce the dimensionality of sparse features
(e.g., categorical data), the attention-based spatial embedding
to learn the importance of spatial features.

A lot of works have been studying feature interactions with-
out manual engineering. Factorization machines (FM) is the
typical framework which models the feature interactions as
the inner product of latent vectors between different features.
Although FM can achieve higher-order feature interactions
theoretically, most FM methods only order two feature inter-
actions due to high complexity. In view of the learning ability
of neural networks, DNNs are used to model the high-order
feature interactions implicitly [17]. To model both low- and
high-order feature interactions, Cheng et al. [18] proposed
a typical hybrid network structure (Wide&Deep) that con-
tains a linear (“wide”) model and a deep model, and it
combines the benefits of memorization and generalization for
recommender systems. However, the input of wide part still
relies on expertise feature engineering. Further, some models
are proposed to reduce the manual feature engineering, such

as DeepFM [19], DCN [20], and xDeepFM [21]. For exam-
ple, DCN contains a cross network (CrossNet) which can
efficiently capture feature interactions of bounded degrees.
xDeepFM not only can learn explicit and implicit high-order
feature interactions, but also can generate feature interactions
at the vector-wise level. However, the major downside of these
models is that they fail to learn latent feature representation
and feature interactions from multisource data. For instance,
they do not consider the spatial distribution of POI data, and
the effective interaction between dense features and sparse
features.

In this paper, we design a unified interaction-aware model,
named DeepStore, which can process different types of
data from multiple data sources for store site recommen-
dation. Our model is based on the Wide&Deep framework,
which aims to efficiently capture low- and high-order feature
interactions simultaneously. In particular, we design a novel
CrossNet to learn high-order feature interactions explicitly
from dense and sparse features. In addition, following the spirit
of the DCN and xDeepFM models, we combine the explicit
high-order interaction module (the CrossNet) with implicit
interaction module (the deep network) and traditional linear
module.

In summary, we make the following contributions.
1) We formulate a problem for store site recommendation,

which aims to predict the consumption level of different
users at the store based on multisource data.

2) We propose a unified interaction-aware model based
on the Wide&Deep network, named DeepStore, includ-
ing the CrossNet module, the deep network mod-
ule, and linear module. Unlike general Wide&Deep
models [18], [19], it can jointly learn low- and high-
order feature interactions explicitly and implicitly from
multimodal features.

3) We design a new CrossNet to fuse multimodal feature
interactions explicitly. Specifically, it can model hybrid
feature interactions, which makes sparse features interact
at the vector level and dense features interact at the bite
level.

4) We propose two embedding methods in DeepStore, the
filed embedding and attention-based spatial embedding,
to learn latent feature representation from multimodal
data. In particular, two-level attention is designed in the
attention-based spatial embedding to learn the impor-
tance of different spatial features in view of user profile
and distance simultaneously.

5) We evaluate our proposed model based on a real-world
dataset, including store data, user data, and POI data.
Extensive experiments are conducted from different per-
spectives, the results demonstrate that our DeepStore
outperforms several state-of-the-art models.

The remainder of this paper is organized as follows. In
Section II, we review the relevant work. Section III presents
an overview of our proposed framework to solve the store
site problem. In Section IV, we elaborate the proposed
model, named DeepStore. The experiments based on real-
world dataset are conducted in Section V. Finally, we conclude
this paper in Section VI.
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II. RELATED WORK

In this section, we review the related work, including loca-
tion recommendation, deep learning for feature interactions,
and attention mechanism.

A. Location Recommendation

In recent years, location recommendation has been a trend-
ing research area, since the rapid increase of the availability
of big data provides researchers with the possibility to access
users’ location, such as check-in data. POI recommenda-
tion and optimal site recommendation are two main research
problems in location recommendation.

POI recommendation [22], [23] has become an important
way to help people discover attractive and interesting places,
such as restaurants, hotels, and so on. Yin et al. [24] proposed
a probabilistic generative model TRM for joint modeling of
users’ check-in behaviors by exploiting the semantic, tem-
poral, and spatial patterns in a unified way. Liu et al. [25]
proposed an recurrent neural network (RNN)-based neural
network solution by modeling the user’s historical POI visits
in a sequential manner. Feng et al. [26] proposed a POI latent
representation model, named POI2Vec, which incorporates the
geographical influence of POIs to predict the potential visitors
for a location in the next few hours. Qian et al. [27] proposed
a spatiotemporal context-aware and translation-based recom-
mender framework (STA) to model the third-order relationship
among users, POIs, and spatiotemporal contexts for large-scale
POI recommendation. Yin et al. [28] proposed a spatial-aware
hierarchical collaborative deep learning (SH-CDL) model,
which models jointly performs deep representation learning for
POIs from heterogeneous features and hierarchically additive
representation learning for spatial-aware personal preferences.

Different from POI recommendation which recommends
a place to people, site recommendation provides the optimal
location for the enterprise to open the store. Early studies
are based on dedicated models for store site recommenda-
tion. Sevtsuk [29] analyzed location patterns of retail and food
establishments. It tests five hypotheses about retail locations
found in previous literature using an economic model, and esti-
mates the impacts of different location characteristics for store
placement. Li and Liu [30] presented a modified Huff model to
estimate the potential sales of individual Kmart and Walmart
stores. Roig-Tierno et al. [31] presented a methodology for
retail site location decision, which takes both geographic
information systems and the analytical hierarchy process into
consideration. However, those dedicated models mainly rely
on domain expert knowledge or traditional data, which hardly
learn related knowledge effectively under complex factors.

Recently, with the emergence of large-scale urban data,
there is a potential to leverage these data to analyze and
mine users’ preferences for store site recommendation. For
example, Karamshuk et al. [8] demonstrated the power of
geographic and user mobility features in predicting the best
placement of retail stores based on check-in data. In [32],
three types of features are incorporated into a regression
model to predict the number of check-ins at a candidate loca-
tion, including review-based market attractiveness features,

review-based market competitiveness features, and geographic
features. Lin et al. [33] analyzed the popularity of a business
location using Facebook data, and proposed a model based
on gradient boosting machine to estimate the popularity of
a given target location. Xu et al. [34] proposed a demand dis-
tribution driven store placement (D3SP) framework for store
location selection via mining search query logs of Baidu
Maps. Guo et al. [11] proposed a twofold knowledge transfer
framework based on collaborative filtering to solve the cold-
start problem, which can transfer chain store knowledge from
semantically relevant domains.

This paper differs from previous works in the following
aspects: first, the problem definition is different, we study the
problem of store site recommendation in a fine-grained man-
ner. Specifically, we aim to predict the consumption level of
different users in the store, which not only can help the store
placement, but also benefits to study customer behavior in the
store at different time periods; second, the dataset is different,
we obtain real-world and fine-grained data to study customer
behavior, including store data, user data, and POI data. Third,
the model for store site recommendation is different, we pro-
pose a unified interaction-aware model based on the neural
network which can learn complex relations from multisource
data.

In this paper, we study customer behaviors in retail enter-
prises for store site recommendation. Different from traditional
consumption behaviors in bricks-and-mortar stores, the retail
enterprise in our research is a new business form, which com-
bines online and offline business. That is to say, users could
consume online and offline in the store simultaneously. The
key challenge to solve this problem is modeling customer
behaviors from multisource data, including store data, user
data, and POI data. On the one hand, we need to extract valu-
able features and model feature interactions from multimodal
data. On the other hand, we need to model the influence of
POIs with the spatial distribution. Therefore, in the follow-
ing, we review some techniques to solve above-mentioned
two issues, including deep learning for feature interaction and
attention mechanism.

B. Deep Learning for Feature Interactions

Deep learning techniques have achieved great success
in computer vision, speech recognition, and natural lan-
guage understanding. As a result, an increasing number of
researchers are interested in employing DNNs to extract rep-
resentative features from raw data and model deep interaction
of features [35], [36].

Feature interaction based on deep learning has been widely
studied in recommender system, especially in click-through
rate (CTR) prediction. CTR prediction plays an important
role in recommender systems, which aims at predicting the
probability a user will click on a recommended item in view
of complex factors. It is important for CTR prediction to
model complex feature interactions behind user click behav-
iors, thus learning to extract features without manual engi-
neering is necessary. To model both low- and high-order
feature interactions, Cheng et al. [18] proposed a typical
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hybrid network structure (Wide&Deep) that combines a lin-
ear (wide) model and a deep model. In this model, two
different inputs are required for the “wide part” and “deep
part,” respectively. However, the input of wide part still relies
on expertise feature engineering. In order to reduce manual
feature engineering, Guo et al. [19] proposed a new neural
network model DeepFM, which integrates the architectures
of FM and DNNs. It can model low-order feature interac-
tions like FM and models high-order feature interactions like
DNN. However, Wide&Deep and DeepFM just model high-
order feature interactions implicitly, since the function learned
by DNNs can be arbitrary. Furthermore, Wang et al. [20]
proposed the deep and cross network (DCN) model, which
can learn high-order feature interactions implicitly and explic-
itly. Particularly, DCN contains a CrossNet that can capture
feature interactions of bounded degrees. However, DCN mod-
els feature interactions at the bit-wise level, which is different
from the traditional FM framework which models feature
interactions at the vector-wise level. The details about bit-
wise and vector-wise feature interaction will be introduced
in Section IV. Recently, Lian et al. [21] proposed a new
model, named xDeepFM, which can learn explicit and implicit
high-order feature interactions effectively. In particular, they
designed a compressed interaction network (CIN), which gen-
erates feature interactions in an explicit fashion and at the
vector-wise level.

The above-mentioned deep models, however, are mainly
designed to learn representation and feature interactions from
the data of a single modality. With the proliferation of multi-
source data in cities, many efforts have been made to fuse
multimodal data and learn interactions among multimodal
features in the deep network. Nie et al. [37] presented the
multisource mono-task learning model and its application
in volunteerism tendency prediction based on aggregation
of multiple social networks. In particular, they introduced
multisource dataset construction and how to effectively and
efficiently complete the item-wise and block-wise missing
data. Yin et al. [28] presented a late feature fusion strategy into
the SH-CDL model to deal with the multimodal heterogeneous
features of the POIs. Du et al. [38] proposed a priority-based
fusion method, which use exponential weights to model the
overwhelming influences from the stronger content features.
Wu and Han [39] proposed a new module of multimodal cir-
culant fusion to fully exploit interactions among multimodal
features. In particular, they defined two types of interaction
operations between original feature vectors and the reshaped
circulant matrices.

C. Attention Mechanism

The attention mechanism has been successfully adopted
in various machine learning tasks, which could improve the
performance of the model. The main reason is that it can select
valuable parts of the whole feature space. Xiao et al. [40]
proposed attentional FM, which learns the importance of
each feature interaction from data via a neural attention
network. Chen et al. [41] introduced the attention mechanism
in CF to address the challenging item- and component-level

implicit feedback in the multimedia recommendation. They
proposed an attention model including two attention compo-
nents: 1) the component-level attention module and 2) the
item-level attention module.

Visual attention is an effective method in computer
vision [42], [43], which can learn representative spatial fea-
tures from geographical data. Xu et al. [44] proposed the first
visual attention model in image captioning, which automati-
cally learns to describe the content of images. Xiao et al. [45]
applied visual attention to fine-grained classification task using
the DNN. Chen et al. [46] proposed a convolutional neu-
ral network, named SCA-CNN, which combines spatial and
channel-wise attentions in a CNN. Chen et al. [47] proposed
an attention-based configurable convolutional neural network
(ABC-CNN) for visual question answering task, to locate the
question-guided attention based on input queries.

In this paper, we will take full advantage of the deep mod-
els for feature interactions [20], [21]. In addition, inspired
by the attention model in vision attention [46], [47], we also
leverage the attention mechanism to learn better latent repre-
sentations from a large number of geospatial data. In general,
our model distinguishes the models in above-mentioned works
in the following aspects. First, we design a unified interaction-
aware model based on the Wide&Deep framework, which can
process different types of data from multiple data sources.
Second, we apply two embedding methods to learn dense
and valuable features from categorical data and geographi-
cal data, respectively. Third, we propose two-level attention in
the attention-based spatial embedding to learn the importance
of different spatial features. Finally, we jointly learn low- and
high-order feature interactions explicitly and implicitly from
dense and sparse features simultaneously.

III. OVERVIEW

In this section, we first present the problem formulation, and
describe the dataset we used, then analyze the complex factors
that may influence the selection of store location. Finally, we
illustrate the system framework of this paper.

A. Problem Formulation

1) Store Site Recommendation Problem: Given some can-
didate locations to open a new store, the objective of the store
site recommendation problem is to select the optimal loca-
tion which can maximize sales of the store. On the one hand,
from the coarse-grained perspective, we need to predict the
overall sales of the store at the candidate location. On the
other hand, from the fine-grained perspective, the consumption
of different customers should be predicted to assist store site
selection. Intuitively, different users play an important role in
store site recommendation, since the overall sales of the store
are decided by the consumption of each user. Therefore, to
understand the consumption behaviors of potential consumers
at the store and guide the selection of store location from the
fine-grained perspective, we aim to predict the consumption
situation of different users at the store. Further, we can infer
whether the candidate location is appropriate to open the store
in the long term in view of nearby customers.
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TABLE I
STATISTICS OF THE REAL-WORD COMMERCIAL DATASET

2) User Consumption Behavior Prediction Problem: In
general, the consumption behavior of a single user has a cer-
tain degree of randomness to some extent, which is affected
by sophisticated factors in real situations. Therefore, we aim
to predict the overall consumption of a group of people
instead of predicting a single user’s consumption. Considering
that geographical factor is one of the main impacts of con-
sumer behavior in bricks-and-mortar stores, thus, we consider
a group of people as the location-based community, which
shares a sense of place that is situated in a given geographical
area (e.g., a neighborhood). More specifically, a community
in our dataset means a housing estate, which is a group of
homes and other buildings built together.

Assume that there are m nearby communities around
the candidate location Lq of the store, denoted as Cq =
{C1

q, C2
q, . . . , Ci

q, . . . , Cw
q }. In each community, there are some

users that have the possibility to consume in the store, denoted
as Ci

q = {ui
1, ui

2, . . . , ui
j, . . . , ui

n}. The user consumption behav-
ior prediction problem aims to predict the users’ consumption
of each community in the store at the candidate location L.
In view of users’ privacy, we just predict the level of users’
consumption rather than the amount of users’ consumption.
Specifically, users’ consumption is divided into s levels based
on equidistance partition, denoted as {y1, y2, . . . , yk, . . . , ys}.
Therefore, user consumption behavior prediction problem can
be defined as the classification problem, which predicts the
level of community users’ consumption in the store at the
candidate location L during a given period of time (e.g.,
a month).

B. Dataset Description and Factors Analysis

In this paper, we choose a retail enterprise for a case study,
which is a chain retail enterprise owning multiple bricks-
and-mortar stores in some cities across China. Different from
traditional bricks-and-mortar stores, this retail enterprise is
a new business form which combines online and offline busi-
ness, known as the new retail [48]. Therefore, the consumption
behaviors of users in these stores distinguish traditional con-
sumption behavior. Fortunately, the combination of online
business and offline business provides unique opportunities to
analyze relationships between customer behaviors and mul-
tisource data, such as online sales data and geospatial data.
However, it also brings some new challenges, for example,
how to analyze the complex factors that may influence the
consumption of users in view of multisource data, how to

quantify the influence of multiple types of data on customer
behavior, etc.

1) Dataset Description: The dataset in this paper is the
real-world commercial data, which is unique among existing
works. Specifically, it includes three types of data for this
paper, including store data (e.g., location, sale information, and
customer visiting information), user profile data (e.g., age and
gender), and POI data. Store data and user data sourced from
the retail company, and POI data obtained from a Map plat-
form. Table I gives a summary of the statistics of multisource
dataset we used in this paper.

a) Store data: We mainly use two types of data in store
dataset, including the profile information and historical sales
data of the store. For the profile information, it contains the
shop name, city, location (e.g., longitude and latitude), and
opening time (e.g., year and month). For the historical sales
data, each record contains customer id, shop name, and cus-
tomer behavior (e.g., the level and time of consumption). Note
that, in view of user privacy, we just obtain the overall con-
sumption level of users in a community during a given period
of time as the ground truth to evaluate the prediction result.
For example, the consumption level of users in the community
Ci in the store Sj is yi,j

k in February.
b) User data: Benefiting from the online business, we

obtain user data that can establish the relationship with store
sales data, which is unique comparing to existing store site
recommendation works. Specifically, user data includes user
location information and profile information. Similarly, to
protect user privacy, we make statistics on user information
in the community. For the location information, we obtain
the number of people in a community and the location of
the community. For the user profile, we have the following
information: the number of men or women in the community,
the number of people in different age groups, etc.

c) POI data: We rely on POI dataset to characterize
the geographical environment of different places and further
analyze the impact of the surrounding environment of bricks-
and-mortar stores on customer behavior. In this paper, POI
data contains the information (e.g., name, location, and cat-
egory) of multiple categories of POI related to the retail
business, such as shop, food, transport facilities, and so on.

2) Multifactor Analysis: There are various complex factors
that may influence the consumption behavior of users in the
store. Considering that the number of existing stores is small,
in order to analyze customer behavior in detail, we treat each
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nearby community around the store as an instance instead
of a store. Therefore, we measure the consumption level of
users in each community in the store, which is used as the
ground truth for the prediction model. In general, we take
a community as an entity and analyze different factors which
may influence customer behavior in the store based on three
datasets. Specifically, these factors are classified into three cat-
egories, including user factors, geographic factors, and time
factors.

a) User factors: Whether the user consumes in the store
depends, to a great extent, on the user profile. For example,
there is a higher possibility for women to consume in the
clothing shop compared to men, families with babies would
like to consume in the baby store. In addition, the amount of
consumption of the user in the store is always associated with
the user’s income level. Therefore, we make statistics on the
number of people with different profiles in each community to
characterize users in different communities. Specifically, user
factors contain the number of men or women in the commu-
nity, the number of people in different age groups, the number
of people with different professions, the number of people on
different income levels, etc.

b) Geographic factors: The geographic factors [8], [28]
we introduced assess spatial characteristics around the place
where the store resides and the nearby communities. More
specifically, we measure the following geographic factors of
surrounding areas, which lie in a disk of radius r around the
store and the community.

Distance: We consider the distance between the store
located at li and the community located at lj, as formulated
in (1). The farther away from the distance, the less likely
customers go to the store

xdistance
ij = Dist

(
li, lj

)
. (1)

Traffic convenience: We use the number of transportation
stations of multiple categories �t (including bus stations and
subway stations) in the surrounding area to denote the traffic
convenience of the place at lj, which is defined as (2). Here,
Nci(lj, r) is the number of transportation stations of category
ci ∈ �t in the surrounding area, which is a disc centered at lj
with radius r

xtransport
j =

∑

ci∈�t

Nci
(
lj, r

)
. (2)

Density: We calculate the total number of stores of different
categories in surrounding areas to assess what extent the pop-
ularity of the place at lj, as define in (3). Intuitively, a denser
area could have a higher likelihood of attracting more users

xdensity
j = N

(
lj, r

)
. (3)

Neighbors entropy: We apply the entropy measure from
information theory to measure the spatial heterogeneity and
diversity of a place, which is defined as (4). We denote the
number of place neighbors of type ci with Nci(lj, r), where
ci ∈ � is one of the categories in POI data

xdiversity
j = −

∑

ci∈�

Nci
(
lj, r

)

N
(
lj, r

) × log
Nci

(
lj, r

)

N
(
lj, r

) . (4)

Competitiveness: We consider the competitive relationship
between the stores belonging to the same category, which is
measured as the proportion of neighboring places of the same
type c with respect to the total number of nearby places, as
formulated in the following equation:

xcompetitiveness
j = −Nc

(
lj, r

)

N
(
lj, r

) . (5)

Complementarity: We consider the complementarity rela-
tionship of spatial interactions between different categories
in the same area. We employ, Jensen quality, defined by
Jensen [7], to assess the complementarity relationship of spa-
tial interactions of places with respect to their ability to attract
other places of certain types. Specifically, it first uses a util-
ity intertype coefficient to quantify the dependency between
different POI category pairs in the city. Then, the overall com-
plementarity of the given place is computed based on the POI
category distribution of the region, which is defined as

ργp→γl = N − Nγp

Nγp × Nγl

∑

p

Nγl(p, r)

N(p, r) − Nγp(p, r)
(6)

xcom
j =

∑

γp∈�

log
(
ργp→γl

) × (
Nγp(l, r) − Nγp(l, r)

)
(7)

where γp is the type of the place p, Nγl(p, r) is the number
of places of type γl in the surrounding area, which is a disc
centered at p with radius r, and Nγp(l, r) denotes how many
places of type γp are observed on average around the places
of type γl.

POI set: We also consider the number of POIs of related
categories in the surrounding area of the place located in lj,
which is defined as (8). In order to reflect the distribution of
POIs, we divide the surrounding area into a set of location
grids, and calculate the number of POIs in different location
grids, where Mc1(lj, r) is a matrix to represent the number of
POIs of category c1 in different location grids

XPOI
j = {

Mc1
(
lj, r

)
, Mc2

(
lj, r

)
, . . . , Mcn

(
lj, r

)}
. (8)

c) Time factors: The time factors we explore attempt to
capture customer behavior during different time periods. Brand
awareness is one of the key factors that influence customer
behavior in the store, and it constantly changes at different
stages. Intuitively, we use the opening time of the store (e.g.,
the year) and the number of existing stores to evaluate the
popularity of the brand in users. In addition, most of the
user behaviors have the obvious seasonal characteristic, so we
regard the month when users consume in the store as a fac-
tor to reject the consumption habits. Moreover, the holiday is
also an important factor which could stimulate consumption,
such as New Year’s Day and National Day. In addition to the
time when users consume in the store, the opening time of the
store.

C. DeepStore Framework

The framework of DeepStore is illustrated in Fig. 1,
which mainly consists of five components: 1) input fea-
tures; 2) embedding layer; 3) CrossNet; 4) deep network; and
5) combination layer.
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Fig. 1. DeepStore framework.

1) Input Features: Different from the computer vision or
natural language understanding that the input data (e.g., images
or texts) can be applied directly to DNNs as the raw fea-
tures, the multisource data in this paper is multidimensional
and multicategorical. Therefore, we extract some useful fea-
tures from multisource data based on the above factor analysis
as the input features of DeepStore. Specifically, input features
consist of four parts.

1) Expert features in purple box extracted from POI data,
such as competitiveness and complementarity.

2) Store-related features in green box extracted from the
store data, such as the opening time of the store.

3) User-related features in blue box extracted from the
user data, such as the number of people in different age
groups.

4) Spatial features in red box extracted from the POI data,
such as the distribution of POIs of related categories.

2) Embedding Layer: The input features include sparse fea-
tures and dense features. Considering that most sparse features
are high-dimensional, so we employ an embedding layer to
learn a low-dimensional, dense real-value feature represen-
tation of sparse features. For the categorical feature which
is always transformed into a high-dimensional sparse fea-
ture via one-hot encoding, we use the field embedding to
reduce the dimensionality. For spatial features, we employ
the attention-based spatial embedding to transform them into
dense vectors.

3) Cross Network: It exploits a feed-forward neural
network to explicitly model the high-order feature interactions
based on embedding features of sparse features and dense
features, without any other feature engineering besides raw
features.

4) Deep Network: It is a fully connected neural network,
which can learn implicit high-order interactions. It is noted that

TABLE II
SUMMARY OF THE DEFINITION OF NOTATIONS

cross component and deep component share the same feature
embedding.

5) Combination Layer: To model both low- and high-order
feature interactions, we apply the combination layer to aggre-
gate the linear competent, the CrossNet and the deep network
to make the model stronger. Finally, based on the learned
model, we can predict the level of user consumption in the
store.

IV. PROPOSED MODEL: DEEPSTORE

In this section, we elaborate the proposed model for
predicting the level of user consumption in the store. The
DeepStore model starts with an embedding layer which is fed
with the set of raw features extracted from multisource data,
followed by a CrossNet and a deep network in parallel. Finally,
a combination layer is employed to combine the outputs from
the linear component, the cross component, and the deep com-
ponent. The complete DeepStore model is depicted in Fig. 1.
A summary of the definition of the main notations used in this
paper is given in Table II.

A. Embedding Layer

The input features of our model include sparse features
and dense feature, which are extracted from multisource data.
Specifically, dense features refer to the vectors of real values,
such as the distance, the number POIs, the number of people,
etc. Sparse features in this paper contain two types. The first
one is the categorical feature (e.g., city and month), which
are often encoded as one-hot vectors. The second one is the
spatial feature, such as the POI set in different location grids.
Generally, sparse features are high-dimensional compared to
dense features. Therefore, we apply an embedding layer upon
sparse features to learn a low-dimensional and dense feature
vectors. More specifically, we use two embedding methods
in view of different characteristics of sparse features of two
types. For the categorical feature, we use the field embedding
to reduce the dimensionality. For spatial features, we employ
the attention-based spatial embedding to transform them into
dense vectors.

1) Filed Embedding: Recently, many works have used
neural networks to learn advanced representation to replace
sparse one-hot vectors. Following widely used methods in
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Fig. 2. Filed embedding.

DNNs [20], [21], we adopt field embedding to learn a low-
dimensional vectors.

Letmdenote the number of categorical feature fields, then
the categorical features are encoded as high-dimensional
sparse features via field-aware one-hot encoding, denoted
as xc = [xc,1, xc,2, . . . , xc,i, . . . , xc,m], where xc,i is the
binary vector in the ith category. To reduce the dimension-
ality, we employ the field embedding to transform these
binary features into dense vectors of real values. Let xfm =
[xfm,1, xfm,2, . . . , xfm,i, . . . , xfm,m] denote the output of the
field embedding, and each field is mapped to a D dimension
vector via a dictionary look-up operation

xfm,i = Wfm,ixc,i (9)

where xfm,i ∈ RD denotes the embedding of the ith field, and
Wfm,i is the corresponding embedding matrix that will be opti-
mized together with other parameters in the network. The field
embedding is illustrated in Fig. 2.

2) Attention-Based Spatial Embedding: Different from the
categorical features, spatial features (e.g., the POI set in dif-
ferent location grids) have the spatial proximity relationship.
In addition, spatial features of different girds and multiple
categories have different influences on customers. Therefore,
Inspired by studies on the usage of attention mechanisms
in computer vision [46], [47], we propose the attention-based
spatial embedding to learn the dense vectors of spatial features,
as shown in Fig. 3.

a) Input spatial features: As mentioned in
Section III-B2, in order to represent the distribution of
geospatial locations of different POIs around the given place,
we divide the surrounding area of the place into a set of
location grids, and each of them has a size of k × k (e.g.,
k = 500 m). Therefore, the number of POIs in different
location grids can be regarded as the image pixel data. For
example, an image w × h pixels means that there are w × h
grids in the surrounding area of the place. It is noted that the
center of the area is the place, so w and h should be both
even numbers. In addition, to characterize the influence of
POIs of different categories, we consider C related categories
in our POI data. Similarly, each category is considered as
a channel of the image. In general, let Xs ∈ RW×H×C denote
input tensor of spatial features, where C is the number of
POI category, and w and h is the number of grids along the
weight and height of the area, respectively.

Generally, spatial features have a different impact on cus-
tomer behavior in different situations. For example, POIs
closed to users may have an obvious influence on them com-
pared to other remote POIs, and POIs of different category
could attract different types of users. Therefore, we apply

Fig. 3. Attention-based spatial embedding.

the attention mechanism in spatial embedding. Specifically,
rather than representing the input raw feature into a static
vector, the attention mechanism is able to learn the feature
to evolve from the context in different situations, resulting in
richer and longer representation for raw features. In general,
we incorporate spatial-level attention and channel-level atten-
tion to learning the importance of spatial features in spatial
embedding.

b) Channel-level attention: Different users may be
attracted by POIs of different categories. Hence, we apply
the channel-level attention to pay more attention to the use-
ful POIs in view of different users. Given the input feature
map Xs ∈ RW×H×C, we first use V = [v1, v2, . . . , vi, . . . , vC]
to represent the original feature Xs, where vi ∈ RW×H is the
ith channel of the feature map. Note that we only focus on
the influence on different channels in view of different user
features fu, therefore, we ignore the spatial distribution of the
feature map. Specifically, we apply mean pooling to each chan-
nel to obtain the channel feature v, where scalar vi is the mean
of vi, which represents the ith channel features:

v = [v1, v2, . . . , vi, . . . , vc]v ∈ RC. (10)

The channel-level attention first uses a single-layer neu-
ral network to obtain the attention scores, then followed by
a softmax function to generate the attention distributions α

over the grids. Formally, the channel-level attention network
is defined as

A = σ((Wc1 ⊗ v + bc1) ⊕ Wcufu) (11)

Wc1 ∈ Rk, v ∈ RC, bc1 ∈ Rk, Wcu ∈ Rk×p, fu ∈ Rp

α = soft max(Wc2A + bc2)

Wc2 ∈ Rk, A ∈ Rk×C, bc2 ∈ R1. (12)
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c) Spatial-level attention: In general, POIs closed to the
given place (e.g., the store and community) may contribute
more to customer behavior than other remote POIs. Therefore,
feeding the global spatial features into the model may lead to
suboptimal results due to other irrelevant regions. Rather than
considering each grid of the area equally, the spatial attention
could learn useful features from the important grids in view
of the distance between the grid and the place. Let D ∈ RW×H

denote the distance matrix between grids and the center, as
the auxiliary features of the spatial-level attention.

Given the output Xsc ∈ RW×H×C of the channel-level
attention, we reshape Xsc to H = [h1, h2, . . . , hi, . . . , hm] by
flattening the width and height of the original feature Xsc,
where hi ∈ RC and m = W × H. Known the auxiliary feature
D, we also reshape it, denoted as fd = [d1, d2, . . . , di, . . . , dm],
di ∈ R1. Similar to the definition of the channel-level attention,
the spatial-level attention network is defined as

B = σ((Ws1H + bs1) ⊕ Wsdfd)

Ws1 ∈ Rk×C, H ∈ RC×m, bs1 ∈ Rk, Wsd ∈ Rk×m, fd ∈ Rm

(13)

γ = soft max(Ws2B + bs2)

Ws2 ∈ Rk, B ∈ Rk×m, bs2 ∈ R1. (14)

d) Output of attention-based spatial embedding: Known
the initial feature map Xs, we can obtain the weighted feature
map Xscs via the channel-level attention and spatial-level atten-
tion, calculated by (15). Finally, in order to retain the features
of POIs of different categories, we use the fully connected
network for each channel to obtain the final embedding vec-
tor of spatial features instead of the convolutional network,
which is defined as (16). Note that the spatial embedding
of the ith category of POI, xsm,i ∈ RD and field embedding
of the jth field, xfm,j ∈ RD are of the same length D, and
xsm = [xsm,1, xsm,2, . . . , xsm,i, . . . , xsm,c]

Xscs = f (Xs,α, γ ) (15)

xsm,i = f
(
Wsm,iXscs,i + bsm,i

)
. (16)

B. Cross Network

CrossNet in our model explicitly learns the high-order fea-
ture interactions based on dense features and embedding of
sparse features via a feed-forward neural network, without
any other feature engineering. Before presenting the CrossNet
in our model, we first introduce two interaction methods
among features: 1) bite-wise interactions and 2) vector-wise
interactions.

1) Bite-Wise Interactions: In the deep learning-based rec-
ommendation, the multifield categorical features are usually
transformed into the high-dimensional and sparse features
via field-aware one-hot encoding. To reduce the dimension-
ality, the embedding layer is widely used to transform these
sparse features into dense vectors of real values, as mentioned
above. Generally, the embedding features are directly fed into
the feed-forward neural network to learn high-order feature
interactions at the bit-wise level, such as the DNNs model.
Specifically, feature interactions at the bite-wise level mean
that the interaction occurs on an element rather than a whole

Fig. 4. Bite-wise interactions.

feature vector. That is to say, even the elements within the
same field embedding vector will influence each other.

Different from the traditional DNNs model which implicitly
learns the high-order feature interactions, DCN can model the
high-order feature interactions explicitly at the bit-wise level.
In particular, DCN contains the CrossNet, whose hidden layers
are calculated by the following cross operation:

xl+1 = x0xT
l wl + bl + xl = fc(x0, xl, wl, bl) + xl

xl, xl+1 ∈ Rd, wl, bl ∈ Rd (17)

where xl and xl+1 are the outputs from the lth and (l + 1)th
cross layers, respectively. wl and bl are the weight and bias
parameters. The process is shown in Fig. 4. Assuming that the
first two elements in x0 are the real values of dense features,
others are elements of an embedding feature. We can see that
the elements within the embedding feature will influence each
other; however, it will not happen to the dense feature since
it only has one element.

2) Vector-Wise Interactions: Traditional FM is the typical
framework which models feature interactions at the vector-
wise level, because the embedding vector is regarded as a unit
for vector-wise interactions, formulated as (18). However, tra-
ditional FM hardly models the high-order feature interactions
due to high computational complexity

yFM = 〈w, x〉 +
d∑

j1=1

d∑

j2=j1+1

〈vi, vj〉xj1 xj2

w ∈ Rd, vi, vj ∈ Rk. (18)

On the basis of DCN and FM, xDeepFM is proposed which
can jointly learn explicit and implicit high-order feature inter-
actions effectively. Especially, xDeepFM includes a CIN that
learns high-order feature interactions at the vector-wise level,
and the vector-wise interaction is illustrated in Fig. 5. Each
layer in CIN has the following formula:

Xk
l+1 =

hl∑

i=1

m∑

j=1

Wij
l

(
Xi

l−1oXj
0

)
(19)

where Wl ∈ Rhl×m is the parameter matrix for the hth fea-
ture vector, and o denotes the Hadamard product. Different
with CrossNet in DCN, the output of field embedding is trans-
formed as a matrix X0 ∈ Rm×D, which is fed into the CIN
to achieve feature interactions at the vector-wise level, since
an embedding vector is regarded as a unit for vector-wise
interactions.
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Fig. 5. Vector-wise interactions.

3) Hybrid Interactions: For the deep learning-based recom-
mendation, features explicitly interact at the vector-wise level
is more appropriate than the bit-wise level, because most input
features are sparse, of huge dimension. Therefore, we can
define feature interactions at the vector-wise level based on
the embedding features. However, there is no need to map
a real value of the dense feature to a multiple dimension
vector via the embedding method, which could increase the
complexity of computation.

There are many both dense features and sparse features in
our problem, in order to reduce the computational complexity,
we propose the framework of hybrid interactions, which can
make sparse features interact at the vector level, and dense
features interact at the bite level, as shown in Fig. 6. Two types
of features are fed into the CrossNet: 1) the dense features
from input features (indicated by the brown circles), denoted as
a vector bo, and 2) the embedding vectors from the embedding
layer (indicated by the yellow circles), denoted as a matrix Xo.
Note the we first concatenate the output of field embedding
xfm and attention-based spatial embedding xsm, then formulate
it as a matrix Xo ∈ R(m+c)×D, where D is the dimension of
the embedding, and m, c is the number of categorical feature
fields and POI category, respectively.

For each layer of the CrossNet, it first learns the fea-
ture interactions at vector level based on Xo, which is
defined in (20). The detailed computation procedure is illus-
trated in Fig. 5

Xl+1 = fd(Xo, Xl, Wl). (20)

Considering that the output of sparse feature interactions at
the vector level is a matrix Xl, and the output of dense feature
interaction at the bite level is a vector bl. Therefore, we first
apply sum pooling on Xl, and then concatenate it and dense
features as the input of feature interactions at the bite level.
Finally, the output of the hidden layer bl is calculated in (23)

al = sum pooling (Xl)

= sum pooling
(
fd

(
X0, Xl−1, Wc

l−1

))
(21)

gl = [bl, al] (22)

bl+1 = fc
(
g0, gl, wc

l , bc
l

) + gl. (23)

C. Deep Network

The deep network is a fully connected feed-forward neural
network, which is used to learn high-order feature interactions
implicitly. The forward process is

h1 = δ
(

Wd
1xe + bd

1

)
(24)

hl = δ
(

Wd
l hl−1 + bd

l

)
(25)

Fig. 6. Hybrid interactions.

where xe = [bo, xfm, xsm] is the output of the embedding layer,
bo is the dense features, xfm and xsm are outputs of the field
embedding and attention-based spatial embedding. hl ∈ Rnl

and hl−1 ∈ Rnl−1 are the lth and (l–1)th hidden layer, respec-
tively, and Wl ∈ Rnl×nl−1 and bl ∈ Rnl are parameters of the
deep network. δ is the activation function.

D. Combination Layer

Inspired by the Wide&Deep and xDeepFM model, we apply
the combination layer to combine the outputs from three com-
ponents: linear component, CrossNet, and deep network. On
the one hand, the CrossNet and deep network can complement
each other, since they learn the high-order feature interactions
explicitly and implicitly, respectively. On the other hand, linear
component could learn linear relationships from raw features
without the embedding method.

Therefore, the last hidden layer is the combination layer
taking the following function:

y′
j = δ

(
wT

linear,jl + wT
cross,jg + wT

dnn,jh + bj

)
(26)

where l is the linear combination of raw features with differ-
ent weights. h is the output of the deep network. In order to
learn both low- and high-order feature interactions, we con-
catenate the outputs of each hidden layer in the CrossNet,
g = [g0, g1, . . . , gL1

].
The output of our proposed model is an s-way softmax

which predict the probability distribution over s different levels
of user consumption

ŷj =
exp

(
y′

j

)

∑s
j=1 exp

(
y′

j

) . (27)

We define the loss function as the cross-entropy between
labels yi,j and the predicted results ŷi,j by (28), where N is the
total number of training instances.

L = − 1

N

N∑

i=1

s∑

j=1

yi,j log ŷi,j. (28)

Finally, the optimization process is to minimize the follow-
ing objective function in (29), where � is the set of parameters
in the model and λ is the regularization term

L(�) = L + λ�2. (29)
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V. EXPERIMENTS

In this section, we first give a summary of the experimental
purposes to evaluate the performance of our proposed model,
DeepStore. Then, we introduce the experiment settings in our
experiment. Next, we compare our proposed model and the
other state-of-the-art models empirically. Finally, we make
a discussion of the deep insights and limitations of this paper.

A. Experimental Purposes

We conduct extensive experiments to answer the following
questions.

1) How does our proposed model perform as compared to
the state-of-the-art methods?

2) Can the attention mechanism effectively learn the impor-
tance of spatial features?

3) How do the key hyper-parameters of our model impact
its performance?

4) Are there significant performance differences when
choosing different locations in different cities?

B. Experimental Settings

1) Baseline Algorithms: We use seven models as the base-
lines in our experiments, including logistic regression (LR),
gradient boosting decision tree (GBDT), DNN, Wide&Deep,
DeepFM, DCN, and xDeepFM. These mode are highly related
to our proposed model, and some of them are state-of-the-art
models for deep learning-based recommender systems.

2) Evaluation Metrics: We measure the prediction
performance of our model and baselines using the two metrics.

1) Accuracy: Our problem is a multiclassification problem,
so we use the accuracy to measure the performance of
the prediction result. It calculates the number of correct
predictions divided by the total number of predictions,
as formulated in (30), where yj is the real level of user
consumption and ŷj is the predicted result. A higher
accuracy means the better performance

Accuracy =
∑N

i=1 I
(
yj = ŷj

)

N
. (30)

2) Error: Different from the general classification problem,
the class in our problem represents the level of user
consumption. Specifically, we divide the amount of
consumption into s levels based on equidistance par-
tition, denoted as {y1, y2, . . . , yk, . . . , ys}. Therefore, it
also involves the relationship of size between different
classes. For example, the difference between y1 and y4
is larger than is larger than that between y1 and y2. In
general, error measures the average absolute difference
between the yj and ŷj by (31). A smaller error means
the better performance.

Error =
∑N

i=1 |yj − ŷj|
N

. (31)

3) Parameter Setting and Training: Our models are learned
by optimizing the loss function of (29), which is implemented
using Tensorflow. Based on the empirical knowledge and our
experiments, we first select communities within 5 km of the

TABLE III
PERFORMANCE COMPARISON OF DIFFERENT MODELS

store as instances in the experiments. Then, we extract the
geographic features of surrounding areas, which lie in a disk
of radius 3 km around the store and the community. In addi-
tion, we set the location grid size to 500 m ×500 m in the
surrounding areas to extract spatial features. Inspired by the
rating value widely used in most works, we divide the amount
of user consumption into five levels based on equidistance
partition.

We split the dataset into three portions: 1) 70% for train-
ing; 2) 20% for validation; and 3) 10% for testing. However,
different from other works which split the dataset randomly in
view of all instances, we split the dataset in view of all stores.
Because the information of consumer behaviors in a store
consists of multiple instances, and an instance represents the
users’ consumption of each community in the store. In order to
understand the consumption behaviors of potential consumers
at the store and guide the selection of store location, we need
to predict the consumption behavior of users in all nearby com-
munities around the given store. Therefore, we split the dataset
in view of all the stores. For example, there are 100 stores in
the dataset, training instances include the data of 70 stores,
and testing instances include the data of ten stores.

To be fair, we use the same setting when comparing the
performance of different models. Specifically, we apply mini-
batch stochastic optimization with Adam optimizer, and the
learning rate is set to 0.001. Moreover, we use L2 regular-
ization with λ = 0.001. Finally, to obtain the best prediction
results, the hyper-parameters of our model are tuned on the
validation set, and the best settings will be shown in the
corresponding sections.

C. Experimental Results

Having depicted the experiment settings and baselines, we
present the experimental results regarding the four experiment
purposes given in Section V-A.

1) Performance Comparison of Different Models: We want
to compare the performance of different models. The result is
shown in Table III, where we have the following observations.

1) We can find that deep models (e.g., DNN, Wide&Deep,
DeepFM, DCN, xDeepFM, and DeepStore) outperform
traditional models (e.g., LR and GBDT), which demon-
strates that the deep network has the advantage in
capturing nonlinear relations from multisource data.
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2) LR is far worse than all the rest models, since it only
learns the linear relationship between labels and con-
tinuous features. However, therefore are some discrete
features in our problem which leads to bad performance
of LR.

3) GBDT is a strong tree model which is widely used
in many works, since it can deal with various types
of data flexibly, including continuous and discrete fea-
tures. In particular, it has strong robustness to noisy
data. The data in our experiments is real data obtained
from the store, which has a lot of noisy data. Therefore,
GBDT can achieve better performance even compared
with deep models.

4) Wide&Deep, DCN, DeepFM, xDeepFM, and DeepStore
are significantly better than DNN, which directly rejects
that, despite their simplicity, incorporating hybrid com-
ponents are important for boosting the accuracy of
predictive results.

5) Another interesting observation is that Wide&Deep out-
performs DeepFM and DCN. The differences among
these three models are: Wide&Deep learns the feature
interaction from initial extracted features, and DeepFM
and DCN models 2 and 4 feature interactions from
embedding vectors in this experiment. Because the
input data of deep models in our experiments con-
tains some useful features which are extracted based on
expert knowledge, so Wide&Deep could achieve bet-
ter performance by exploiting useful features directly.
Although DeepFM and DCN could learn high-order fea-
ture interaction, they may fail to acquire initial and
useful features.

6) xDeepFM and DeepStore outperform Wide&Deep,
DeepFM, and DCN, since they congregate advantages
of Wide&Deep, DeepFM, and DCN. More specifically,
xDeepFM and DeepStore not only learn relationship
from extracted features directly, but also model low-
order and high-order feature interactions simultaneously.

7) As we can see, our proposed model, DeepStore,
achieves the best performance compared to all baselines,
which demonstrates that combining explicit and implicit
high-order feature interaction is necessary. Especially,
DeepStore outperforms the xDeepFM, which is a state-
of-the-art model in the deep learning-based recommen-
dation. The results indicate that interactions over sparse
and dense features are necessary, and the different
embedding methods in view of different data types are
important.

8) Different from xDeepFM, our model has the ability to
extract valuable features and model feature interactions
from multimodal data, such as learning representa-
tive spatial features from geographical data. However,
the result of our method is close to the result of
xDeepFM. The main reason that DeepStore gains less
obvious improvement could be that the data used in
this paper suffers from scale and data sparsity issues,
which impacts the significant improvement of the exper-
imental performance. Specifically, we design various
components (e.g., spatial embedding, CrossNet, etc.) in

Fig. 7. Performance comparison of DeepStore and its variants.

(a) (b)

Fig. 8. Impact of number of hidden layers in the deep network and the
CrossNet. (a) Deep network. (b) Cross network.

the DeepStore model to extract valuable features from
different types of data and learn complex feature inter-
actions, because the store site recommendation problem
is complicated, and customer behaviors are affected by
sophisticated factors in real situations. This leads to
more parameters to be learned in our model, which may
also impacts the performance when the dataset scale is
not big.

2) Impact of the Attention Mechanism: We want to know
whether the attention mechanism effectively learns the impor-
tance of spatial features and improve the performance of the
model. Fig. 7 shows the performance of DeepStore and its
variants.

1) DeepStore considers both channel attention and spatial
attention in the attention-based spatial embedding.

2) DS_channel just considers the channel attention, and
DS_spatial considers the spatial attention.

3) DS_noattention means that the fine-grained POI data is
fed into the model without the attention mechanism.

4) DS_CNN1 means that there is one convolution layer
instead of spatial embedding.

5) DS_CNN2 means that there are two convolution layers
instead of spatial embedding.

6) DS_noPOI means that there is not fine-grained POI
data fed into the model.

First, we can see that DeepStore outperforms its variants,
which demonstrates that the attention mechanism is effective
in our problem to learn representative features from the fine-
grained POI data. Furthermore, DS_channel and DS_spatial
achieve better performance than DS_noattention, which indi-
cates that both channel attention and spatial attention are
useful in the spatial embedding. From Fig. 7, we can find that
DS_CNN1 and DS_CNN2 perform worse than others in accu-
racy, because spatial features in our problem are different from
features in the image. For example, CNN can extract features
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(a) (b)

Fig. 9. Impact of number of neurons per layer in the deep network and the
CrossNet. (a) Deep network. (b) Cross network.

in different regions based on a filter. However, it is not suitable
to extract spatial features in POI data, even POI data in our
paper is regarded as the image pixel data. Because the given
place stands in the center of the image, the distance between
different regions and the given place plays the different role
in extracting spatial features. Note that DS_noPOI performs
worse than DeepStore, DS_channel, and DS_spatial, but per-
forms better than DS_noattention. This show that designing
the efficient framework of the deep network is more impor-
tant, compared to feeding all raw data into the deep network,
which could lead to worse results.

3) Hyper-Parameter Investigation: We study the impact of
hyper-parameters on DeepStore, including the number of hid-
den layers, the number of neurons per layer, dropout, and
activation functions.

a) Number of hidden layers: Fig. 8 demonstrates the
impact of the number of hidden layers in the deep network and
the CrossNet. In Fig. 8(a), we can find that increasing number
of hidden layers in the deep network improves the performance
of models at the beginning. However, model performance
degrades when the depth of the deep network is set greater
than 3. This phenomenon is because of overfitting. Similarly,
from Fig. 8(b), we can see that DeepStore achieves the better
performance when the depth of the CrossNet is set to 4.

b) Number of neurons per layer: As shown in Fig. 9(a),
model performance increases when the number of neurons per
layer in the deep network is increased from 100 to 200, but
it performs worse when we increase the number of neurons
from 200 to 400. This is because an over-complicated model
is easy to overfit. The increasing the number of neurons does
not always bring benefit, as shown in Fig. 9(b), and 80 is
a more suitable setting for the number of neurons per layer in
the CrossNet.

c) Dropout: Dropout is a regularization technique to
compromise the precision and complexity of the neural
network. Fig. 10 shows the performance of the model when
the dropout is set to different value. We can observe that our
model achieves the best performance when the dropout is set
to 0.8, because adding reasonable randomness to the model
can strengthen the model’s robustness.

d) Activation function: We compare the performance of
our model when applying different activation functions. As
shown in Fig. 11, we can find that Relu is the most suitable
one for neurons in our model.

4) Performance on Different Stores: We test our model
on different stores in different cities, the result is shown in
Table IV.

Fig. 10. Impact of differen dropout ratio.

Fig. 11. Impact of different activation function.

TABLE IV
RESULTS ON DIFFERENT STORES

We select six stores in four cities from our dataset as test
data. From Table IV, we can see that the result in Beijing and
Shanghai is better than the result in Ningbo and Hangzhou.
The main reason is that customer behavior differs among dif-
ferent cities even in the same branding stores. In our dataset,
the number of stores in Beijing and Shanghai (e.g., 25) is great
than that in Ningbo and Hangzhou (e.g., 5), thus the model
hardly learns some local knowledge in Ningbo and Hangzhou
due to fewer data.

D. Discussion

We next discuss the research findings from this paper and
potential future directions to improve this paper.

1) Transferring Knowledge Among Different Cities: In the
experiment, we find that the performance of our proposed
model differs in different cities, mainly because of distinct
city characteristics. In addition, deep models rely on a large
amount of data to learn knowledge. However, generally, we
do not have enough data to train the model for different
types of stores, respectively. Therefore, we are planning to
combine deep learning and transfer learning to transfer valu-
able knowledge from the city with rich data to the city with
fewer data, and improve the model’ ability of robustness and
generalization.

2) Time Series Modeling: This paper studies the consump-
tion of user in the store in a short period of time, which
is static. However, customer behavior will change over time,
which also influences the location selection and development
of the business. In our future work, we intend to model the
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dynamic customer behavior based on the sequence model, such
as RNN and long short-term memory (LSTM).

3) Improving Results: This paper is a pilot study for
fine-grained store site recommendation, where the problem
definition is more difficult and the real-world commercial
dataset is not easy to be obtained. First, it is quite difficult
to predict the amount of user consumption, because cus-
tomer behaviors have a certain degree of randomness which is
affected by sophisticated factors in real situations. Therefore,
the results in our experiments seem not as good as those
of traditional coarse-grained problem definitions. Second, the
real-world commercial data for fine-grained store site recom-
mendation is quite difficult to be obtained and the commercial
data used in this paper is based on one type of new retail [48],
which has grown in recent two years and the existing stores
are limited in number and data quantity (see Table I). In other
words, the data used in this paper suffers from data sparsity,
scale, and noisy issues, which also affects the experimental
performance. In order to improve the results, on the one hand,
we intend to have more collaboration with commercial com-
panies to gain data from maturing commercial entities, and on
the other hand, we intend to optimize the prediction model to
adapt to sparse data.

4) Extension and Usage of the DeepStore to Other
Applications: DeepStore is a deep model which can learn
nonlinear relations and high-order features interaction from
multisource data. Although our model is proposed to predict
the level of user’s consumption, it is also applicable to other
application, such as POI recommendation and CTR prediction.
Different applications have different data characteristics, so
we intend to extend our model and apply it to different
application areas.

VI. CONCLUSION

In this paper, we propose a novel network named DeepStore,
which aims to learn nonlinear relations and high-order feature
interactions from multisource data. Particularly, DeepStore
can automatically learn high-order feature interactions in both
explicit and implicit fashions, which is of great significance to
reduce manual feature engineering work. Finally, we conduct
comprehensive experiments on the real-world dataset to com-
pare the performance of DeepStore and state-of-the-art models
from different perspectives. The results demonstrate the effec-
tiveness of our approach. As for the future work, we intend to
combine deep learning and transfer learning to transfer valu-
able knowledge from the city with rich data to the city with
fewer data, and model the dynamic customer behavior based
on the sequence model.
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