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We present a general variational approach to determine the steady state of open quantum lattice
systems via a neural network approach. The steady-state density matrix of the lattice system is
constructed via a purified neural network ansatz in an extended Hilbert space with ancillary degrees
of freedom. The variational minimization of cost functions associated to the master equation can be
performed using a Markov chain Monte Carlo sampling. As a first application and proof-of-principle,
we apply the method to the dissipative quantum transverse Ising model.

In spite of the tremendous experimental progress in
the isolation of quantum systems, a finite coupling to
the environment [1] is unavoidable and certainly plays
a crucial role in the practical implementation of quan-
tum information and quantum simulation protocols [2].
Moreover, through an active control of the environment
via the so-called reservoir engineering, an open quantum
manybody system can be prepared in non-trivial phases
[3–5] with also possible quantum applications [6, 7]. The
theoretical description of open quantum manybody sys-
tems is in general out-of-the equilibrium and much less
developed than for equilibrium systems. A mixed state
with a finite entropy can be described by a density ma-
trix, whose evolution is described by a master equation.
Recently, a few theoretical methods have been developed
to solve the master equation of open quantum manybody
systems, including analytical approaches based on the
Keldysh formalism [8, 9], numerical algorithms based on
matrix product operator and tensor-network techniques
[10–14], cluster mean-field methods [15, 16], corner-space
renormalization [17–19], Gutzwiller mean-field [20], full
configuration-interaction Monte Carlo [21], permutation-
invariant solvers [22] or efficient stochastic unravelings
for disordered systems [23]. The research in the field is
very active, since the different methods are optimal for
different specific regimes. For example, the corner-space
renormalization method is best suited for systems with
moderate entropy, while matrix product operator tech-
niques to systems with short-range quantum correlations.

In the last decade, the field of artificial neural networks
has enjoyed a dramatic expansion and success thanks to
remarkable applications in the recognition of complex
patterns such as visual images or human speech (for a
recent review see, e.g., [24]). The optimization (super-
vised learning) of the network is obtained by tuning the
weights quantifying the connections between neural units
via a variational minimization of a properly defined cost
function. The wavefunction of a manybody system is
in general a complex quantity, which is hard to be rec-
ognized. Recent works have proposed to exploit arti-

ficial neural networks to construct trial wavefunctions,
where the connection weights in the network play the
role of variational parameters [25, 26]. Neural network
approaches have already been succesffuly applied to a
wide number (see e.g. [27–31]) of close Hamiltonian sys-
tems. However, they have not yet been generalized to the
important quantum manybody problem of open systems.

In this Letter, we present a theoretical approach based
on a variational neural network ansatz in order to de-
termine the steady state of the master equation of open
quantum lattice systems. We construct the ansatz for the
mixed density matrix starting from a Restricted Boltz-
man Machine ansatz for a pure many-body wavefunction
in an extended Hilbert space. We determine the opti-
mal variational parameters by minimizing a cost func-
tion which involves the Liouvillian superoperator associ-
ated to the master equation for the density matrix. As a
first application, we have considered the dissipative tran-
verse field quantum Ising model. We present a proof-
of-principle demonstration by benchmarking the neural
network calculations of the steady state against numeri-
cally exact simulations performed by quantum trajecto-
ries in the full Hilbert space [32]. Our minimization of
the cost function is performed by Markov chain Monte
Carlo sampling of the gradient and is thus scalable to a
large number of lattice sites. Perspectives of the present
approach are discussed in the conclusions.

The general task that we wish to solve is the determi-
nation of the steady state of an open quantum system
described by the Lindblad master equation [1] for the
system reduced density matrix ρ̂, which reads (setting
~ = 1):

˙̂ρ = Lρ̂ = −i
[
Ĥ, ρ̂

]
+
∑

j

γj
2

[
2L̂j ρ̂L̂

†
j − {L̂†jL̂j , ρ̂}

]
, (1)

where L is the so-called Liouvillian superoperator de-
pending on the system Hamiltonian operator Ĥ. The
coupling to the environment is represented by interaction
channels with the reservoir characterized by dissipation
rates γj and jump operators L̂j acting on the system.
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Here we will focus on situations where the steady state
(∂tρ̂ss = 0) is unique. In this case, the steady-state den-
sity matrix can be obtained as ρ̂ss = limt→∞ ρ̂(t) regard-
less of the initial condition. Although it is possible to
engineer peculiar Liouvillians with more than one steady
state [33], typical physical systems with a finite Hilbert
space dimension have a unique steady-state [34? , 35].

For the many-body problem an analytical expression
for ρ̂ss can be found in very few cases [36, 37]. In general,
because of the exponential growth of the Hilbert space
with the number of lattice sites, describing the full den-
sity matrix requires exponentially many complex num-
bers, which in practice can be done exactly only for a
small number of sites. If one wants to attack the prob-
lem within a variational framework, the density matrix
can be represented by an ansatz ρ̂v depending on a set of
variational parameters v. If {|σ〉 = |σ1, σ2, ..., σN 〉} de-
notes a basis of states for the system Hilbert space, the
density matrix can be expressed in the form

ρ̂(v) =
∑

σ,σ′

ρv(σ,σ′) |σ〉 〈σ′| . (2)

In order to construct our neural network ansatz for
the density matrix, we consider an extended Hilbert
space H = HS ⊗ HA where HS,A represents respec-
tively the system and ancillary Hilbert spaces. Such ex-
tended space is spanned by the basis set {|σ,a〉} where
a = (a1, a2, ..., aNa) labels the ancillary degrees of free-
dom. We start by considering a pure state in the ex-
tended Hilbert space, represented by the wavefunction
ψv(σ,a). In this framework the reduced density matrix
of the system S is obtained by tracing out the ancillary
degrees freedom [38], namely

ρv(σ,σ′) =
∑

a

ψv(σ,a)ψ?v(σ′,a). (3)

The next step is to represent ψv(σ,a) via a neural net-
work ansatz. This purified procedure automatically en-
sures that ρ̂v is Hermitian and positive semi-definite, as
required for a density matrix. In a recent paper, Torlai
and Melko [38] proposed to describe purified wavefunc-
tions as

ψv(σ,a) =
√
PvA(σ,a) exp[−1/2 log(Pvθ (σ,a))]. (4)

Both the amplitude PvA(σ,a) and phase-related
function Pvθ (σ,a) of the purified wavefunction are
given by the Boltzmann-like expression Pν(σ,a) =∑
h exp[−Eν(σ,a,h)] (with ν ∈ {vA,vθ}), where the as-

sociated dimensionless energy reads

Eν(σ,a,h) = σ·b(σ)
ν +a·b(a)ν +h·b(h)ν +σTWνh+σTUνa.

(5)
Note that the ansatz parameters are v = (vA,vθ) where

vν = (b
(σ)
ν , b

(a)
ν , b

(h)
ν ,Wν ,Uν). The rectangular matrix

Wν weighs the connections between the system variables

σ1 σ2 σ3 . . . σN σ ∈ {0, 1}N

b
(σ)
ν,1 b

(σ)
ν,N

h1 h2
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) u ν
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4
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FIG. 1. Graph representation of the artificial neural net-
work used for the density matrix ansatz. The vector σ =
(σ1, σ2, ..., σN ) contains the variables of the physical system
(visible layer). The vector a = (a1, a2, ..., σNa) describes the
ancillary degrees of freedom of the extended Hilbert space (an-
cilla layer), where a purified density matrix is considered (see
Eq. (3)). The vector h = (h1, h2, ..., hNh) contains variables
of auxiliary nodes (hidden layer). The network parameters are

vν = (b
(σ)
ν , b

(a)
ν , b

(h)
ν ,Wν ,Uν). One network is used for the

representation of the amplitude (ν = vA) of the purified wave-
function in Eq. (3), while another independent network with
the same topology is used to represent the phase (ν = vθ).

(visible layer) to the auxiliary variables (hidden layer),
while the weight matrix Uν quantifies the connection be-
tween the system variables and the ancillary ones (ancil-
lary layer). Such neural network ansatz is represented by
a tri-partite Restricted Boltzmann Machine depicted in
fig. 1. In other words, there are two independent artificial
neural networks, one for the amplitude (ν = A) and one
for the phase (ν = θ). By substituting those formulas
into Eq. (3) and carrying out the sum over the ancillary
degrees of freedom one obtains a closed formula for the
entries of the density matrix:

ρv(σ,σ′) = exp
[
Γ−v (σ,σ′) + Γ+

v (σ,σ′) + Πv(σ,σ′)
]

(6)
where the expression of Γ+/− and Π can be found in the

Supplemental Material [39]. The representation power
[40–42] of this ansatz can be systematically improved by
increasing the density of the hidden (α = Nh/N) and
ancillary layer (β = Na/N). It is worth pointing out
that this scheme is not specific to this network topology,
but relies only on the general fact that if two visible layers
are connected by a shallow ancillary layer, the ancilla can
be traced out analitically and an efficient neural-network
description of the density matrix can be obtained.

Having defined a variational ansatz ρ̂(v), we now wish
to define a variational principle to determine the optimal
parameters. In particular, we have to recast the search
for the steady state into a minimization problem for a
real, positive cost function C(v) which has a global mini-
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mum when the master equation Lρ̂v = 0 is satisfied [43].
Moreover, in order to be able to deal with large Hilbert
spaces, we need a quantity which can be sampled and
computed efficiently. These requirements are met by the
following cost function expressed in terms of the 2-norm
of the time derivative of the density-matrix:

C(v) =
‖dρ̂v/dt‖22
‖ρ̂v‖22

=
Tr
[
ρ̂†vL†Lρ̂v

]

Tr
[
ρ̂†vρ̂v

] , (7)

as (i) C(vss) = 0 ⇐⇒ ρ̂(vss) = ρ̂ss and (ii) C(v) ≥ 0.
It is useful to rewrite Eq. (7) as a sum over the whole

space of bounded operators on the Hilbert space:

C(v) =
∑

σ,σ̃

pv(σ, σ̃)|CLoc(v,σ, σ̃)|2, (8)

where pv(σ, σ̃) = |ρv(σ, σ̃)|2/Z corresponds to a prob-

ability distribution as Z =
∑
σ,σ̃ |ρv(σ, σ̃)|2 [44]. The

local contribution reads [45] :

CLoc(v,σ, σ̃) =
∑

σ′,σ̃′

L(σ, σ̃;σ′, σ̃′)
ρv(σ′, σ̃′)
ρv(σ, σ̃)

. (9)

In order to find the global minimum of the cost function
(7) by means of gradient-based iterative schemes we need
to compute its gradient

∇v C(v) =
∑

σ,σ̃

pv(σ, σ̃)CLoc(v,σ, σ̃)?
[ ∑

σ′,σ̃′

L(σ, σ̃;σ′, σ̃′)

ρv(σ′, σ̃′)
ρv(σ, σ̃)

Ov(σ′, σ̃′)
]
− C(v)Ov, (10)

where we have defined the log-derivatives of the den-
sity matrix Ov =

∑
σ,σ̃ Ov(σ, σ̃) and Ov(σ, σ̃) =

∇v log ρv(σ, σ̃), which can be efficiently computed for
the considered neural network.

The computational complexity of evaluating∇C(v) ex-
actly grows exponentially with the size of the system.
This cost can be considerably reduced if one only uses an
estimate of∇C(v) obtained by sampling the values (σ, σ̃)
according to the probability pv(σ, σ̃). Because the nor-
malisation factor Z is not fixed, we cannot sample the dis-
tribution directly and have to resort to a Markov Chain
Monte Carlo [46] with Metropolis update rules [47]. At
every sampling step, we propose to update the configura-
tion (σ, σ̃)→ (σ′, σ̃′) by switching a random number of
spins and accept the new configuration with probability
min(exp[pv(σ, σ̃)/pv(σ′, σ̃′)], 1).

Finally, in order to find the global minimum of the
cost function we employ a standard Stochastic Gradient
Descent algorithm [48]. In order to improve the perfor-
mance of the Stochastic Gradient Descent (i.e. to reduce
the number of iterations needed to converge to the global
minima of the cost function) we update the variational
parameters according to to the metric of the space of
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FIG. 2. Top panel: sketch of the considered physical sys-
tem described by the dissipative quantum transverse Ising
1D model with periodic boundary conditions. The quantity
g denotes an applied magnetic field, V the spin-spin coupling
and γ the spin flip rate. Bottom panel: the prediction of the
neural-network variational calculations (circles) are compared
to the results obtained by quantum trajectory simulations of
the master equation by considering the whole Hilbert space
(solid lines). The top, middle and bottom panels depict the
expectation values of the three components of the averaged
magnetization as a function of the applied magnetic field g (in
units of γ). Model parameters: V/γ = 2 (spin-spin coupling),
N = 16 (number of lattice sites). Neural-network parameters:
α = β = 1 for g ≤ γ and g ≥ 2.5γ while α = 1 and β = 4 for
the remaining points. The parameters required for the con-
vergence of the Monte Carlo calculations depend on the value
of g/γ, with the intermediate region being the most demand-
ing. The maximum number of accepted Monte Carlo samples
is 8640 and the maximum number of steps for the stochastic
gradient descent is 104. For points outside the intermediate
region 3000 accepted Monte Carlo samples and 103 iteration
steps have been performed.
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density matrices exploiting the Stochastic Reconfigura-
tion Approach [49]. During the optimization procedure
we sample the physical observables of interest through
another Markov chain as

〈Θ̂〉 =
Tr
[
ρ̂ Θ̂

]

Tr[ρ̂]
=
∑

σ

pobsv (σ)
∑

σ̃

ρv(σ, σ̃)Θ(σ̃,σ)

ρv(σ,σ)
,

(11)
where pobsv (σ) = ρv(σ,σ)/Tr[ρ̂].

In order to benchmark our neural-network approach
for open quantum systems, we consider here the dissipa-
tive quantum transverse Ising model, whose Hamiltonian
is

H =
V

4

∑

〈j,l〉
σ̂zj σ̂

z
l +

g

2

∑

j

σ̂xj , (12)

being σ̂αj the Pauli matrices (α ∈ {x, y, z}) acting on
the j-th site. The first term represents the nearest-
neighbor spin-spin interaction depending only on the z-
components, being V the coupling strength. The sec-
ond term accounts for a local and uniform magnetic field
along the transverse direction x. We consider local dissi-
pative spin-flip processes described by the site-dependent

jump operator L̂
(z)
j = σ̂−j = 1

2 (σ̂xj − iσ̂yj ), which fully de-
termine the master equation in Eq. (1).

Numerical results for steady-state observables of the
dissipative quantum transverse Ising model on a 1D pe-
riodic chain are reported in Fig. 2. In particular, we
report the spatial components of the averaged magne-
tization as a function of the magnetic field g (in units
of the dissipation rate γ) for V/γ = 2. For N = 16
lattice sites the predictions of the neural-network varia-
tional method (circles) are compared to the results ob-
tained with a brute-force exact integration of the mas-
ter equation in the whole Hilbert space, showing a good
agreement over all the parameter range. For g . γ and
g & 2.5γ a remarkable precision is reached for all the local
observables with a low density of the hidden and ancil-
lary layer α = β = 1 and O(102) minimization steps. For
1 . g/γ . 2.5 an higher number of variational param-
eters is required. In particular, as shown in Fig. 3, a
systematic improvement of the relative error εrel

[
〈σx〉

]

with respect to the exact solution can be obtained by
increasing β. Interestingly, for 1 . g/γ . 2.5, we note
that the gradient-descent procedure requires more itera-
tions. This region corresponds to the range of g/γ where
the smallest nonzero eigenvalue of L†L decreases signif-
icantly [50]. In this range the steady-state density ma-
trix also displays nontrivial correlations and non-thermal
mixness properties [50]. Remarkably, the fidelity of the
reconstructed local density matrix with respect to the
exact one is alway larger then 0.998 for all the values of
g/γ considered. Finally, as an example of convergence,
the top panel of Fig. 4 depicts a typical evolution of
the cost function in the iterative minimization procedure

α

1

2

3
β

1
2

3
4

ǫ r
el
[〈σ

x
〉]

2.5%

5.0%

7.5%

10.0%

FIG. 3. Relative error with respect to the exact result for the
observable 〈σx〉 as a function of α and β. Parameters are set
as in Fig.2 but for a fixed value g/γ = 1.2.
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FIG. 4. Same parameters as in Fig. 2 but for a fixed value
g/γ = 1. Top panel: the cost function is shown as a func-
tion of the iteration steps. Bottom panel: the corresponding
evolution of the x-component of the average magnetization
during the stochastic minimization is shown.

for a fixed set of parameters (g/γ = 1), showing a good
convergence towards the global minimum. In the bottom
panel of Fig. 4, the convergence of the x-component of
the averaged magnetization is also reported.

In conclusion, we have presented a general variational
approach for the steady-state density matrix of open
quantum manybody systems based on an artificial neural
network scheme. Our method is scalable since the cost
function associated to the Liouvillian of the master equa-
tion can be calculated via Monte Carlo sampling. We
have demonstrated a proof-of-principle of the theoreti-
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cal scheme by a successful benchmarking to brute-force
finite-size simulations in the full Hilbert space for ar-
rays of spins described by the dissipative quantum trans-
verse Ising model. We would like to point out that the
present approach does not depend on the specific net-
work topology. Indeed, the variational procedure pre-
sented in this Letter is general and can be applied to
many other neural-networks or physically-inspired varia-
tional ansätze. There are many future developments at
the horizon, including the study of dynamical properties,
the use of deep neural networks and/or alternative cost
functions, comparison with other existing techniques as
well as the study of disordered systems without transla-
tional invariance. The neural network approach has the
potential to pave the way to the theoretical study of a
wide spectrum of open quantum manybody systems.

We thank G. Carleo, V. Savona and G. Orso for fruitful
discussions. Numerical code for this paper has been writ-
ten in Julia [51]. Full space simulations have been made
with QuantumOptics.jl [52] and with QuTiP [53, 54]. We
acknowledge support from ERC (via Consolidator Grant
CORPHO No. 616233). This work was granted access to
the HPC resources of TGCC under the allocation 2018-
A0050510601 attributed by GENCI (Grand Equipement
National de Calcul Intensif).

Note: while completing this work, we became aware
of related independent theoretical works that have been
carried on in parallel [55–57].
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I. NEURAL NETWORK ANSATZ

We provide here the detailed expressions of the quantities Γ+
v (σ, σ̃), Γ−v (σ, σ̃) and Πv(σ, σ̃) entering the neural

network ansatz ρv(σ, σ̃) = exp[Γ+
v (σ, σ̃) + Γ−v (σ, σ̃) + Πv(σ, σ̃)]:

Γ+
v (σ, σ̃) =

1

2


b(v)A · (σ + σ̃) +

∑

j

log
[
G(θ

[j]
A (σ))

]
+
∑

j

log
[
G(θ

[j]
A (σ̃))

]

 , (1)

Γ−v (σ, σ̃) =
i

2



b

(v)
θ · (σ − σ̃) +

∑

j

log
[
G(θ

[j]
θ (σ))

]
−
∑

j

log
[
G(θ

[j]
θ (σ̃))

]


 , (2)

Πv(σ, σ̃) =
∑

k

log
{
G
[
1/2(σ + σ̃)TU

[k]
A + i/2(σ − σ̃)TU

[k]
θ + b

(a)
A,k

]}
, (3)

where U
[k]
ν is the k-th column of the Uν matrix, and θ

[j]
ν is the j-th component of the θν vector

θν(σ) = b(h)ν + σTWν . (4)

G(x) is a non-linear activation function dependent on the values that hidden spins can take. In the manuscript we
consider binary spins (hi = {0, 1}), so G(x) = 1 + e−x.

The total number of real variational parameters of the neural network ansatz (the length of the vector v) is given
by the following formula:

Npar = dim(v) = 2(N + αN + βN + αN2 + βN2), (5)

where α = Nh/N and β = Na/N are the hidden and ancillary layer density. For N � 1 and assuming β = 1 as in the
main text, we get Npar ∼ O

(
(α+ 1)N2

)
. The number of parameters can be compared to a Matrix Product Operator

representation of the density matrix where NMPO
par ∼ O(Nχ2) where χ is the bond-link dimension [1], playing a role

similar to α. For comparison, an exact description in the full Hilbert space requires O(22N ) parameters.

II. LOG-DERIVATIVES

The logarithmic derivatives of the variational density matrix ρv(σ, σ̃) appearing in Eq. (10) of the main text are
computed with respect to the various components of v as follows:



2

∂ log[ρv(σ, σ̃)]

∂b
(v)
A

=
1

2
(σ + σ̃), (6)

∂ log[ρv(σ, σ̃)]

∂b
(v)
θ

=
i

2
(σ − σ̃), (7)

∂ log[ρv(σ, σ̃)]

∂b
(h)[j]
A

=
1

2

{G′
G [θ

[j]
A (σ)] +

G′
G [θ

[j]
A (σ̃)]

}
, (8)

∂ log[ρv(σ, σ̃)]

∂b
(h)[j]
θ

=
i

2

{G′
G [θ

[j]
θ (σ)]− G

′

G [θ
[j]
θ (σ̃)]

}
, (9)

∂ log[ρv(σ, σ̃)]

∂b
(a)[j]
A

=
G′
G

[
1

2
(σ + σ̃) ·U[j]

A +
i

2
(σ − σ̃) ·U[j]

θ + b
(a)
A,j

]
, (10)

∂ log[ρv(σ, σ̃)]
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1
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, (12)

∂ log[ρv(σ, σ̃)]
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(a)
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∂ log[ρv(σ, σ̃)]

∂U
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θ
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(σ − σ̃)

G′
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[
1

2
(σ + σ̃) ·U[j]

A +
i

2
(σ − σ̃) ·U[j]

θ + b
(a)
A,j
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(15)

where G′(x) = −e−x and G
′

G [x] = (ex − 1)−1.

III. SAMPLING OF THE COST FUNCTION

In the main text we show that the cost function C(v) defined in Eq. (7)

C(v) =
‖dρ̂v/dt‖22
‖ρ̂v‖22

=
Tr
[
ρ̂†vL†Lρ̂v

]

Tr
[
ρ̂†vρ̂v

] , (16)

can be rewritten in such a way that it is possible to sample it from a distribution pv(σ, σ̃). In particoular, it can be
rewritten in two different forms:

C(v) =
∑

σ,σ̃

pv(σ, σ̃)


∑

σ′,σ̃′

(L†L)(σ, σ̃;σ′, σ̃′)
ρv(σ′, σ̃′)
ρv(σ, σ̃)


 , (17)

or

C(v) =
∑

σ,σ̃

pv(σ, σ̃)

∣∣∣∣∣∣
∑

σ′,σ̃′

L(σ, σ̃;σ′, σ̃′)
ρv(σ′, σ̃′)
ρv(σ, σ̃)

∣∣∣∣∣∣

2

. (18)

In the main text we only considered the latter, but Eq. (17) and Eq. (18) are algebraically equivalent. This equivalence
is only valid as long as the sum

∑
σ,σ̃ is performed exactly over the whole space H ⊗H. However, when the sum is

evaluated via a Monte Carlo procedure, (17) and Eq. (18) have different convergence properties. In particular, Eq.
(17) can be interpreted as the energy of the state ρv according to the Hamiltonian L†L, where every term in the
sum can have either positive or negative real part. Equation (18), instead, is a sum over positive real terms which
are respect the 0-variance property for the steady-state. This leads to a faster convergence of Eq. 18 and improved
numerical stability when C(v) is evaluated through a Markov Chain. This is similar to what reported in several works
that compare the performance of straightforward energy minimisation schemes to that of variance minimisation [2, 3].
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FIG. 1: The cost function Eq. 16 computed iteratively with the two schemes Eq. 17 and Eq. 18 along the same
chain. It is clear that the latter converges much faster to the expected results.

To give an explicit example, in Fig. 1 the cost function for a set of weights far from the steady-state has been
estimated both with Eq.(17) and Eq.(18) along a sample chain of length M = 3000. From the point of view of the
computational cost, when computing the local terms CLoc(σ, σ̃) one must evaluate the neural network once for every
pair (σ′, σ̃′) for which the tensors (L†L)(σ, σ̃;σ′, σ̃′) or L(σ, σ̃;σ′, σ̃′) are non-zero. Clearly, L†L is less sparse than
L, as it has approximately squared the number of non-zero entries, therefore it is computationally more expensive
than estimating Eq. 18.

IV. STOCHASTIC RECONFIGURATION

To improve convergence toward the global minimum of the cost function, we adopt the stochastic reconfiguration
method, also known as natural gradient by the machine learning community [4, 5]. The stochastic reconfiguration
corrects the gradient descent so that small variations δv in the parameters do not cause large variations, according to
a certain norm, for the density matrices. The generalization of this method, previously developed for closed systems
[6], can be straightforwardly generalized to our case. In what follows we give a sketch of the derivation.

Consider the first-order Taylor expansion of the variational density matrix with respect to the variational parameters:

ρ̂v+δv = ρ̂v +
∑

i

δviOvi ρ̂v, (19)

where vi, with i ∈ [1, Npar] spans all the variational parameters. The distance between ρ̂v and ρ̂v+δv is defined to be:

δs2v =

∥∥∥∥
ρ̂v+δv
‖ρ̂v+δv‖

− ρ̂v
‖ρ̂v‖

∥∥∥∥
2

, (20)

where in the following we have chosen the 2-norm, defined by ‖Â‖ 22 = Tr
[
Â†Â

]
. It is also known that the distance

between two vectors in a space is given by the metric tensor S as

δs2v =
∑

i,j

δviS
i,j
v δvj . (21)

After some algebra and keeping only the leading terms of the expansion, it is possible to write the (local) metric
tensor as a quantity that can be easily sampled, namely:

Si,jv =
∑

σ,σ̃

p(σ, σ̃)Oiv(σ, σ̃)Ojv(σ, σ̃)−


∑

σ,σ̃

p(σ, σ̃)Oiv(σ, σ̃)




∑

σ,σ̃

p(σ, σ̃)Ojv(σ, σ̃)


 . (22)
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Here, we also provide the explicit expressions of the components of the gradient of the cost function defined in Eq.
(10) of the main text:

∇iv C(v) =
∑

σ,σ̃

pv(σ, σ̃)CLoc(v,σ, σ̃)?
( ∑

σ′,σ̃′

L(σ, σ̃;σ′, σ̃′)
ρv(σ′, σ̃′)
ρv(σ, σ̃)

Ov(σ′, σ̃′)
)
−

−


∑

σ,σ̃

p(σ, σ̃)
∣∣CLoc(v,σ, σ̃)

∣∣2



∑

σ,σ̃

p(σ, σ̃)Oiv(σ, σ̃)


 . (23)

In a standard gradient descent scheme one would update the variational parameters at each iteration according to
the steepest gradient:

vi → vi + δvi where δvi = −∇ivC(v). (24)

Instead, if we also require that δs2 be small, we obtain that δv is determined by the linear system of equations

Si,jv δvj = ∇ivC(v) (25)

where Sv is a real, dense, symmetric matrix of size Npar ×Npar. S has often many degenerate eigenvalues. As in
this work Npar > 1000, Krylov-space iterative solvers such as MINRES-QLP are particularly suitable [7]. To improve
the stability of the solution we solved the equivalent system

(Si,jv + b δi,j)δvj = ∇ivC(v) (26)

with b ∈ [10−4, 10−3].

V. NOTES ON THE NUMERICS

The core of the algorithm consists in sampling with a Markov-Chain Monte Carlo the two quantities Eq.(20) and
Eq.(21), and then solving the linear system defined by Eq.(23). The Monte Carlo step of the algorithm can be easily
and efficiently distributed across many cores. Unfortunately, to the best of our knowledge there do not exist efficient
distributed solvers for dense systems of linear equations, so the second part of the algorithm cannot be parallelized as
efficiently (although the speedup from performing matrix-vector multiplications on several threads is still significant).
Therefore the bottleneck of the algorithm is, as of now, the numerical solution of Eq. 23.

We wrote our code in Julia, using MPI.jl to distribute the Monte Carlo Chains across several processors and/or
nodes. The linear system of equations was solved either by inversion with standard library routines or by linking to
the FORTRAN routines of MINRES-QLP developed by the autors of [7].

VI. CPU TIME

In Fig. 2 we report the scaling of the runtime performance of the neural network algorithm, compared to traditional
brute-force Runge-Kutta integration of the master equation and to a quantum trajectory approach.

VII. PROOF OF PRINCIPLE FOR 2D SYSTEMS

In this section we show how the neural ansatz presented in the main text is also suitable to describe the steady-state
of 2D lattices. We consider again the dissipative quantum Ising model [see Eq. (1) and Eq. (12) in the main text] for
a 3 × 3 lattice with periodic boundary conditions. For V/γ = 2 and different values of the transverse magnetic field
we find again a good agreement with the exact results (obtained via brute-force integration of the master equation).
A summary of the results is shown in Table I.
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algorithm presented in this paper, with α = 1, β = 2, M = 103 ∗ (1 + log(N)) Markov-chain samples and 150
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