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# ON TARSKI'S PROBLEM FOR VIRTUALLY FREE GROUPS 

SIMON ANDRÉ


#### Abstract

We give a complete classification of finitely generated virtually free groups up to $\forall \exists$-elementary equivalence. As a corollary, we give an algorithm that takes as input two finite presentations of virtually free groups, and decides whether these groups have the same $\forall \exists$-theory or not.


## 1. Introduction

The problem of classifying algebraic structures up to elementary equivalence emerged in the middle of the twentieth century. Around 1945, Tarski asked whether all non-abelian finitely generated free groups are elementarily equivalent. Two decades later, Merzlyakov made an important step forward by proving that free groups have the same positive theory, i.e. satisfy the same first-order sentences without inequalities (see [Mer66]). Sacerdote subsequently generalized Merzlyakov's result and proved in [Sac73a] that all groups that split as a non-trivial free product have the same positive theory, except the infinite dihedral group $D_{\infty}=\mathbb{Z} / 2 \mathbb{Z} * \mathbb{Z} / 2 \mathbb{Z}$. In the same year, Sacerdote proved in [Sac73b] that free groups have the same $\forall \exists$-theory, meaning that they satisfy the same sentences of the form $\forall \boldsymbol{x} \exists \boldsymbol{y} \psi(\boldsymbol{x}, \boldsymbol{y})$, where $\boldsymbol{x}$ and $\boldsymbol{y}$ are two tuples of variables, and $\psi$ is a quantifier-free formula in these variables. Merzlyakov and Sacerdote's proofs rely heavily on small cancellation theory.

Another major breakthrough towards the resolution of Tarski's problem was the study of systems of equations defined over a free group, due to Makanin and Razborov (see [Mak82], [Mak84] and [Raz84]).

A positive answer to Tarski's question was eventually given by Sela in [Sel06b] and by Kharlampovich and Myasnikov in [KM06], as the culmination of two voluminous series of papers.

Sela further generalized his work and classified torsion-free hyperbolic groups up to elementary equivalence. His solution involves a study of the $\forall \exists$-theory of a given hyperbolic group (see [Sel04] and [Sel09]), combined with a quantifier elimination procedure down to $\forall \exists$-sentences (see [Sel05] and [Sel06a]). The theory of group actions on real trees plays a crucial role in his approach (see for instance [GLP94], [RS94], [BF95], [Sel97]).

In this paper, we give a complete classification of finitely generated virtually free groups up to $\forall \exists$-elementary equivalence, i.e. we give necessary and sufficient conditions for two finitely generated virtually free groups $G$ and $G^{\prime}$ to have the same $\forall \exists$-theory, denoted by $\operatorname{Th}_{\forall \exists}(G)=\operatorname{Th}_{\forall \exists}\left(G^{\prime}\right)$. Recall that a group is said to be virtually free if it has a free subgroup of finite index. For instance, it is well-known that $\mathrm{SL}_{2}(\mathbb{Z})$ has a subgroup of index 12 isomorphic to the free group $F_{2}$.

Among virtually free groups, a wide variety of behaviours can be observed from the point of view of first-order logic. Here is an interesting illustration: on the one hand, all non-abelian free groups are elementarily equivalent (see [Sel06b] and [KM06]), while at the other extreme, it can be proved that two co-Hopfian virtually free groups are elementarily equivalent if and only if they are isomorphic. Recall that a group is said to be co-Hopfian if
every monomorphism from this group into itself is bijective. One example of a co-Hopfian virtually free group is $\mathrm{GL}_{2}(\mathbb{Z})$. Between these two extremes, the picture is much more varied, and our goal in this paper is to give a description of it.

In fact, in the class of virtually cyclic groups, we already have a glimpse of the unexpected influence of torsion on the first-order theory, as shown by the following example.

Example 1.1. Consider the following two $\mathbb{Z} / 25 \mathbb{Z}$-by- $\mathbb{Z}$ groups:

$$
N=\left\langle a, t \mid a^{25}=1, t a t^{-1}=a^{6}\right\rangle \quad \text { and } \quad N^{\prime}=\left\langle a^{\prime}, t^{\prime} \mid a^{\prime 25}=1, t^{\prime} a^{\prime} t^{\prime-1}=a^{\prime 11}\right\rangle .
$$

These groups are non-isomorphic, but $N \times \mathbb{Z}$ and $N^{\prime} \times \mathbb{Z}$ are isomorphic. It follows from a theorem of Oger (see [Oge83]) that $N$ and $N^{\prime}$ are elementarily equivalent.

This example is a particular manifestation of a more general phenomenon that plays an important role in our classification. Here below is an informal version of our main result; see Theorem 1.17 for a precise statement.

Main result (see Theorem 1.17). Two finitely generated virtually free groups $G$ and $G^{\prime}$ are $\forall \exists$-elementarily equivalent if and only if there exist two isomorphic groups $\Gamma \supset G$ and $\Gamma^{\prime} \supset G^{\prime}$ obtained respectively from $G$ and $G^{\prime}$ by performing a finite sequence of specific HNN extensions over finite groups (called legal large extensions) or replacements of virtually cyclic subgroups by virtually cyclic overgroups (called legal small extensions).

As a corollary of this classification, we give an algorithm that takes as input two finite presentations of virtually free groups, and decides whether these groups have the same $\forall \exists$-theory or not. This algorithm relies on the main algorithm of [DG11], that takes as input two finite presentations of hyperbolic groups, and decides whether these groups are isomorphic or not.

Moreover, Theorem 1.23 gives three other characterizations of $\forall \exists$-elementary equivalence among virtually free groups. In fact, it is worth noting that some of our results are proved in the more general context of hyperbolic groups (see in particular Theorem 1.9 and Theorem 1.14), and we except that they will be useful in a future classification of hyperbolic groups (possibly with torsion) up to elementary equivalence.

In addition, in some cases, we establish results stronger than $\forall \exists$-elementary equivalence, namely the existence of elementary embeddings (or rather $\exists \forall \exists$-elementary embeddings, see Defintion 2.4). We refer the reader to Theorem 1.10.

Before stating precise results, we need to introduce some definitions. Throughout the paper, all virtually free groups are assumed to be finitely generated, and we shall not repeat this assumption anymore.

Legal large extensions. By [KPS73] (see also [SW79] Theorem 7.3), a finitely generated group is virtually free if and only if it splits as a finite graph of finite groups, i.e. acts cocompactly by isometries on a simplicial tree with finite vertex stabilizers. Hence, every finitely generated virtually free group can be obtained from finite groups by iterating amalgamated free products and HNN extensions over finite groups. As a consequence, one of the basic questions we have to answer is the following: how amalgamated free products and HNN extensions over finite groups do affect the $\forall \exists$-theory of a virtually free group, or more generally of a hyperbolic group?

It can easily be seen that the number of conjugacy classes of finite subgroups of a given group is determined by its $\forall \exists$-theory. Thus, if a virtually free group $G$ splits as $G=A *_{C} B$ over a finite group $C$, then $G$ and $A, B$ have distinct $\forall \exists$-theories provided that $A$ or $B$ is not isomorphic to $C \rtimes F_{n}$, in which case the amalgamated product can be written as a multiple HNN extension. Hence, we can restrict our attention to the case where $G=A *_{C}$, with $C$ finite, which is more subtle: sometimes, the $\forall \exists$-theory is preserved when performing an HNN extension over finite groups, as shown by the following example.
Example 1.2. Let $G$ be a virtually free group (and more generally a hyperbolic group) without non-trivial normal finite subgroup, for instance $F_{2}$ or $\mathrm{PSL}_{2}(\mathbb{Z})=\mathbb{Z} / 3 \mathbb{Z} * \mathbb{Z} / 2 \mathbb{Z}$. Then, by Theorem 1.9 below, we have $\operatorname{Th}_{\forall \exists}(G)=\operatorname{Th}_{\forall \exists}\left(G *_{\{1\}}\right)$.

But sometimes, performing an HNN extension over finite groups modifies the $\forall \exists$-theory of a (non-elementary) virtually free group (and even its universal theory).
Example 1.3. Let $G=F_{2} \times \mathbb{Z} / 2 \mathbb{Z}$. The universal sentence $\forall x \forall y\left(x^{2}=1\right) \Rightarrow(x y=y x)$ is satisfied by $G$, but not by $G *_{\{1\}}=G * \mathbb{Z}$. A fortiori, $G$ and $G *_{\{1\}}$ do not have the same $\forall \exists$-theory. More generally, if $G$ is hyperbolic and if the normalizer $N_{G}(C)$ of a finite subgroup $C \subset G$ normalizes a finite subgroup $C^{\prime}$ that contains $C$ strictly, then $G *_{C}$ and $G$ have different $\forall \exists$-theories.

This raises the following problem.
Problem 1.4. Given a hyperbolic group $G$, characterize the HNN extensions $G *_{\alpha}$ over finite groups such that $\mathrm{Th}_{\forall \exists}(G)=\operatorname{Th}_{\forall \exists}\left(G *_{\alpha}\right)$.

In order to solve this problem (whose solution is given by Theorem 1.9 below), let us consider an isomorphism $\alpha: C_{1} \rightarrow C_{2}$ between two finite subgroups of a hyperbolic group $G$, and suppose that $G$ and the HNN extension $G *_{\alpha}=\left\langle G, t \mid \alpha(c)=t c t^{-1}, \forall c \in C\right\rangle$ have the same $\forall \exists$-theory. Let us derive some easy consequences from this assumption.

First, note that $G$ must be non-elementary. Indeed, a hyperbolic group is finite if and only if it satisfies the first-order sentence $\forall x\left(x^{N}=1\right)$ for some integer $N \geq 1$, and virtually cyclic if and only if it satisfies $\forall x \forall y\left(\left[x^{N}, y^{N}\right]=1\right)$ for some integer $N \geq 1$.

Then, observe that $C_{1}$ and $C_{2}$ are necessarily conjugate in $G$, because the number of conjugacy classes of finite subgroups is an invariant of the $\forall \exists$-theory. Therefore, one can assume without loss of generality that $C_{1}=C_{2}:=C$.

In addition, denoting by $\operatorname{Aut}_{G}(C)$ the subgroup

$$
\left\{\sigma \in \operatorname{Aut}(C) \mid \exists g \in N_{G}(C), \sigma=\operatorname{ad}(g)_{\mid C}\right\}
$$

of $\operatorname{Aut}(C)$, where $\operatorname{ad}(g)$ denotes the inner automorphism $x \mapsto g x g^{-1}$ and $N_{G}(C)$ denotes the normalizer of $C$, it can be observed that we have $\left|\operatorname{Aut}_{G}(C)\right|=\left|\operatorname{Aut}_{G *_{\alpha}}(C)\right|$. We refer the reader to Proposition 5.4 for further details. This means that there exists an element $g \in G$ such that $\operatorname{ad}(g)_{\mid C}=\alpha$.

Before giving two other consequences of the equality $\operatorname{Th}_{\forall \exists}(G)=\operatorname{Th}_{\forall \exists}\left(G *_{\alpha}\right)$, let us recall the following result, proved by Olshanskiy in [Os93].
Proposition 1.5. Let $G$ be a non-elementary hyperbolic group, and let $H$ be a nonelementary subgroup of $G$. There exists a unique maximal finite subgroup of $G$ normalized by $H$. This group is denoted by $E_{G}(H)$.

One can prove (see Proposition 5.4) that the equality $\operatorname{Th}_{\forall \exists}(G)=\operatorname{Th}_{\forall \exists}\left(G *_{\alpha}\right)$ implies that the normalizer $N_{G}(C)$ of $C$ in $G$ is non-elementary, and that $C$ is the unique maximal finite subgroup of $G$ normalized by $N_{G}(C)$, i.e. that $E_{G}\left(N_{G}(C)\right)=C$. The importance of this last condition is illustrated by Example 1.3 above.

This leads us to the following definition.
Definition 1.6 (Legal large extension). Let $G$ be a non-elementary hyperbolic group, and let $C_{1}, C_{2}$ be two finite subgroups of $G$. Suppose that $C_{1}$ and $C_{2}$ are isomorphic, and let $\alpha: C_{1} \rightarrow C_{2}$ be an isomorphism. The HNN extension $G *_{\alpha}=\left\langle G, t \mid \operatorname{ad}(t)_{\mid C_{1}}=\alpha\right\rangle$ is said to be legal if the following three conditions hold.
(1) There exists an element $g \in G$ such that $g C_{1} g^{-1}=C_{2}$ and $\operatorname{ad}(g)_{\mid C_{1}}=\alpha$.
(2) $N_{G}\left(C_{1}\right)$ is non-elementary.
(3) $E_{G}\left(N_{G}\left(C_{1}\right)\right)=C_{1}$.

A group $\Gamma$ is said to be a legal large extension of $G$ if it splits as a legal HNN extension $\Gamma=G *_{\alpha}$. Sometimes we need to keep track of the order $m$ of the finite group over which the HNN extension is performed, and we say that $\Gamma$ is a $m$-legal large extension of $G$

Remark 1.7. Up to replacing $t$ by $g^{-1} t$ in the presentation above, one can assume without loss of generality that the presentation has the following form: $\left\langle G, t \mid \operatorname{ad}(t){ }_{\mid C_{1}}=\operatorname{id}_{C_{1}}\right\rangle$.

Example 1.3 is a typical illustration of a non-legal extension. Indeed, the third condition of the previous definition is clearly violated. By contrast, Example 1.2 (that is $\left.\operatorname{PSL}_{2}(\mathbb{Z}) *_{\{1\}}\right)$ is a legal large extension. Here is another example of a legal large extension (to be compared to Example 1.3).

Example 1.8. Let $G=F_{2} \times \mathbb{Z} / 2 \mathbb{Z}$. The HNN extension $G *_{\mathbb{Z} / 2 \mathbb{Z}}=G *_{\mathbb{Z} / 2 \mathbb{Z}}(\mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z})$ is legal.

If $G$ and $G *_{\alpha}$ have the same $\forall \exists$-theories, the previous discussion shows that $G *_{\alpha}$ is a legal large extension of $G$ (see Proposition 5.4). One of our main results is that the converse also holds: if $G *_{\alpha}$ is a legal large extension of $G$, then we have $\operatorname{Th}_{\forall \exists}\left(G *_{\alpha}\right)=\operatorname{Th}_{\forall \exists}(G)$.

Theorem 1.9. Let $G$ be a non-elementary hyperbolic group, and let $G *_{\alpha}$ be an HNN extension over finite groups. Then, $\operatorname{Th}_{\forall \exists}\left(G *_{\alpha}\right)=\operatorname{Th}_{\forall \exists}(G)$ if and only if $G *_{\alpha}$ is a legal large extension of $G$ in the sense of Definition 1.6.

The proof of this result relies on a generalization of the key lemma of [Sac73b], using techniques introduced by Sela for torsion-free hyperbolic groups and extended by Reinfeldt and Weidmann to hyperbolic groups with torsion in [RW14], in particular the shortening argument. We also refer the reader to [Hei18] for some results about $\forall \exists$-sentences in hyperbolic groups (possibly with torsion), namely a generalization of Merzlyakov's formal solutions.

In fact, we shall prove the following result, which is stronger than Theorem 1.9.
Theorem 1.10. Let $G$ be a non-elementary hyperbolic group, and let $G *_{\alpha}$ be an HNN extension over finite groups. Then, the inclusion of $G$ into $G *_{\alpha}$ is a $\exists \forall \exists$-elementary embedding (see Definition 2.4) if and only if $G *_{\alpha}$ is a legal large extension of $G$.

Legal small extensions. Perhaps more surprisingly, another phenomenon of a different nature plays a crucial role in our classification of virtually free groups up to $\forall \exists$-elementary equivalence, as illustrated by Example 1.1. This phenomenon is not limited to infinite virtually cyclic groups: more generally, if $G$ is a hyperbolic group, we will prove that one can replace a virtually cyclic subgroup $N \subset G$ by a virtually cyclic overbgroup $N^{\prime} \supset N$ without modifying the $\forall \exists$-theory of $G$, as soon as certain additional technical conditions are satisfied (in particular, $N$ has to be the normalizer of a finite subgroup of $G$ ). Before giving a precise statement (Theorem 1.14 below), we need some definitions.
Definition 1.11. Given an infinite virtually cyclic group $N$ and an integer $p$, we denote by $D_{p}(N)$ the definable subset $D_{p}(N)=\left\{n^{p} \mid n \in N\right\}$.

Let $K_{N}$ be the maximal order of a finite subgroup of $N$. One can easily prove that for every integer $K \geq K_{N}$, the set $D_{2 K!}(N)$ is a normal subgroup of $N$ (see Lemma 6.5). Note that the quotient group $N / D_{2 K!}(N)$ is finite. This finite group is determined by the $\forall \exists$-theory of $N$.
Definition 1.12. Let $N$ and $N^{\prime}$ be two infinite virtually cyclic groups. Let $K_{N}$ and $K_{N^{\prime}}$ denote the maximal order of a finite subgroup of $N$ and $N^{\prime}$ respectively, and let $K \geq \max \left(K_{N}, K_{N^{\prime}}\right)$ be an integer. A homomorphism $\varphi: N \rightarrow N^{\prime}$ is said to be $K$-nice if it satisfies the following three properties.

- $\varphi$ is injective.
- If $C_{1}$ and $C_{2}$ are two non-conjugate finite subgroups of $N$, then $\varphi\left(C_{1}\right)$ and $\varphi\left(C_{2}\right)$ are non-conjugate in $N^{\prime}$.
- The induced homomorphism $\bar{\varphi}: N / D_{2 K!}(N) \rightarrow N^{\prime} / D_{2 K!}(N)$ is injective.

Definition 1.13 (Legal small extension). Let $G$ be a hyperbolic group. Let $K_{G}$ denote the maximal order of a finite subgroup of $G$. Suppose that $G$ splits as $A *_{C} B$ or $A *_{C}$ over a finite subgroup $C$ whose normalizer $N$ is infinite virtually cyclic and non-elliptic in the splitting. Let $N^{\prime}$ be a virtually cyclic group such that $K_{N^{\prime}} \leq K_{G}$ and let $\iota: N \hookrightarrow N^{\prime}$ be a $K_{G}$-nice embedding (in the sense of Definition 1.12 above). The amalgamated product

$$
G^{\prime}=G *_{N} N^{\prime}=\left\langle G, N^{\prime} \mid g=\iota(g), \forall g \in N\right\rangle
$$

is called a legal small extension of $G$ if there exists a $K_{G}$-nice embedding $\iota^{\prime}: N^{\prime} \hookrightarrow N$. Sometimes we need to keep track of the cardinality $m$ of the edge group $C$, and we say that $\Gamma$ is a $m$-legal extension of $G$.

For instance, the two virtually cyclic groups of Example 1.1 are legal small extensions of each other: in this example, $C$ is the cyclic group $\langle a\rangle \simeq \mathbb{Z} / 25 \mathbb{Z}$, and one can define $\iota: N \hookrightarrow N^{\prime}$ by $\iota: a \mapsto a^{\prime}, t \mapsto t^{\prime 3}$ and $\iota^{\prime}: N^{\prime} \hookrightarrow N$ by $\iota^{\prime}: a^{\prime} \mapsto a, t^{\prime} \mapsto t^{2}$.

We will prove the following result.
Theorem 1.14. Let $G$ be a hyperbolic group that splits as $A *_{C} B$ or $A *_{C}$ over a finite subgroup $C$ whose normalizer $N$ is infinite virtually cyclic and non-elliptic in the splitting. Let $K_{G}$ denote the maximal order of a finite subgroup of $G$. Let $N^{\prime}$ be a virtually cyclic group such that $K_{N^{\prime}} \leq K_{G}$, and let $\iota: N \hookrightarrow N^{\prime}$ be a $K_{G}$-nice embedding. The amalgamated product

$$
G^{\prime}=G *_{N} N^{\prime}=\left\langle G, N^{\prime} \mid g=\iota(g), \forall g \in N\right\rangle
$$

is a legal small extension in the sense of Definition 1.13 if and only if $\operatorname{Th}_{\forall \exists}\left(G^{\prime}\right)=\operatorname{Th}_{\forall \exists}(G)$.

Remark 1.15. In general, the group $G$ is not $\exists \forall$-elementarily embedded into $G^{\prime}$ (note the difference with Theorem 1.10, which generalizes Theorem 1.9). For instance, in Example 1.1, the element $a \in N$ satisfies the following $\exists \forall$-formula $\theta(a)$ :

$$
\theta(a): \exists \forall \forall u\left(t a t^{-1}=a^{6}\right) \wedge\left(t \neq u^{3}\right),
$$

while it can be easily seen that any monomorphism $\iota: N \hookrightarrow N^{\prime}$ maps $a$ to $a^{\prime p}$ for some integer $p$ satisfying $\operatorname{gcd}(p, 25)=1$, and that $\theta\left(a^{\prime p}\right)$ is false is $N^{\prime}$.

A remark about the terminology. Suppose that $G^{\prime}$ is a legal large or small extension of a hyperbolic group $G$. Then, in both cases, $G^{\prime}$ can be written as an amalgamated free product $G^{\prime}=G *_{N} N^{\prime}$, where $N$ is the normalizer of a finite subgroup $C$ of $G$, and $N^{\prime}$ is an overgroup of $N$ in which $C$ is the maximal normal finite subgroup. The terminology "large" or "small" refers to the size of $N$ and $N^{\prime}$ : in the case where the legal extension is large, the groups $N$ and $N^{\prime}$ are non-elementary, and in the case where the extension is small, $N$ and $N^{\prime}$ are infinite virtually cyclic.

Classification of virtually free groups up to $\forall \exists$-elementary equivalence. Our main result, Theorem 1.17, asserts that the two kinds of extensions defined above are the only ones we need in order to classify virtually free groups up to $\forall \exists$-equivalence.
Definition 1.16. Let $G$ be a hyperbolic group. A group $\Gamma$ is called a multiple legal extension of $G$ if there exists a finite sequence of groups $G=G_{0} \subset G_{1} \subset \cdots \subset G_{n} \simeq \Gamma$ where $G_{i+1}$ is a legal (large or small) extension of $G_{i}$ in the sense of Definitions 1.6 or 1.13, for every integer $0 \leq i \leq n-1$.

Here is our main result (see also Theorem 1.23).
Theorem 1.17. Two finitely generated virtually free groups $G$ and $G^{\prime}$ have the same $\forall \exists$-theory if and only if there exist two multiple legal extensions $\Gamma$ and $\Gamma^{\prime}$ of $G$ and $G^{\prime}$ respectively, such that $\Gamma \simeq \Gamma^{\prime}$.
Example 1.18. One can deduce from Theorem 1.17 that a virtually free group $G$ has the same $\forall \exists$-theory as $\mathrm{SL}_{2}(\mathbb{Z})=\mathbb{Z} / 6 \mathbb{Z} *_{\mathbb{Z}} / 2 \mathbb{Z} \mathbb{Z} / 4 \mathbb{Z}$ if and only if $G$ splits as

$$
\left(\mathbb{Z} / 6 \mathbb{Z} *_{\mathbb{Z} / 2 \mathbb{Z}} \mathbb{Z} / 4 \mathbb{Z}\right) *_{\mathbb{Z} / 2 \mathbb{Z}}\left(\mathbb{Z} / 2 \mathbb{Z} \times F_{n}\right),
$$

where $F_{n}$ denotes the free group of rank $n \geq 0$.
Theorem 1.23, which extends Theorem 1.17 above, gives three other characterizations of $\forall \exists$-equivalence among virtually free groups. Before stating this result, we need to generalize the definition of a nice homomorphism (see Definition 1.12).
Definition 1.19. Let $G$ and $G^{\prime}$ be two hyperbolic groups. Let $K_{G}$ (resp. $K_{G^{\prime}}$ ) denote the maximal order of a finite subgroup of $G$ (resp. $G^{\prime}$ ). Suppose that $K_{G} \geq K_{G^{\prime}}$. A homomorphism $\varphi: G \rightarrow G^{\prime}$ is said to be special if it satisfies the following three properties.

- It is injective on finite subgroups.
- If $C_{1}$ and $C_{2}$ are two non-conjugate finite subgroups of $G$, then $\varphi\left(C_{1}\right)$ and $\varphi\left(C_{2}\right)$ are non-conjugate in $G^{\prime}$.
- If $C$ is a finite subgroup of $G$ whose normalizer is infinite virtually cyclic maximal, then $N_{G^{\prime}}(\varphi(C))$ is infinite virtually cyclic, and the restriction

$$
\varphi_{\mid N_{G}(C)}: N_{G}(C) \rightarrow N_{G^{\prime}}(\varphi(C))
$$

is $K_{G}$-nice in the sense of Definition 1.12 (in particular, $\varphi_{\mid N_{G}(C)}$ is injective).
Remark 1.20. Note that if $G$ and $G^{\prime}$ have the same universal theory, then $K_{G}=K_{G^{\prime}}$.
Remark 1.21. If $G$ and $G^{\prime}$ are infinite virtually cyclic, then a homomorphism $\varphi: G \rightarrow G^{\prime}$ is special if and only if it is $K_{G}$-nice.
Definition 1.22. Let $G$ and $G^{\prime}$ be two hyperbolic groups. A special homomorphism $\varphi: G \rightarrow G^{\prime}$ is said to be strongly special if the following holds: for every finite subgroup $C$ of $G$, if the normalizer $N_{G}(C)$ of $C$ in $G$ is not virtually cyclic, then $N_{G^{\prime}}(\varphi(C))$ is not virtually cyclic and $\varphi\left(E_{G}\left(N_{G}(C)\right)\right)=E_{G^{\prime}}\left(N_{G^{\prime}}(\varphi(C))\right)$.

Recall that a sequence of homomorphisms $\left(\varphi_{n}: G \rightarrow G^{\prime}\right)_{n \in \mathbb{N}}$ is said to be discriminating if the following holds: for every $g \in G \backslash\{1\}, \varphi_{n}(g)$ is non-trivial for every integer $n$ sufficiently large.

We associate to every virtually free group $G$ a sentence $\zeta_{G} \in \mathrm{Th}_{\exists \forall}(G)$ (see Section 4) such that the following result holds.

Theorem 1.23. Let $G$ and $G^{\prime}$ be two finitely generated virtually free groups. The following five assertions are equivalent.
(1) $\operatorname{Th}_{\forall \exists}(G)=\operatorname{Th}_{\forall \exists}\left(G^{\prime}\right)$.
(2) $G^{\prime} \models \zeta_{G}$ and $G \models \zeta_{G^{\prime}}$.
(3) There exist two discriminating sequences $\left(\varphi_{n}: G \rightarrow G^{\prime}\right)_{n \in \mathbb{N}}$ and $\left(\varphi_{n}^{\prime}: G^{\prime} \rightarrow G\right)_{n \in \mathbb{N}}$ of special homomorphisms.
(4) There exists two strongly special homomorphisms $\varphi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}: G^{\prime} \rightarrow G$.
(5) There exist two multiple legal extensions $\Gamma$ and $\Gamma^{\prime}$ of $G$ and $G^{\prime}$ respectively, such that $\Gamma \simeq \Gamma^{\prime}$.

Remark 1.24. A classical and easy result claims that two finitely presented groups $G$ and $G^{\prime}$ have the same existential theory if and only if there exist two discriminating sequences of homomorphisms $\left(\varphi_{n}: G \rightarrow G^{\prime}\right)_{n \in \mathbb{N}}$ and $\left(\varphi_{n}^{\prime}: G^{\prime} \rightarrow G\right)_{n \in \mathbb{N}}$ (see for instance [And18a], Proposition 2.1). This should be compared with the third assertion above: from this perspective, as a consequence of Theorem 1.23, the only difference between the existential and $\forall \exists$ theories is that one cannot talk about the conjugacy classes of finite subgroups with only one quantifier, whereas it is possible with two quantifiers.

It seems reasonable to make the following conjecture, which generalizes the famous Tarski's problem about the elementary equivalence of non-abelian free groups (see [Sel06b] and [KM06]).

Conjecture 1.25. Two virtually free groups have the same $\forall \exists$-theory if and only if they are elementarily equivalent.

Remark 1.26. As a consequence of Sela's work on the first-order theory of hyperbolic groups without torsion (see [Sel09]), the above conjecture is known to be true if one replaces "virtually free" by "hyperbolic without torsion". Moreover, thanks to Sela's result on the first-order theory of free products, the conjecture is known to be true if the two virtually free groups in question are free products of finite groups with a free group.
1.1. Outline of the proof of Theorem 1.23. We shall prove the following series of implications.
(1)
(2)
$\overbrace{(3)}^{\pi}$
$(4) \Rightarrow(5) \Rightarrow(1)$

Note that $(1) \Rightarrow(2)$ is obvious. Implications $(1) \Rightarrow(3),(2) \Rightarrow(4)$ and $(3) \Rightarrow(4)$ consist mainly in proving that our definitions are expressible by means of $\forall \exists$-sentences or $\exists \forall$-sentences.

The proof of $(5) \Rightarrow(1)$ is a consequence of Theorems 1.9 and 1.14 (see Section 7). The proof of Theorem 1.9 (as well as of Theorem 1.10) consists in revisiting and generalizing the key lemma of Sacerdote's paper [Sac73b] dating from 1973, using some of the tools developed since then by Sela and others (in particular, the theory of group actions on real trees, the shortening argument and test sequences). The proof of Theorem 1.14 makes also important use of these techniques, but involves more technicalities.

We prove $(4) \Rightarrow(5)$ in three steps: first, we assume that all edge groups in reduced Stallings splittings of $G$ and $G^{\prime}$ are equal. Then, we deal with the case where all edge groups have the same cardinality, by using a construction called the tree of cylinders, introduced by Guirardel and Levitt. In the general case, different cardinalities of edge groups may coexist in reduced Stallings splittings of $G$ and $G^{\prime}$. The proof is by induction on the number of edges in these splittings.

The existence of an algorithm that takes as input two finite presentations of virtually free groups and decides if these groups have the same $\forall \exists$-theory is established by proving that one can bound the number of legal (small or large) extensions involved in the construction of $\Gamma$ and $\Gamma^{\prime}$ (with the notation of Theorem 1.17), and that this bound is computable from finite presentations of $G$ and $G^{\prime}$.
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## 2. Preliminaries

2.1. First-order logic. For detailed background, we refer the reader to [Mar02].

Definition 2.1. A first-order formula in the language of groups is a finite formula using the following symbols: $\forall, \exists,=, \wedge, \vee, \Rightarrow, \neq, 1$ (standing for the identity element), ${ }^{-1}$ (standing for the inverse), (standing for the group multiplication) and variables $x, y, g, z \ldots$ which are to be interpreted as elements of a group. A variable is free if it is not bound by any quantifier $\forall$ or $\exists$. A sentence is a formula without free variables.
Definition 2.2. Given a formula $\psi\left(x_{1}, \ldots, x_{n}\right)$ with $n \geq 0$ free variables, and $n$ elements $g_{1}, \ldots, g_{n}$ of a group $G$, we say that $\psi\left(g_{1}, \ldots, g_{n}\right)$ is satisfied by $G$ if its interpretation is true in $G$. This is denoted by $G \models \psi\left(g_{1}, \ldots, g_{n}\right)$. For brevity, we use the notation $\psi(\boldsymbol{x})$ where $\boldsymbol{x}$ denotes a tuple of variables.
Definition 2.3. The elementary theory of a group $G$, denoted by $\operatorname{Th}(G)$, is the collection of all sentences that are true in $G$. The universal-existential theory of $G$, denoted by $\operatorname{Th}_{\forall \exists}(G)$, is the collection of sentences true in $G$ of the form

$$
\forall x_{1} \ldots \forall x_{m} \exists y_{1} \ldots \exists y_{n} \psi\left(x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{n}\right)
$$

where $m, n \geq 1$ and $\psi$ is a quantifier-free formula with $m+n$ free variables. In the same way, we define the universal theory of $G$, denoted by $\operatorname{Th}_{\forall}(G)$, its existential theory $\operatorname{Th}_{\exists}(G)$, etc. We say that two groups $G$ and $G^{\prime}$ are elementarily equivalent (resp. $\forall \exists$-elementarily equivalent) if $\operatorname{Th}(G)=\operatorname{Th}\left(G^{\prime}\right)\left(\operatorname{resp} . \operatorname{Th}_{\forall \exists}(G)=\operatorname{Th}_{\forall \exists}\left(G^{\prime}\right)\right)$.

To keep track of quantifiers and make the first-order formulas more readable, we will often use notations such as Formula ${ }_{1}^{\forall}(\boldsymbol{x})$ for universal formulas, Formula ${ }_{2}^{\exists}(\boldsymbol{x})$ for existential formulas, and so on.

Definition 2.4. Let $G$ and $\Gamma$ be two groups. An elementary embedding of $G$ into $\Gamma$ is a map $i: G \rightarrow \Gamma$ such that, for every first-order formula $\theta\left(x_{1}, \ldots, x_{n}\right)$ with $n$ free variables and for every tuple $\left(g_{1}, \ldots, g_{n}\right) \in G^{n}$, the group $G$ satisfies $\theta\left(g_{1}, \ldots, g_{n}\right)$ if and only if $\Gamma$ satisfies $\theta\left(i\left(g_{1}\right), \ldots, i\left(g_{n}\right)\right)$. We define $\exists \forall$-elementary embeddings and $\exists \forall \exists$-elementary embeddings in the same way, by considering only $\exists \forall$-formulas and $\exists \forall \exists$-formulas respectively, i.e. firstorder formulas of the form $\exists \boldsymbol{x} \forall \boldsymbol{y} \psi(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{t})$ and $\exists \boldsymbol{x} \forall \boldsymbol{y} \exists \boldsymbol{z} \psi(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}, \boldsymbol{t})$ respectively, where $\boldsymbol{x}$, $\boldsymbol{y}, \boldsymbol{z}$ and $\boldsymbol{t}$ are tuples of variables, and $\psi$ is a quantifier-free formula in these variables.
2.2. Virtually cyclic groups. Recall that an infinite virtually cyclic group $G$ can be written as an extension of exactly one of the following two forms:

$$
1 \rightarrow C \rightarrow G \rightarrow \mathbb{Z} \rightarrow 1 \quad \text { or } \quad 1 \rightarrow C \rightarrow G \rightarrow D_{\infty} \rightarrow 1
$$

where $C$ is finite and $D_{\infty}=\mathbb{Z} / 2 \mathbb{Z} * \mathbb{Z} / 2 \mathbb{Z}$ denotes the infinite dihedral group. In the first case, $G$ has infinite center and splits as $G=C \rtimes \mathbb{Z}$. We say that $G$ is of cyclic type. In the second case, $G$ has finite center, and we say that $G$ is of dihedral type. It splits as an amalgamated free product $A *_{C} B$ with $[A: C]=[B: C]=2$.

We need to describe under which conditions the normalizer of a finite edge group in a splitting is a virtually cyclic group.

Lemma 2.5. Let $G$ be a group. Suppose that $G$ splits as an amalgamated free product $G=A *_{C} B$ over a finite group $C$, and that $N_{G}(C)$ is not contained in a conjugate of $A$
or $B$. Then $N_{G}(C)$ is infinite virtually cyclic if and only if $C$ has index 2 in $N_{A}(C)$ and in $N_{B}(C)$. In this case, $N_{G}(C)$ is of dihedral type, equal to $N_{A}(C) *_{C} N_{B}(C)$.

Lemma 2.6. Let $G$ be a group. Suppose that $G$ splits as an HNN extension $G=A *_{C}$ over a finite group $C$. Let $C_{1}$ and $C_{2}$ denote the two copies of $C$ in $A$ and $t$ be the stable letter associated with the HNN extension. Suppose that $N_{G}(C)$ is not contained in a conjugate of $A$. Then $N_{G}(C)$ is infinite virtually cyclic if and only if one of the following two cases holds.
(1) If $C_{1}$ and $C_{2}$ are conjugate in $A$ and $N_{A}\left(C_{1}\right)=C_{1}$, then the normalizer $N_{G}\left(C_{1}\right)$ is of cyclic type, equal to $C_{1} \rtimes\langle a t\rangle$, where $a$ denotes an element of $A$ such that $a C_{2} a^{-1}=C_{1}$.
(2) If $C_{1}$ and $C_{2}=t^{-1} C_{1} t$ are non-conjugate in $G$ and $C_{1}$ has index 2 in $N_{A}\left(C_{1}\right)$ and $N_{t A t^{-1}}\left(C_{1}\right)$, then the normalizer $N_{G}\left(C_{1}\right)$ is of dihedral type, equal to

$$
N_{A}\left(C_{1}\right) *_{C_{1}} N_{t A t^{-1}}\left(C_{1}\right) .
$$

2.3. Maximal infinite virtually cyclic subgroups. Let $G$ be a hyperbolic group. If $g \in G$ has infinite order, we denote by $g^{+}$and $g^{-}$the attracting and repellings fixed points of $g$ on the boundary $\partial_{\infty} G$ of $G$. The stabilizer of the pair $\left\{g^{+}, g^{-}\right\}$is the unique maximal virtually cyclic subgroup of $G$ containing $g$. We denote this subgroup by $M(g)$. If $h$ and $g$ are two elements of infinite order, either $M(h)=M(g)$ or $M(h) \cap M(g)$ is finite; in the latter case, the subgroup $\langle h, g\rangle$ is non-elementary. The following easy lemma shows that $M(g)$ is definable by means of a quantifier-free formula.

Lemma 2.7. Let $g$ be an element of $G$ of infinite order. Let $K$ denote the maximum order of an element of $G$ of finite order.
(1) For every element $h \in G$, we have

$$
h \text { belongs to } M(g) \Leftrightarrow\left[g^{K!}, h g^{K!} h^{-1}\right]=1 \text {. }
$$

(2) For every element $h \in G$ of infinite order, we have

$$
h \text { belongs to } M(g) \Leftrightarrow\left[g^{K!}, h^{K!}\right]=1 \text {. }
$$

Proof. We only prove the first point, the proof of the second point is similar. If $h$ belongs to $M(g)$, then $h g h^{-1}$ belongs to $M(g)$. Therefore, $g^{K!}$ and $\left(h g h^{-1}\right)^{K!}$ commute, since $M(g)$ has a cyclic subgroup of index $\leq K$. Conversely, if $g^{K!}$ and $h g^{K!} h^{-1}$ commute, $h g^{K!} h^{-1}$ fixes the pair of points $\left\{g^{+}, g^{-}\right\}$, so $h$ fixes $\left\{g^{+}, g^{-}\right\}$as well. Thus, $h$ belongs to $M(g)$.

Corollary 2.8. Let $g, h$ be two elements of $G$ of infinite order. The subgroup $\langle g, h\rangle$ is elementary if and only if $\left[g^{K!}, h^{K!}\right]=1$.

Recall that if $H$ is a non-elementary subgroup of $G$, there exists a unique maximal finite subgroup $E_{G}(H)$ of $G$ normalized by $H$. The following fact is proved by Olshanskiy in [Os93].

Proposition 2.9 ([Os93] Proposition 1). The finite subgroup $E_{G}(H)$ admits the following description:

$$
E_{G}(H)=\bigcap_{h \in H^{0}} M(h)
$$

where $H^{0}$ denotes the set of elements of $H$ of infinite order.
2.4. Small cancellation condition. Let $G$ be a hyperbolic group, let $(X, d)$ be a Cayley graph of $G$, and let $\delta$ be its hyperbolicity constant. Let $g$ be an element of $G$ of infinite order. We define the translation length of $g$ as

$$
\|g\|=\inf _{x \in X} d(x, g x)
$$

The quasi-axis of $g$, denoted by $A(g)$, is the union of all geodesics joining $g^{-}$and $g^{+}$. By Lemma 2.26 in [Cou13] (see also Remark below Definition 2.8, loc. cit.), the quasi-axis $A(g)$ is $11 \delta$-quasi-convex. If $g^{\prime}$ is another element of $G$ of infinite order, $\Delta\left(g, g^{\prime}\right)$ is defined as follows:

$$
\Delta\left(g, g^{\prime}\right)=\operatorname{diam}\left(A(g)^{+100 \delta} \cap A\left(g^{\prime}\right)^{+100 \delta}\right) \in \mathbb{N} \cup\{\infty\}
$$

where $A(g)^{+100 \delta}$ is the $100 \delta$-neighbourhood of $A(g)$ in $(X, d)$, and $A\left(g^{\prime}\right)^{+100 \delta}$ is defined similarly. It is well-known that there exists a constant $N(g) \geq 0$ such that every element $h \in G$ satisfying $\Delta\left(g, h g h^{-1}\right) \geq N(g)$ belongs to $M(g)$.

The small-cancellation condition defined below will play a crucial role in the proof of the implication $(5) \Rightarrow(1)$ of Theorem 1.23 (for further details, see Section 5).

Definition 2.10. Let $G$ be a hyperbolic group. Let $\varepsilon>0$. An element $g$ of infinite order satisfies the $\varepsilon$-small cancellation condition if the following holds: for every $h \in G$, if

$$
\Delta\left(g, h g h^{-1}\right)>\varepsilon\|g\|,
$$

then $h$ and $g$ commute (so $h$ belongs to $M(g)$ ). In particular, $g$ is central in $M(g)$.
2.5. Actions on real trees. Recall that a real tree is a geodesic metric space in which every triangle is a tripod. A group action by isometries on a real tree is minimal if it has no proper invariant subtree. Note that if an action of a finitely generated group on a real tree has no global fixed point, then there is a unique invariant minimal subtree, which is the union of all translation axes. A subtree $T^{\prime}$ of a real tree $T$ is said to be non-degenerate if it contains more than one point.
2.5.1. Stable and superstable actions. General results about group actions on real trees involve hypotheses on infinite sequences of nested arc stabilizers (see for instance Theorem 2.13 and Theorem 2.19 below). An action of a group on a real tree is said to be stable in the sense of Bestvina and Feighn (see [BF95]) if the pointwise stabilizer of any arc eventually stabilizes when this arc gets smaller and smaller. Here is a formal definition.

Definition 2.11. Let $T$ be a real tree. A non-degenerate subtree $T^{\prime}$ of $T$ is stable if, for every non-degenerate subtree $T^{\prime \prime} \subset T^{\prime}$, the pointwise stabilizers of $T^{\prime \prime}$ and $T^{\prime}$ coincide. Otherwise, $T^{\prime}$ is called unstable. An action on a real tree is stable if any non-degenerate arc contains a non-degenerate stable subarc.

In [Gui08], Guirardel introduced the notion of a superstable action on a real tree.
Definition 2.12. An action on a real tree is $M$-superstable if every arc whose pointwise stabilizer has order $>M$ is stable.

Let $T$ be a real tree, and let $x$ be a point of $T$. A direction at $x$ is a connected component of $T \backslash\{x\}$. We say that $x$ is a branch point if there are at least three directions at $x$. The following result is a work in preparation by Guirardel and Levitt (improving [Gui01]).

Theorem 2.13. Let $L$ be a finitely generated group acting on a real tree T. Suppose that the action is $M$-superstable, with finitely generated arc stabilizers. Then every point stabilizer is finitely generated, the number of orbit of branch points in $T$ is finite, the number of orbit of directions at branch points in $T$ is finite.
2.5.2. The Bestvina-Paulin method. In the sequel, $\omega$ denotes a non-principal ultrafilter, i.e. a finitely additive probability measure $\omega: \mathcal{P}(\mathbb{N}) \rightarrow\{0,1\}$ such that $\omega(F)=0$ whenever $F \subset \mathbb{N}$ is finite.

Let $G$ be a hyperbolic group, and let $(X, d)$ be a Cayley graph of $G$. Let $G^{\prime}$ be a finitely generated group, equipped with a finite generating set $S$. Let $\left(\varphi_{n}: G^{\prime} \rightarrow G\right)_{n \in \mathbb{N}}$ be a sequence of homomorphisms. We define the displacement of $\varphi_{n}$ as

$$
\lambda=\max _{s \in S} d\left(1, \varphi_{n}(s)\right)
$$

Suppose that $\left(\lambda_{n}\right)_{n \in \mathbb{N}} \in \mathbb{R}^{\mathbb{N}}$ tends to infinity. Let $d_{n}$ denote the modified metric $d / \lambda_{n}$ on $X$. The following result is sometimes called the Bestvina-Paulin method in reference to [Bes88] and [Pau88].

Theorem 2.14. The ultralimit $\left(X_{\omega}, d_{\omega}\right)$ of the metric spaces $\left(X, d_{n}\right)_{n \in \mathbb{N}}$ is a real tree endowed with an action of $G^{\prime}$, and there exists a unique minimal $G^{\prime}$-invariant non-degenerate subtree $T \subset X_{\omega}$. Moreover, some subsequence of the sequence $\left(\left(X, d_{n}\right)\right)_{n \in \mathbb{N}}$ converges to $T$ in the Gromov-Hausdorff topology.
2.5.3. The Rips machine. Under certain conditions, group actions on real trees can be analysed using the so-called Rips machine, which enables us to decompose the action into tractable building blocks. We shall use the following version of the Rips machine, proved by Guirardel in [Gui08] (Theorem 5.1). See also [GLP94], [RS94], [BF95], [Sel97].

Given a group $G$ and a family $\mathcal{H}$ of subgroups of $G$, an action of the pair $(G, \mathcal{H})$ on a tree $T$ is an action of $G$ on $T$ such that each $H \in \mathcal{H}$ fixes a point.

Theorem 2.15. Let $G$ be a finitely generated group. Consider a minimal and non-trivial action of $(G, \mathcal{H})$ on an $\mathbb{R}$-tree $T$ by isometries. Assume that
(i) $T$ satisfies the ascending chain condition: for any decreasing sequence of nondegenerate arcs $I_{1} \supset I_{2} \supset \ldots$ whose lengths converge to 0 , the sequence of their pointwise stabilizers $\operatorname{Stab}\left(I_{1}\right) \subset \operatorname{Stab}\left(I_{2}\right) \subset \ldots$ stabilizes.
(ii) For any unstable arc $I \subset T$,
(a) $\operatorname{Stab}(I)$ is finitely generated,
(b) $\forall g \in G, g \operatorname{Stab}(I) g^{-1} \subset \operatorname{Stab}(I) \Rightarrow g \operatorname{Stab}(I) g^{-1}=\operatorname{Stab}(I)$.

Then either $(G, \mathcal{H})$ splits over the pointwise stabilizer of an unstable arc, or over the pointwise stabilizer of a non-degenerate tripod whose normalizer contains $F_{2}$, or $T$ has a decomposition into a graph of actions where each vertex action $G_{v} \curvearrowright Y_{v}$ is either
(1) simplicial: $G_{v} \curvearrowright Y_{v}$ is a simplicial action on a simplicial tree;
(2) of Seifert type: the vertex action $G_{v} \curvearrowright Y_{v}$ has kernel $N_{v}$, and the faithful action $G_{v} / N_{v} \curvearrowright Y_{v}$ is dual to an arational measured foliation on a compact conical 2orbifold with boundary;
(3) axial: $Y_{v}$ is a line, and the image of $G_{v}$ in $\operatorname{Isom}\left(Y_{v}\right)$ is a finitely generated group acting with dense orbits on $Y_{v}$.
2.5.4. Transverse covering. We will use the following definitions (see [Gui04], Definitions 4.6 and 4.8).

Definition 2.16. Let $T$ be a real tree endowed with an action of a group $G$, and let $\left(Y_{j}\right)_{i \in J}$ be a $G$-invariant family of non-degenerate closed subtrees of $T$. We say that $\left(Y_{j}\right)_{j \in J}$ is a transverse covering of $T$ if the following two conditions hold.

- Transverse intersection: if $Y_{i} \cap Y_{j}$ contains more than one point, then $Y_{i}=Y_{j}$.
- Finiteness condition: every arc of $T$ is covered by finitely many $Y_{j}$.

Definition 2.17. Let $T$ be a real tree, and let $\left(Y_{j}\right)_{j \in J}$ be a transverse covering of $T$. The skeleton of this transverse covering is the bipartite simplicial tree $S$ defined as follows:
(1) $V(S)=V_{0}(S) \sqcup V_{1}(S)$ where $V_{1}(S)=\left\{Y_{j} \mid j \in J\right\}$ and $V_{0}(S)$ is the set of points $x \in T$ that belong to at least two distinct subtrees $Y_{i}$ and $Y_{j}$. The stabilizer of a vertex of $S$ is the global stabilizer of the corresponding subtree of $T$.
(2) There is an edge $\varepsilon=\left(Y_{j}, x\right)$ between $Y_{j} \in V_{1}(S)$ and $x \in V_{0}(S)$ if and only if $x$, viewed as a point of $T$, belongs to $Y_{j}$, viewed as a subtree of $T$. The stabilizer of $\varepsilon$ is $G_{Y_{i}} \cap G_{x}$.
Moreover, the action of $G$ on $S$ is minimal provided that the action of $G$ on $T$ is minimal (see [Gui04] Lemma 4.9).
2.6. $G$-limit groups and the shortening argument. Let $G$ be a hyperbolic group, and let $G^{\prime}$ be a finitely generated group. A sequence of homomorphisms $\left(\varphi_{n}: G^{\prime} \rightarrow G\right)_{n \in \mathbb{N}}$ is termed stable if, for every element $x \in G^{\prime}$, either $\varphi_{n}(x)$ is trivial for every $n$ large enough, or $\varphi_{n}(x)$ is non-trivial for every $n$ large enough. The stable kernel of the sequence is defined as follows:

$$
\operatorname{ker}\left(\left(\varphi_{n}\right)_{n \in \mathbb{N}}\right)=\left\{x \in G^{\prime} \mid \varphi_{n}(x)=1 \text { for every } n \text { large enough }\right\} .
$$

The quotient $L=G^{\prime} / \operatorname{ker}\left(\left(\varphi_{n}\right)_{n \in \mathbb{N}}\right)$ is called the $G$-limit group associated with the sequence $\left(\varphi_{n}\right)$. This group acts on the tree $T$ given by Theorem 2.14. The class of $G$-limit groups admits several equivalent descriptions.

Theorem 2.18. Let $G$ be a hyperbolic group, and let $L$ be a finitely generated group. The following three assertions are equivalent.

- L is a G-limit group.
- $L$ is fully residually $G$, meaning that there exists a sequence of homomorphisms $\left(\varphi_{n}\right) \in \operatorname{Hom}(L, G)^{\mathbb{N}}$ such that, for every non-trivial element $x \in L, \varphi_{n}(x)$ is nontrivial for every $n$ large enough. Such a sequence is said to be discriminating.
- $\mathrm{Th}_{\exists}(L) \subset \mathrm{Th}_{\exists}(G)$.

The third point justifies why $G$-limit groups play a crucial role in Sela's resolution of the Tarski's problem [Sel06b], and more generally in his classification of torsion-free hyperbolic groups up to elementary equivalence [Sel09].

Given $\omega$ and $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$, the action of the limit group on the real tree given by Theorem 2.14 has nice properties. The following result generalizes a theorem proved by Sela for torsion-free hyperbolic groups.
Theorem 2.19 ([RW14], Theorem 1.16). Let $G$ be a hyperbolic group, and let $L$ be a $G$-limit group. Let $T$ be the corresponding real tree. The following hold, for the action of $L$ on $T$ :

- the pointwise stabilizer of any non-degenerate tripod is finite;
- the pointwise stabilizer of any non-degenerate arc is finitely generated and finite-by-abelian;
- the pointwise stabilizer of any unstable arc is finite.

Remark 2.20. Note that the action of $L$ on $T$ is $M$-superstable, where $M$ denotes the maximal order of a finite subgroup of $L$ (which is bounded from above by the maximal order of a finite subgroup of $G$ ). In particular, Theorem 2.13 is applicable, so the number of orbit of branch points in $T$ for the action of $L$ is finite. This fact will be useful later. Note also that the tree $T$ satisfies the ascending chain condition of Theorem 2.15 since any ascending sequence of finite-by-abelian subgroups of a hyperbolic group stabilizes.

In order to study the set $\operatorname{Hom}(L, G)$, Sela introduced a technique called the shortening argument, later generalized to hyperbolic groups possibly with torsion by Reinfeldt and Weidmann in [RW14]. In this paper, we need a relative version of this argument.

Definition 2.21. Let $G$ be a hyperbolic group and let $H$ be a finitely generated subgroup of $G$. Suppose that $G$ is one-ended relative to $H$. We denote by $\operatorname{Aut}_{H}(G)$ the subgroup of $\operatorname{Aut}(U)$ consisting of all automorphisms $\sigma$ such that the following two conditions hold:
(1) $\sigma_{\mid H}=\mathrm{id}_{\mid H}$;
(2) for every finite subgroup $F$ of $G$, there exists an element $g \in G$ such that $\sigma_{\mid F}=$ $\operatorname{ad}(g)_{\mid F}$.

Definition 2.22. Let $G$ and $\Gamma$ be two hyperbolic groups, and let $H$ be a finitely generated subgroup of $G$. Suppose that $G$ is one-ended relative to $H$ and that there exists a monomorphism $i: H \hookrightarrow \Gamma$. Let $S$ be a finite generating set of $G$. A homomorphism $\varphi: G \rightarrow \Gamma$ such that $\varphi_{\mid H}=\operatorname{ad}(\gamma) \circ i$ for some $\gamma \in \Gamma$ is said to be short if its length $\ell(\varphi):=\max _{s \in S} d(1, \varphi(s))$ is minimal among the lengths of homomorphisms in the orbit of $\varphi$ under the action of $\operatorname{Aut}_{H}(G) \times \operatorname{Inn}(\Gamma)$.

Proposition 2.23. We keep the same notations as in the previous definition. Let ( $\phi_{n}$ : $G \rightarrow \Gamma)_{n \in \mathbb{N}}$ be a stable sequence of distinct short homomorphisms. Then the stable kernel of the sequence is non-trivial.

For a proof of this result, we refer the reader to [And18b] (based on [Per08] and [RW14]).
Here below are two very useful consequences of the shortening argument whose proofs can be found in [RW14] (see [Sel09] for the torsion-free case).

Theorem 2.24 (Descending chain condition for $G$-limit groups). Let $G$ be a hyperbolic group. Let $\left(L_{n}\right)_{n \in \mathbb{N}}$ be a sequence of $G$-limit groups. If $\left(\varphi_{n}: L_{n} \rightarrow L_{n+1}\right)_{n \in \mathbb{N}}$ is a sequence of epimorphisms, then $\varphi_{n}$ is an isomorphism for all $n$ sufficiently large.

Definition 2.25. A group $L$ is said to be equationally noetherian if, for any system of equations in finitely many variables $\Sigma$, there exists a finite subsystem $\Sigma_{0}$ of $\Sigma$ such that $\operatorname{Sol}(\Sigma)=\operatorname{Sol}\left(\Sigma_{0}\right)$ in $L$.

Theorem 2.26. Let $G$ be a hyperbolic group, and let $L$ be a $G$-limit group. Then $L$ is equationally noetherian.
2.7. Tree of cylinders. Let $k \geq 1$ be an integer, let $G$ be a finitely generated group, and let $T$ be a splitting of $G$ over finite groups of order exactly $k$. Recall that the deformation space of $T$ is the set of $G$-trees which can be obtained from $T$ by some collapse and expansion moves, or equivalently, which have the same elliptic subgroups as $T$. In [GL11], Guirardel and Levitt construct a tree that only depends on the deformation space of $T$. This tree is called the tree of cylinders of $T$, denoted by $T_{c}$. This tree will play a crucial role in our proof of the implication $(4) \Rightarrow(5)$ of Theorem 1.23 (see Section 8 ). We summarize below the construction of the tree of cylinders $T_{c}$.

First, we define an equivalence relation $\sim$ on the set of edges of $T$. We declare two edges $e$ and $e^{\prime}$ to be equivalent if $G_{e}=G_{e^{\prime}}$. Since all edge stabilizers have the same order, the union of all edges having a given stabilizer $C$ is a subtree $Y_{C}$, called a cylinder of $T$. In other words, $Y_{C}$ is the subset of $T$ pointwise fixed by $C$. Two distinct cylinders meet in at most one point. The tree of cylinders $T_{c}$ of $T$ is the bipartite tree with set of vertices $V_{0}\left(T_{c}\right) \sqcup V_{1}\left(T_{c}\right)$ such that $V_{0}\left(T_{c}\right)$ is the set of vertices $x$ of $T$ which belong to at least two cylinders, $V_{1}\left(T_{c}\right)$ is the set of cylinders of $T$, and there is an edge $\varepsilon=\left(x, Y_{C}\right)$ between $x \in V_{0}\left(T_{c}\right)$ and $Y_{C} \in V_{1}\left(T_{c}\right)$ in $T_{c}$ if and only if $x \in Y_{C}$. In other words, one obtains $T_{c}$ from $T$ by replacing each cylinder $Y_{C}$ by the cone on its boundary (defined as the set of vertices of $Y_{C}$ belonging to some other cylinder). If $Y_{C}$ belongs to $V_{1}\left(T_{c}\right)$, the vertex group $G_{Y_{C}}$ is the global stabilizer of $Y_{C}$ in $T$, i.e. the normalizer of $C$ in $G$.
2.8. JSJ splittings over finite groups. A splitting $T$ of a group $G$ is said to be reduced if there is no edge of $T$ of the form $e=[v, w]$ with $G_{v}=G_{e}$.

Let $m \geq 1$ be an integer. A finitely generated group is termed $(\leq m)$-rigid if it does not split non-trivially over a finite subgroup of order $\leq m$.

Let $G$ be a finitely generated virtually free group. Let $\mathcal{F}$ be the set of finite subgroups of $G$, and let $\mathcal{F}_{m}$ be the set of finite subgroups of $G$ of order $\leq m$. A splitting of $G$ over $\mathcal{F}$ all of whose vertex stabilizers are finite is called a Stallings splitting of $G$, and a splitting of $G$ over $\mathcal{F}_{m}$ all of whose vertex stabilizers are $m$-rigid is called a $m$-JSJ splitting of $G$. A $m$-JSJ splitting is not unique, but the conjugacy classes of vertex and edge groups do not depend on the choice of a reduced $m$-JSJ splitting. A vertex group of a reduced $m$-JSJ splitting is called a $m$-factor.

Note that a Stallings splitting is a $m$-JSJ splitting whenever $m \geq M$, where $M$ denotes the maximal order of a finite subgroup of $G$. Note also that one gets a $m$-JSJ splitting from any $m^{\prime}$-splitting of $G$, with $m^{\prime}>m$, by collapsing all edges whose stabilizer has order $>m$.

### 2.9. An extension lemma.

Lemma 2.27. Let $G$ and $G^{\prime}$ be two groups. Let $\varphi: G \rightarrow G^{\prime}$ be a homomorphism. Consider a splitting of $G$ as a graph of groups $\Lambda$. For every vertex $v$ of $\Lambda$, let $\widehat{G}_{v}$ be an overgroup of $G_{v}$, and let $\widehat{\varphi}_{v}: \widehat{G}_{v} \rightarrow G^{\prime}$ be a homomorphism. Let $\widehat{G}$ denote the group obtained from $G$ by replacing each $G_{v}$ by $\widehat{G}_{v}$ in $\Lambda$. For every vertex $v \in \Lambda$ and every edge $e$ incident to $v$, suppose that there exists an element $g_{e, v}^{\prime} \in G^{\prime}$ such that

$$
\left(\widehat{\varphi}_{v}\right)_{\mid G_{e}}=\operatorname{ad}\left(g_{e, v}^{\prime}\right) \circ \varphi_{\mid G_{e}}
$$

Then, there exists a homomorphism $\widehat{\varphi}: \widehat{G} \rightarrow G^{\prime}$ such that, for every vertex $v$ of $\Lambda$,

$$
\widehat{\varphi}_{\mid \widehat{G}_{v}}=\operatorname{ad}\left(g_{v}^{\prime}\right) \circ \widehat{\varphi}_{v} \text { for some } g_{v}^{\prime} \in G^{\prime}
$$

Proof. We proceed by induction on the number of edges of the graph of groups $\Lambda$. It is enough to prove the lemma in the case where $\Lambda$ has only one edge.

First case. Suppose that $G=G_{v} *_{C} G_{w}$. By hypothesis, there exist two elements $g_{1}^{\prime}, g_{2}^{\prime} \in G^{\prime}$ such that

$$
\left(\widehat{\varphi}_{v}\right)_{\mid C}=\operatorname{ad}\left(g_{1}^{\prime}\right) \circ \varphi_{\mid C} \quad \text { and } \quad\left(\widehat{\varphi}_{w}\right)_{\mid C}=\operatorname{ad}\left(g_{2}^{\prime}\right) \circ \varphi_{\mid C}
$$

One can define $\widehat{\varphi}: \widehat{G} \rightarrow G^{\prime}$ by

$$
\widehat{\varphi}_{\mid \widehat{G}_{v}}=\operatorname{ad}\left(g_{1}^{\prime-1}\right) \circ \widehat{\varphi}_{v} \quad \text { and } \quad \widehat{\varphi}_{\mid \widehat{G}_{w}}=\operatorname{ad}\left(g_{2}^{\prime-1}\right) \circ \widehat{\varphi}_{w} .
$$

Second case. Suppose that

$$
G=G_{v} *_{C}=\left\langle G_{v}, t \mid t c t^{-1}=\alpha(c), \forall c \in C\right\rangle
$$

By hypothesis, there exist two elements $g_{1}^{\prime}, g_{2}^{\prime} \in G^{\prime}$ such that

$$
\left(\widehat{\varphi}_{v}\right)_{\mid C}=\operatorname{ad}\left(g_{1}^{\prime}\right) \circ \varphi_{\mid C} \quad \text { and } \quad\left(\widehat{\varphi}_{v}\right)_{\mid t C t^{-1}}=\operatorname{ad}\left(g_{2}^{\prime}\right) \circ \varphi_{\mid t C t^{-1}}
$$

One can define $\widehat{\varphi}: \widehat{G} \rightarrow G^{\prime}$ by

$$
\widehat{\varphi}_{\mid \widehat{G}_{v}}=\widehat{\varphi}_{v} \quad \text { and } \quad \widehat{\varphi}(t)=g_{2}^{\prime} \varphi(t) g_{1}^{\prime-1}
$$

## 3. Proof of $(1) \Rightarrow(3)$

Definition 3.1. For any hyperbolic group $G$, we denote by $K_{G}$ the maximal order of a finite subgroup of $G$.

Proposition 3.2. Let $G=\left\langle s_{1}, \ldots, s_{p}\right\rangle$ be a hyperbolic group. There exists a universal formula

$$
\operatorname{Special}^{\forall}\left(x_{1}, \ldots, x_{p}\right)
$$

such that, for every hyperbolic group $G^{\prime}$ satisfying $K_{G^{\prime}} \leq K_{G}$, and for every tuple $\boldsymbol{g}^{\prime}=$ $\left(g_{1}^{\prime}, \ldots, g_{p}^{\prime}\right)$ of elements of $G^{\prime}$, the following two assertions are equivalent:
(1) the group $G^{\prime}$ satisfies $\operatorname{Special}^{\forall}\left(\boldsymbol{g}^{\prime}\right)$;
(2) the map $\varphi_{g^{\prime}}:\left\{s_{1}, \ldots, s_{p}\right\} \rightarrow G^{\prime}$ defined by $s_{i} \mapsto g_{i}^{\prime}$ for $1 \leq i \leq p$ extends to a special (see Definition 1.19) homomorphism from $G$ to $G^{\prime}$.

Proof. Let $G=\left\langle s_{1}, \ldots, s_{p} \mid \Sigma\left(s_{1}, \ldots, s_{p}\right)=1\right\rangle$ be a finite presentation of $G$, where $\Sigma\left(s_{1}, \ldots, s_{p}\right)=1$ denotes a finite system of equations in $p$ variables. Let $\left\{C_{1}, \ldots, C_{q}\right\}$ be a set of representatives of the conjugacy classes of finite subgroups of $G$, and let $I$ be the subset of $\llbracket 1, q \rrbracket$ such that $N_{G}\left(C_{i}\right)$ is infinite virtually cyclic maximal if and only if $i \in I$.

Observe that there is a one-to-one correspondence between the set of homomorphisms $\operatorname{Hom}\left(G, G^{\prime}\right)$ and the set $\operatorname{Sol}_{G^{\prime}}(\Sigma)=\left\{\boldsymbol{g}^{\prime} \in G^{\prime p} \mid \Sigma\left(\boldsymbol{g}^{\prime}\right)=1\right\}$.

For $1 \leq i \leq q$, the injectivity of the homomorphism $\varphi_{\boldsymbol{g}^{\prime}}: \boldsymbol{s} \rightarrow \boldsymbol{g}^{\prime}$ on $C_{i}$ can be expressed by a quantifier-free formula $\operatorname{Inj}_{i}^{1}\left(\boldsymbol{g}^{\prime}\right)$.

For $i \in I$, the injectivity of $\varphi_{g^{\prime}}$ on $N_{i}$ can be expressed by a quantifier-free formula $\operatorname{Inj}{ }_{i}^{2}\left(\boldsymbol{g}^{\prime}\right)$. Indeed, it is enough to say that $\varphi_{\boldsymbol{g}^{\prime}}$ is injective on finite subgroups and that $\varphi_{g^{\prime}}\left(N_{i}\right)$ has infinite order. The latter point is easily expressible, since an element $g^{\prime}$ of $G^{\prime}$ has infinite order if and only if $g^{\prime K_{G}!} \neq 1$, because $K_{G} \geq K_{G^{\prime}}$.

If $1 \leq i \neq j \leq q$, the assertion that $\varphi_{\boldsymbol{g}^{\prime}}\left(C_{i}\right)$ and $\varphi_{\boldsymbol{g}^{\prime}}\left(C_{j}\right)$ are non-conjugate translates into a universal formula NonConj $j_{i, j}^{\forall}\left(\boldsymbol{g}^{\prime}\right)$.

If $i$ belongs to $I$, since the quotient $N_{i} / D_{2 K_{G}!}\left(N_{i}\right)$ is finite, one can choose a finite collection of representatives $g_{1}, \ldots, g_{r} \in N_{i}$ of the cosets of $D_{2 K_{G}!}\left(N_{i}\right)$. Each element $g_{k}$ can be written as a word $g_{k}(\boldsymbol{s})$, and the injectivity of the induced homomorphism

$$
\overline{\varphi_{\boldsymbol{g}^{\prime}}}: N_{i} / D_{2 K_{G}!}\left(N_{i}\right) \rightarrow N_{G^{\prime}}\left(\varphi_{\boldsymbol{g}^{\prime}}\left(C_{i}\right)\right) / D_{2 K_{G}!}\left(N_{G^{\prime}}\left(\varphi_{\boldsymbol{g}^{\prime}}\left(C_{i}\right)\right)\right),
$$

well-defined since $K_{G^{\prime}} \leq K_{G}$, translates into a universal formula $\operatorname{InjD} D_{i}^{\forall}\left(\boldsymbol{g}^{\prime}\right)$ expressing the fact that $g_{k}^{-1}\left(\boldsymbol{g}^{\prime}\right) g_{\ell}\left(\boldsymbol{g}^{\prime}\right)$ does not belong to $D_{2 K_{G}!}\left(N_{G^{\prime}}\left(\varphi_{\boldsymbol{g}^{\prime}}\left(C_{i}\right)\right)\right)$ if $k \neq \ell$.

Now, let us define the formula Special ${ }^{\forall}(\boldsymbol{x})$ by

$$
\operatorname{Special}^{\forall}(\boldsymbol{x}):(\Sigma(\boldsymbol{x})=1) \wedge \bigwedge_{i=1}^{q} \bigwedge_{j \neq i} \operatorname{NonConj}_{i, j}^{\forall}(\boldsymbol{x}) \wedge \bigwedge_{i \in I}\left(\operatorname{Inj}_{i}^{1}\left(\boldsymbol{g}^{\prime}\right) \wedge \operatorname{Inj}_{i}^{2}\left(\boldsymbol{g}^{\prime}\right) \wedge \operatorname{Inj}_{i}^{\forall}(\boldsymbol{x})\right)
$$

For any $\boldsymbol{g}^{\prime} \in G^{\prime p}$, the group $G^{\prime}$ satisfies $\operatorname{Special}^{\forall}\left(\boldsymbol{g}^{\prime}\right)$ if and only if the homomorphism $\varphi_{\boldsymbol{g}^{\prime}}: G \rightarrow G^{\prime}: s \mapsto \boldsymbol{g}^{\prime}$ is special.

The following result is a slight variation of the previous proposition.
Proposition 3.3. Let $G=\left\langle s_{1}, \ldots, s_{p}\right\rangle$ be a hyperbolic group. For every integer $n \geq 1$, there exists a universal formula

$$
\operatorname{Special}_{n}^{\forall}\left(x_{1}, \ldots, x_{p}\right)
$$

such that, for every hyperbolic group $G^{\prime}$ satisfying $K_{G^{\prime}} \leq K_{G}$, and for every tuple $\boldsymbol{g}^{\prime}=$ $\left(g_{1}^{\prime}, \ldots, g_{p}^{\prime}\right)$ of elements of $G^{\prime}$, the following two assertions are equivalent:
(1) the group $G^{\prime}$ satisfies $\operatorname{Special}_{n}^{\forall}\left(\boldsymbol{g}^{\prime}\right)$;
(2) the map $\varphi_{g^{\prime}}:\left\{s_{1}, \ldots, s_{p}\right\} \rightarrow G^{\prime}$ defined by $s_{i} \mapsto g_{i}^{\prime}$ for $1 \leq i \leq p$ extends to $a$ special (see Definition 1.19) homomorphism from $G$ to $G^{\prime}$ injective on the ball of radius $n$ in $G$, with respect to $\left\{s_{1}, \ldots, s_{p}\right\}$.
Proof. We keep the same notations as in the proof of the previous proposition.
The injectivity of the homomorphism $\varphi_{\boldsymbol{g}^{\prime}}: \boldsymbol{s}=\left(s_{1}, \ldots, s_{p}\right) \mapsto \boldsymbol{g}^{\prime} \in \operatorname{Sol}_{G^{\prime}}(\Sigma)$ on the ball of radius $n$ centered at 1 in $G$ for the generating set $\left\{s_{1}, \ldots, s_{p}\right\}$ is expressible by means of a finite system of inequations in $p$ variables $B_{n}\left(\boldsymbol{g}^{\prime}\right) \neq 1$.

The universal sentence $\operatorname{Special}_{n}^{\forall}(\boldsymbol{x})$ defined by

$$
\operatorname{Special}_{n}^{\forall}(\boldsymbol{x}): \operatorname{Special}^{\forall}(\boldsymbol{x}) \wedge\left(B_{n}(\boldsymbol{x}) \neq 1\right)
$$

has a witness $\boldsymbol{g}^{\prime} \in G^{\prime p}$ if and only if the homomorphism $\varphi_{\boldsymbol{g}^{\prime}}: G \rightarrow G^{\prime}: \boldsymbol{s} \mapsto \boldsymbol{g}^{\prime}$ is special and injective on the ball of radius $n$ in $G$.
Corollary 3.4. Let $G$ and $G^{\prime}$ be two hyperbolic groups. If $\operatorname{Th}_{\exists \exists}(G) \subset \operatorname{Th}_{\exists \forall}\left(G^{\prime}\right)$, then there exists a discriminating sequence of special homomorphisms $\left(\varphi_{n}: G \rightarrow G^{\prime}\right)_{n \in \mathbb{N}}$.
Proof. Note that for every integer $n \geq 1$, the group $G$ satisfies the $\exists \forall$-sentence

$$
\zeta_{n}: \exists \boldsymbol{x} \operatorname{Special}_{n}^{\forall}(\boldsymbol{x}),
$$

since the identity of $G$ is a special homomorphism. Then, $\mathrm{Th}_{\exists \forall}(G)$ being contained in $\operatorname{Th}_{\exists \forall}\left(G^{\prime}\right)$, the group $G^{\prime}$ satisfies the sentence $\zeta_{n}$ as well. Since $G$ and $G^{\prime}$ have the same existential theory, we have $K_{G}=K_{G^{\prime}}$, hence Proposition 3.3 above applies and tells us that there exists a special homomorphism $\varphi_{n}: G \rightarrow G^{\prime}$ injective on $B_{n}$.

The following corollary is immediate.
Corollary 3.5 (Implication $(1) \Rightarrow(3)$ of Theorem 1.23). Let $G$ and $G^{\prime}$ be two hyperbolic groups. If $\operatorname{Th}_{\exists \forall}(G)=\operatorname{Th}_{\exists \forall}\left(G^{\prime}\right)$, then there exists two discriminating sequences of special homomorphisms $\left(\varphi_{n}: G \rightarrow G^{\prime}\right)_{n \in \mathbb{N}}$ and $\left(\varphi_{n}^{\prime}: G^{\prime} \rightarrow G\right)_{n \in \mathbb{N}}$.
4. Definition of $\zeta_{G}$ AND proofs of $(2) \Leftrightarrow(4)$ And $(3) \Rightarrow(4)$

### 4.1. Preliminary results.

Definition 4.1. Let $G$ be a hyperbolic group. A $G$-chain is a tuple ( $g_{1}, \ldots, g_{c}$ ) of elements of $G$ of infinite order such that the inclusions

$$
M\left(g_{1}\right) \supset\left(M\left(g_{1}\right) \cap M\left(g_{2}\right)\right) \supset \cdots \supset\left(M\left(g_{1}\right) \cap \cdots \cap M\left(g_{c}\right)\right)
$$

are all strict.
Definition 4.2. Let $G$ be a hyperbolic group, and let $H$ be a non-elementary subgroup of $G$. The complexity $c(H)$ of $H$ is the maximal size of a $G$-chain of elements of $H$.
Remark 4.3. If ( $g_{1}, g_{2}$ ) is a $G$-chain, then $M\left(g_{1}\right) \cap M\left(g_{2}\right)$ is finite. It follows that $c(H)<\infty$.
The following lemma is an immediate consequence of the fact that $E_{G}(H)=\bigcap_{h \in H^{0}} M(h)$, where $H^{0}$ denotes the set of elements of $H$ of infinite order.
Lemma 4.4. If $\left(h_{1}, \ldots, h_{c(H)}\right) \in H^{c(H)}$ is a $G$-chain of length $c(H)$, then

$$
E_{G}(H)=\bigcap_{i=1}^{c(H)} M\left(h_{i}\right) .
$$

Lemma 4.5. Let $N \geq 1$ and $K \geq 1$ be two integers. There exists an existential formula Chain ${ }_{N}^{\exists}(\boldsymbol{x})$ with $N$ free variables such that, for any hyperbolic group $G$ all of whose finite subgroups have order $\leq K$, a tuple $\boldsymbol{g} \in G^{N}$ is a $G$-chain if and only if $G \models \operatorname{Chain}_{N}^{\exists}(\boldsymbol{g})$.
Proof. Let $\boldsymbol{g} \in G^{N}$. The fact that every $g_{k}$ has infinite order translates into $g_{k}^{K!} \neq 1$. Recall that $M\left(g_{k}\right)=\left\{g \in G \mid\left[g_{k}^{K!}, g g_{k}^{K!} g^{-1}\right]=1\right\}$. The $N$-tuple $\boldsymbol{g}$ is a chain if and only if, for every $1 \leq k<N$, there exists an element $x_{k}$ in $\bigcap_{i=1}^{k} M\left(g_{i}\right)$ that does not belong to $M\left(g_{k+1}\right)$. This condition is clearly expressible by means of an existential sentence Chain ${ }_{N}^{\exists}(\boldsymbol{g})$.

Strongly special homomorphisms are not definable by means of a $\forall \exists$-sentence. For that reason, we introduce below a weaker definition.

Definition 4.6. Let $G$ and $G^{\prime}$ be hyperbolic groups. A special homomorphism $\varphi: G \rightarrow G^{\prime}$ is said to be pre-strongly special if, for every finite subgroup $C$ of $G$, the following conditions hold.
(1) If the normalizer $N_{G}(C)$ is virtually cyclic, then $\varphi$ is injective in restriction to $N_{G}(C)$.
(2) If the normalizer $N_{G}(C)$ is not virtually cyclic, then
(a) the normalizer $N_{G^{\prime}}(\varphi(C))$ is not virtually cyclic, and
(b) there exists a $G$-chain $\left(h_{1}, \ldots, h_{c}\right)$, with $h_{i} \in N_{G}(C)$ and $c:=c\left(N_{G}(C)\right)$ (see Definition 4.2), such that $\left(\varphi\left(h_{1}\right), \ldots, \varphi\left(h_{c}\right)\right)$ is a $G^{\prime}$-chain.

In the case where two pre-strongly special homomorphisms $\varphi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}: G^{\prime} \rightarrow G$ exist simultaneously, then these two homomorphisms are in fact strongly special, as shown by the following lemma.

Lemma 4.7. Let $G$ and $G^{\prime}$ be hyperbolic groups. Let $\varphi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}: G^{\prime} \rightarrow G$ be pre-strongly special homomorphisms. Then $\varphi$ and $\varphi^{\prime}$ are strongly special.

Proof. Let $C$ be a finite subgroup of $G$ such that $N_{G}(C)$ is non-elementary. By definition of a pre-strongly special homomorphism, there exists a $G$-chain $\left(h_{1}, \ldots, h_{c}\right)$, with $h_{i} \in N_{G}(C)$ and $c:=c\left(N_{G}(C)\right)$, such that $\left(\varphi\left(h_{1}\right), \ldots, \varphi\left(h_{c}\right)\right)$ is a $G^{\prime}$-chain of elements of $N_{G^{\prime}}(\varphi(C))$. As a consequence, the maximal size of a $G^{\prime}$-chain of elements of $N_{G^{\prime}}(\varphi(C))$ is $\geq c$, so

$$
c=c\left(N_{G}(C)\right) \leq c\left(N_{G^{\prime}}(\varphi(C))\right) .
$$

Similarly, for every finite subgroup $C^{\prime}$ of $G^{\prime}$, the following inequality holds:

$$
c\left(N_{G^{\prime}}\left(C^{\prime}\right)\right) \leq c\left(N_{G}\left(\varphi^{\prime}\left(C^{\prime}\right)\right)\right) .
$$

Now, note that the homomorphisms $\varphi$ and $\varphi^{\prime}$ induce two bijections between the conjugacy classes of finite subgroups of $G$ and $G^{\prime}$, because $\varphi$ and $\varphi^{\prime}$ are special. It follows that the previous inequalities are in fact equalities. In particular, $\left(\varphi\left(h_{1}\right), \ldots, \varphi\left(h_{c}\right)\right)$ is a maximal $G^{\prime}$-chain of elements of $N_{G^{\prime}}(\varphi(C))$. So we have

$$
E:=E_{G}\left(N_{G}(C)\right)=\bigcap_{i=1}^{c} M\left(h_{i}\right) \quad \text { and } \quad E^{\prime}:=E_{G^{\prime}}\left(N_{G^{\prime}}(\varphi(C))\right)=\bigcap_{i=1}^{c} M\left(\varphi\left(h_{i}\right)\right) .
$$

It follows that

$$
\varphi(E) \subset \bigcap_{i=1}^{c} \varphi\left(M\left(h_{i}\right)\right) \subset \bigcap_{i=1}^{c} M\left(\varphi\left(h_{i}\right)\right)=E^{\prime} .
$$

By symmetry, these inclusions are in fact equalities.
4.2. Definition of $\zeta_{G}$. Recall that the universal formula $\operatorname{Special}^{\forall}(\boldsymbol{x})$ is defined in Proposition 3.2.

Proposition 4.8. Let $G=\left\langle s_{1}, \ldots, s_{p}\right\rangle$ be a hyperbolic group. There exists an existential formula

$$
\text { PreStrong }{ }^{\exists}\left(x_{1}, \ldots, x_{p}\right)
$$

such that, for every hyperbolic group $G^{\prime}$ satisfying $K_{G^{\prime}} \leq K_{G}$, and for every tuple $\boldsymbol{g}^{\prime}=$ $\left(g_{1}^{\prime}, \ldots, g_{p}^{\prime}\right)$ of elements of $G^{\prime}$, the following two assertions are equivalent:
(1) the group $G^{\prime}$ satisfies Special ${ }^{\forall}\left(\boldsymbol{g}^{\prime}\right) \wedge \operatorname{PreStrong}^{\exists}\left(\boldsymbol{g}^{\prime}\right)$;
(2) the map $\varphi_{g^{\prime}}:\left\{s_{1}, \ldots, s_{p}\right\} \rightarrow G^{\prime}$ defined by $s_{i} \mapsto g_{i}^{\prime}$ for $1 \leq i \leq p$ extends to a pre-strongly special homomorphism from $G$ to $G^{\prime}$.

Proof. Let $G=\left\langle s_{1}, \ldots, s_{p} \mid \Sigma\left(s_{1}, \ldots, s_{p}\right)=1\right\rangle$ be a finite presentation of $G$, where $\Sigma\left(s_{1}, \ldots, s_{p}\right)=1$ denotes a finite system of equations in $p$ variables. Let $\left\{C_{1}, \ldots, C_{q}\right\}$ be a set of representatives of the conjugacy classes of finite subgroups of $G$. Let $I$ be the subset of $\llbracket 1, q \rrbracket$ such that $N_{i}=N_{G}\left(C_{i}\right)$ is virtually cyclic if and only if $i \in I$.

For $i \notin I$, there exists a quantifier-free formula $\operatorname{NonVC}_{i}(\boldsymbol{x})$ such that, for every $\boldsymbol{g}^{\prime}$ in $\operatorname{Sol}_{G^{\prime}}(\Sigma)$, the group $N_{G^{\prime}}\left(\varphi_{\boldsymbol{g}^{\prime}}\left(C_{i}\right)\right)$ is not virtually cyclic if and only if $G^{\prime} \models \operatorname{NonVC}_{i}\left(\boldsymbol{g}^{\prime}\right)$. This uses the fact that $K_{G^{\prime}} \leq K_{G}$, which implies that two elements $g_{1}^{\prime}, g_{2}^{\prime}$ of $G^{\prime}$ of infinite
order generate a non virtually cyclic subgroup if and only if $\left[g_{1}^{\prime{ }^{K_{G}!}}, g_{2}^{\prime}{ }^{K_{G}!}\right] \neq 1$ (see Corollary 2.8).

For $i \notin I$, let $E_{i}:=E_{G}\left(N_{G}\left(C_{i}\right)\right)$ and $c_{i}:=c\left(N_{G}\left(E_{i}\right)\right)$ (see Definition 4.1). Consider $\boldsymbol{h}_{i} \in N_{G}\left(E_{i}\right)^{c_{i}}$ a $G$-chain. This chain can be written as a $c_{i}$-tuple of words $\boldsymbol{h}_{i}(\boldsymbol{s})$.

We define the existential formula PreStrong ${ }^{\exists}\left(x_{1}, \ldots, x_{p}\right)$ as follows:

$$
\operatorname{PreStrong}^{\exists}(\boldsymbol{x}): \bigwedge_{i \notin I}\left(\operatorname{NonVC}_{i}(\boldsymbol{x}) \wedge \operatorname{Chain}_{i}^{\exists}\left(\boldsymbol{h}_{i}(\boldsymbol{x})\right)\right),
$$

where Chain ${ }_{i}^{\exists}\left(\boldsymbol{h}_{i}\right)$ denotes the $\exists$-formula given by Lemma 4.5.
For any $\boldsymbol{g}^{\prime} \in G^{\prime p}$, the group $G^{\prime}$ satisfies Special ${ }^{\forall}\left(\boldsymbol{g}^{\prime}\right) \wedge \operatorname{PreStrong}^{\exists}\left(\boldsymbol{g}^{\prime}\right)$ if and only if the homomorphism $\varphi_{\boldsymbol{g}^{\prime}}: G \rightarrow G^{\prime}: s \mapsto \boldsymbol{g}^{\prime}$ is pre-strongly special.

Corollary 4.9 below, which follows immediately from Proposition 4.8 above, tells us that the existence of a pre-strongly special homomorphism from $G$ to a hyperbolic group $G^{\prime}$ such that $K_{G^{\prime}} \leq K_{G}$ is captured by a single $\exists \forall$-sentence $\zeta_{G}$ that does not depend on $G^{\prime}$.
Corollary 4.9. Let $G$ be a hyperbolic group. Let us define the $\exists \forall$-sentence $\zeta_{G}$ by

$$
\zeta_{G}: \exists \boldsymbol{x} \operatorname{Special}^{\forall}(\boldsymbol{x}) \wedge \operatorname{PreStrong}^{\exists}(\boldsymbol{x}) .
$$

Note that this sentence is satisfied by $G$ since the identity of $G$ is a pre-strongly special homomorphism. For every hyperbolic group $G^{\prime}$ such that $K_{G^{\prime}} \leq K_{G}$, the following two assertions are equivalent:
(1) the group $G^{\prime}$ satisfies $\zeta_{G}$;
(2) there exists a pre-strongly special homomorphism from $G$ to $G^{\prime}$.
4.3. Proof of $(2) \Leftrightarrow$ (4). The equivalence (2) $\Leftrightarrow$ (4) of Theorem 1.23 follows immediately from Corollary 4.9 together with Lemma 4.7.

Corollary 4.10 (Equivalence $(2) \Leftrightarrow(4)$ of Theorem 1.23). Let $G$ and $G^{\prime}$ be hyperbolic groups. There exist strongly special homomorphisms $\varphi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}: G^{\prime} \rightarrow G$ if and only if $G^{\prime} \models \zeta_{G}$ and $G \models \zeta_{G^{\prime}}$.

Proof. Suppose that the morphisms $\varphi$ and $\varphi^{\prime}$ exist. Since they are injective on finite groups, we have $K_{G}=K_{G^{\prime}}$. Hence Corollary 4.9 applies and guarantees that $G$ satisfies $\zeta_{G^{\prime}}$ and $G^{\prime}$ satisfies $\zeta_{G}$.

Conversely, suppose that $G$ satisfies $\zeta_{G^{\prime}}$ and $G^{\prime}$ satisfies $\zeta_{G}$. Up to exchanging $G$ and $G^{\prime}$, one can assume without loss of generality that $K_{G^{\prime}} \leq K_{G}$. By Corollary 4.9, there exists a pre-strongly special homomorphism $\varphi: G \rightarrow G^{\prime}$. As a consequence, since $\varphi$ is injective on finite groups, we have $K_{G}=K_{G^{\prime}}$. Then again by Corollary 4.9, there exists a pre-strongly special homomorphism $\varphi^{\prime}: G^{\prime} \rightarrow G$.

### 4.4. Proof of $(3) \Rightarrow(4)$.

Proposition $4.11((3) \Rightarrow(4))$. Let $G$ and $G^{\prime}$ be hyperbolic groups. Let $\left(\varphi_{n}: G \rightarrow G^{\prime}\right)_{n \in \mathbb{N}}$ and $\left(\varphi_{n}^{\prime}: G^{\prime} \rightarrow G\right)_{n \in \mathbb{N}}$ be two discriminating sequences of special homomorphisms. Then, for $n$ large enough, $\varphi_{n}: G \rightarrow G^{\prime}$ and $\varphi_{n}^{\prime}: G^{\prime} \rightarrow G$ are strongly special.

Note that $K_{G}=K_{G^{\prime}}$, with $G$ and $G^{\prime}$ as above. Indeed, $\varphi_{n}$ and $\varphi_{n}^{\prime}$ are injective on finite groups for $n$ large enough. So Proposition 4.11 is an immediate consequence of the following result combined with Lemma 4.7.

Proposition 4.12. Let $G$ and $G^{\prime}$ be two hyperbolic groups, and let $\left(\varphi_{n}: G \rightarrow G^{\prime}\right)_{n \in \mathbb{N}}$ be a discriminating sequence of special homomorphisms. Suppose that $K_{G}=K_{G^{\prime}}$. Then $\varphi_{n}$ is pre-strongly special, for $n$ large enough.
Proof. We keep the same notations as in the proof of Proposition 4.9 above. Note that the existential formula PreStrong ${ }^{\exists}(\boldsymbol{x})$ is satisfied by the generating set $\boldsymbol{s}=\boldsymbol{x}$ of $G$. So, for $n$ large enough, the statement PreStrong ${ }^{\exists}\left(\varphi_{n}(s)\right)$ is satisfied by $G^{\prime}$ since the sequence $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$ is discriminating. Moreover, the morphism $\varphi_{n}$ being special, the tuple $\varphi_{n}(s)$ satisfies the universal formula Special ${ }^{\forall}(\boldsymbol{x})$. Thus, the group $G^{\prime}$ satisfies the statement Special ${ }^{\forall}\left(\varphi_{n}(s)\right) \wedge \operatorname{PreStrong}^{\exists}\left(\varphi_{n}(s)\right)$. It follows from Proposition 4.8 that $\varphi_{n}$ is pre-strongly special.

Remark 4.13. Under the hypotheses of Proposition 4.12 above, $\varphi_{n}$ is not necessarily strongly special for $n$ large enough. More precisely, $\varphi_{n}\left(E_{G}\left(N_{G}(C)\right)\right)$ is not necessarily equal to $E_{G^{\prime}}\left(N_{G^{\prime}}\left(\varphi_{n}(C)\right)\right)$ for $n$ large enough, as shown by the following example. Let

$$
G=\left\langle c \mid c^{4}=1\right\rangle \times F_{2} \quad \text { and } \quad G^{\prime}=\left\langle G, t \mid\left[t, c^{2}\right]=1\right\rangle
$$

Note that $E_{G}\left(N_{G}\left(c^{2}\right)\right)=E_{G}(G)=\langle c\rangle$, and that $E_{G^{\prime}}\left(N_{G^{\prime}}\left(c^{2}\right)\right)=E_{G^{\prime}}\left(G^{\prime}\right)=\left\langle c^{2}\right\rangle$. Thus, the inclusion $\varphi$ of $G$ into $G^{\prime}$ satisfies

$$
\varphi\left(E_{G}\left(N_{G}\left(c^{2}\right)\right)\right) \not \subset E_{G^{\prime}}\left(N_{G^{\prime}}\left(\varphi\left(c^{2}\right)\right)\right)
$$

Note that, in this example, there is no discriminating sequence $\left(\varphi_{n}^{\prime}: G^{\prime} \rightarrow G\right)$ since the commutator $[t, c]$ is killed by any homomorphism $\varphi^{\prime}: G^{\prime} \rightarrow G$.

## 5. Proof of Theorems 1.9 and 1.10

In this section, we prove Theorem 1.9 and Theorem 1.10. The proof of these theorems consists mainly in revisiting and generalizing the key lemma of Sacerdote's paper [Sac73b] dating from 1973, using some of the tools developed since then by Sela and others (theory of group actions on real trees, shortening argument, test sequences).
5.1. Legal large extensions. Let $G$ be a hyperbolic group, and let $C_{1}, C_{2}$ be two finite subgroups of $G$. Suppose that $C_{1}$ and $C_{2}$ are isomorphic, and let $\alpha: C_{1} \rightarrow C_{2}$ be an isomorphism. We want to find necessary and sufficient conditions under which $\operatorname{Th}_{\forall \exists}(G)=$ $T h_{\forall \exists}\left(G *_{\alpha}\right)$. As observed in the introduction, if $G$ and $G *_{\alpha}$ have the same $\forall \exists$-theory, then $G$ is non-elementary. Indeed, a hyperbolic group is finite if and only if it satisfies the first-order sentence $\forall x\left(x^{N}=1\right)$ for some integer $N \geq 1$, and virtually cyclic if and only if it satisfies $\forall x \forall y\left(\left[x^{N}, y^{N}\right]=1\right)$ for some integer $N \geq 1$. We therefore restrict attention to non-elementary hyperbolic groups. We will prove the following result.

Theorem 5.1 (see Theorems 1.9 and 1.10). Let $G$ be a non-elementary hyperbolic group, and let $C_{1}$ and $C_{2}$ be two finite isomorphic subgroups of $G$. Let $\alpha: C_{1} \rightarrow C_{2}$ be an isomorphism. Let us consider the HNN extension $\Gamma=G *_{\alpha}=\left\langle G, t \mid \operatorname{ad}(t)_{\mid C_{1}}=\alpha\right\rangle$. The following three assertions are equivalent.
(1) The inclusion of $G$ into $\Gamma$ is a $\exists \forall \exists$-elementary embedding (see Definition 2.4).
(2) $\operatorname{Th}_{\forall \exists}(\Gamma)=\operatorname{Th}_{\forall \exists}(G)$.
(3) The group $\Gamma=G *_{\alpha}$ is a legal large extension of $G$ in the sense of Definition 1.6, i.e. there exists an element $g \in G$ such that $g C_{1} g^{-1}=C_{2}$ and $\operatorname{ad}(g)_{\mid C_{1}}=\alpha$, the normalizer $N_{G}\left(C_{1}\right)$ is non-elementary, and $E_{G}\left(N_{G}\left(C_{1}\right)\right)=C_{1}$.

The implication $(1) \Rightarrow(2)$ of Theorem 5.1 is obvious. In order to prove the implication $(2) \Rightarrow(3)$, the first step consists in finding some $\forall \exists$-invariants of hyperbolic groups, i.e. some numbers that are preserved by $\forall \exists$-equivalence among hyperbolic groups.
Definition 5.2. Let $G$ be a hyperbolic group. We associate to $G$ the following five integers:

- the number $n_{1}(G)$ of conjugacy classes of finite subgroups of $G$,
- the sum $n_{2}(G)$ of $\left|\operatorname{Aut}_{G}\left(C_{k}\right)\right|$ for $1 \leq k \leq n_{1}(G)$, where the $C_{k}$ are representatives of the conjugacy classes of finite subgroups of $G$, and

$$
\operatorname{Aut}_{G}\left(C_{k}\right)=\left\{\alpha \in \operatorname{Aut}\left(C_{k}\right) \mid \exists g \in N_{G}\left(C_{k}\right), \operatorname{ad}(g)_{\mid C}=\alpha\right\},
$$

- the number $n_{3}(G)$ of conjugacy classes of finite subgroups $C$ of $G$ such that $N_{G}(C)$ is infinite virtually cyclic,
- the number $n_{4}(G)$ of conjugacy classes of finite subgroups $C$ of $G$ such that $N_{G}(C)$ is non-elementary,
- the number $n_{5}(G)$ of conjugacy classes of finite subgroups $C$ of $G$ such that $N_{G}(C)$ is non-elementary and $E\left(N_{G}(C)\right) \neq C$.

One can easily see that these numbers are preserved by elementary equivalence. However, proving that they are preserved by $\forall \exists$-equivalence is a little bit more tedious.

Lemma 5.3. Let $G$ and $G^{\prime}$ be two hyperbolic groups. Suppose that $\operatorname{Th}_{\forall \exists}(G)=\operatorname{Th}_{\forall \exists}\left(G^{\prime}\right)$. Then $n_{i}(G)=n_{i}\left(G^{\prime}\right)$, for $1 \leq i \leq 5$.

As usual, we denote by $K_{G}$ the maximal order of a finite subgroup of $G$. Since $G$ and $G^{\prime}$ have the same existential theory, we have $K_{G}=K_{G^{\prime}}$.

Proof. Let $n \geq 1$ be an integer. If $n_{1}(G) \geq n$, then the following $\exists \forall$-sentence, written in natural language for convenience of the reader and denoted by $\theta_{1, n}$, is satisfied by $G$ : there exist $n$ finite subgroups $F_{1}, \ldots, F_{n}$ of $G$ such that, for every $g \in G$ and $1 \leq i \neq j \leq n$, the groups $g F_{i} g^{-1}$ and $F_{j}$ are distinct. Since $G$ and $G^{\prime}$ have the same $\exists \forall$-theory, the sentence $\theta_{1, n}$ is satisfied by $G^{\prime}$ as well. As a consequence, $n_{1}\left(G^{\prime}\right) \geq n$. It follows that $n_{1}\left(G^{\prime}\right) \geq n_{1}(G)$. By symmetry, we have $n_{1}(G)=n_{1}\left(G^{\prime}\right)$.

In the rest of the proof, we give similar sentences $\theta_{2, n}, \ldots, \theta_{5, n}$ such that the following series of implications hold: $n_{i}(G) \geq n \Rightarrow G$ satisfies $\theta_{i, n} \Rightarrow G^{\prime}$ satisfies $\theta_{i, n} \Rightarrow n_{i}\left(G^{\prime}\right) \geq n$.

If $n_{2}(G) \geq n$, then $G$ satisfies $\theta_{2, n}$ : there exist $\ell$ finite subgroups $F_{1}, \ldots, F_{\ell}$ of $G$ and a finite subset $\left\{g_{i, j}\right\}_{1 \leq i \leq \ell,} 1 \leq j \leq n_{i}$ of $G$, with $n_{1}+\cdots+n_{\ell}=n$, such that for every $g \in G$ and $1 \leq p \neq q \leq \ell$, the groups $g F_{p} g^{-1}$ and $F_{q}$ are distinct, and for every $1 \leq i \leq \ell$, we have:

- for every $1 \leq j \leq n_{i}$, the element $g_{i, j}$ normalizes $F_{i}$,
- and for every $1 \leq j \neq k \leq n_{i}$, the automorphisms ad $\left(g_{j}\right)_{\mid F_{i}}$ and $\operatorname{ad}\left(g_{k}\right)_{\mid F_{i}}$ of $F_{i}$ are distinct.
If $n_{3}(G) \geq n$, then $G$ satisfies $\theta_{3, n}$ : there exist $n$ finite subgroups $F_{1}, \ldots, F_{n}$ of $G$ such that, for every $g \in G$ and $1 \leq i \neq j \leq n$, the groups $g F_{i} g^{-1}$ and $F_{j}$ are distinct, and for every $1 \leq i \leq n$ and $g, h \in N_{G}\left(F_{i}\right)$, we have $\left[g^{K_{G}!}, h^{K_{G}!}\right]=1$.

If $n_{4}(G) \geq n$, then $G$ satisfies $\theta_{4, n}$ : there exist $n$ finite subgroups $F_{1}, \ldots, F_{n}$ of $G$ and a finite subset $\left\{g_{i, j}\right\}_{1 \leq i \leq n, 1 \leq j \leq 2}$ of $G$ such that, for every $g \in G$ and $1 \leq p \neq q \leq n$, the groups $g F_{p} g^{-1}$ and $F_{q}$ are distinct, and for every $1 \leq i \leq n$, we have:

- $g_{i, 1}$ and $g_{i, 2}$ normalize $F_{i}$,
- and $\left[g_{i, 1}^{K_{G}!}, g_{i, 2}^{K_{G}!}\right] \neq 1$.

If $n_{5}(G) \geq n$, then $G$ satisfies $\theta_{5, n}$ : there exist $2 n$ finite subgroups $F_{1}, \ldots, F_{n}$ and $F_{1}^{\prime}, \ldots, F_{n}^{\prime}$ of $G$ and a finite subset $\left\{g_{i, j}\right\}_{1 \leq i \leq n, 1 \leq j \leq 2}$ of $G$ such that, for every $g \in G$ and $1 \leq p \neq q \leq n$, the groups $g F_{p} g^{-1}$ and $F_{q}$ are distinct, and for every $1 \leq i \leq n$, we have:

- $g_{i, 1}$ and $g_{i, 2}$ normalize $F_{i}$,
- $\left[g_{i, 1}^{K_{G}!}, g_{i, 2}^{K_{G}!}\right] \neq 1$,
- for every $h \in G$, if $h$ normalizes $F_{i}$ then $h$ normalizes $F_{i}^{\prime}$,
- and $F_{i}$ is strictly contained in $F_{i}^{\prime}$.

This concludes the proof of the lemma.
As an application, we prove the implication $(2) \Rightarrow(3)$ of Theorem 5.1.
Proposition 5.4 (Implication $(2) \Rightarrow(3)$ of Theorem 5.1). We keep the same notations as in Theorem 5.1. If $\operatorname{Th}_{\forall \exists}(G)=\operatorname{Th}_{\forall \exists}(\Gamma)$, then $\Gamma$ is a legal large extension of $G$.

Proof. Thanks to the previous lemma, we know that $n_{i}(G)=n_{i}(\Gamma)$ for $1 \leq i \leq 5$. Recall that $\Gamma=\left\langle G, t \mid \operatorname{ad}(t)_{\mid C_{1}}=\alpha\right\rangle$, where $\alpha: C_{1} \rightarrow C_{2}$ is an isomorphism. The equality $n_{1}(G)=n_{1}(\Gamma)$ implies that $g C_{1} g^{-1}=C_{2}$ for some $g \in G$. It follows that $g^{-1} t$ induces an automorphism of $C_{1}$.

Then, observe that for every finite subgroup $F$ of $G$, we have $\left|\operatorname{Aut}_{\Gamma}(F)\right| \geq\left|\operatorname{Aut}_{G}(F)\right|$. Thus, the equality $n_{2}(G)=n_{2}(\Gamma)$ guarantees that $\left|\operatorname{Aut}_{\Gamma}\left(C_{1}\right)\right|=\left|\operatorname{Aut}_{G}\left(C_{1}\right)\right|$. Hence, since $\operatorname{ad}\left(g^{-1} t\right)_{\mid C_{1}}$ belongs to $\operatorname{Aut}_{\Gamma}\left(C_{1}\right)$, there exists an element $g^{\prime} \in N_{G}\left(C_{1}\right)$ such that $\operatorname{ad}\left(g^{\prime}\right)_{\mid C_{1}}=\operatorname{ad}\left(g^{-1} t\right)_{\mid C_{1}}$. Therefore, $g g^{\prime} \in G$ induces by conjugacy the same automorphism of $C_{1}$ as $t$, which proves that the first condition of Definition 1.6 holds.

The equalities $n_{3}(G)=n_{3}(\Gamma)$ and $n_{4}(G)=n_{4}(\Gamma)$ ensure that $N_{G}\left(C_{1}\right)$ is non-elementary. Indeed, if $N_{G}\left(C_{1}\right)$ were finite, then $N_{\Gamma}\left(C_{1}\right)$ would be infinite virtually cyclic and $n_{3}(\Gamma)$ would be at least $n_{3}(G)+1$; similarly, if $N_{G}\left(C_{1}\right)$ were infinite virtually cyclic, then $N_{\Gamma}\left(C_{1}\right)$ would be non-elementary and $n_{4}(\Gamma) \geq n_{4}(G)+1$. Hence, the second condition of Definition 1.6 is satisfied.

Lastly, it follows from the fact that $n_{5}(G)=n_{5}(\Gamma)$ that $E_{G}\left(N_{G}\left(C_{1}\right)\right)=C_{1}$, otherwise $n_{5}(\Gamma) \geq n_{5}(G)+1$, since $E_{\Gamma}\left(N_{\Gamma}\left(C_{1}\right)\right)=C_{1}$. Thus, the third condition of Definition 1.6 holds. As a conclusion, $\Gamma$ is a legal large extension of $G$.

We shall now prove the difficult part of Theorem 5.1, namely the following result.
Proposition 5.5 (Implication $(3) \Rightarrow(1)$ of Theorem 5.1). We keep the same notations as in Theorem 5.1. If $\Gamma$ is a legal large extension of $G$, then the inclusion of $G$ into $\Gamma$ is a $\exists \forall \exists$-elementary embedding.

First, we define a notion of test sequences adapted to our context.

### 5.2. Test sequences.

Definition 5.6. Let $G$ be a non-elementary hyperbolic group, and let

$$
\Gamma=\left\langle G, t \mid \operatorname{ad}(t)_{\mid C}=\mathrm{id}_{C}\right\rangle
$$

be a legal extension of $G$ over a finite subroup $C$. Let $\left(\varphi_{n}: \Gamma \rightarrow G\right)_{n \in \mathbb{N}}$ be a sequence of homomorphisms. For every integer $n$, let $t_{n}:=\varphi_{n}(t)$. The sequence $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$ is called a test sequence if the following conditions hold:
(1) for every $n$, the morphism $\varphi_{n}$ is a retraction, i.e. $\varphi_{n}(g)=g$ for every $g \in G$;
(2) the translation length $\left\|t_{n}\right\|$ of $t_{n}$ goes to infinity when $n$ goes to infinity;
(3) there exists a sequence $\left(\varepsilon_{n}\right)_{n \in \mathbb{N}}$ converging to 0 such that, for every $n$, the element $t_{n}$ satisfies the $\varepsilon_{n}$-small cancellation condition (see Definition 2.10), and $M\left(t_{n}\right)=$ $\left\langle t_{n}\right\rangle \times C$. Therefore, the image of $t_{n}$ in $M\left(t_{n}\right) / C$ has not root.
Remark 5.7. Note that any subsequence of a test sequence is a test sequence as well.
The following easy lemma will be useful in the sequel.
Lemma 5.8. Let $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$ be a test sequence. For every infinite subset $A \subset \mathbb{N}$, we have

$$
\bigcap_{n \in A} M\left(t_{n}\right)=C
$$

Proof. Suppose that $g$ belongs to $M\left(t_{n}\right)$ for every $n \in A$. Then, there exists an integer $k_{n}$ and an element $c_{n} \in C$ such that $g=t_{n}^{k_{n}} c_{n}$, for every $n \in A$. Now, observe that $k_{n}$ must be equal to 0 for every $n$ large enough, otherwise (up to extracting a subsequence) $\left\|t_{n}^{k_{n}}\right\|$ goes to infinity, and so does the constant $\|g\|$, which is a contradiction. It follows that $g$ belongs to $C$.

The following result is well-known, however we are not aware of a reference in the literature.

Lemma 5.9. Let $G$ be a $\delta$-hyperbolic group, and let $C$ be a finite subgroup of $G$. Then the centralizer $C_{G}(C)$ of $C$ is quasi-convex in $G$.
Proof. Let $c \in C$, and let $h \in C_{G}(c)$. Let $x$ be a vertex on the geodesic $[1, h]$ in the Cayley graph of $G$, for a given finite generating set $S$ of $G$. Let $d_{S}$ be the induced metric on $G$. Since the elements $c$ and $x^{-1} c x$ are conjugate, there exists an element $y$ such that $x^{-1} c x=y c y^{-1}$ and $d_{S}(1, y) \leq 2 d_{S}(1, c)+R(\delta,|S|)=: K$ according to Proposition 2.3 in [BH05], where $R(\delta,|S|)$ is a constant that only depends on $\delta$ and $|S|$. Observe that $x y$ centralizes $c$, and that $d_{S}(x, x y)=d_{S}(1, y) \leq K$. This shows that $C_{G}(c)$ is $K$-quasi-convex in $G$. Now, recall that the intersection of two quasi-convex subgroups of a hyperbolic group is still quasi-convex (see for instance [Sho91]). Hence, since $C$ is finite, the intersection $C_{G}(C)=\cap_{c \in C} C_{G}(c)$ is quasi-convex in $G$.

We now build a test sequence.
Proposition 5.10. Let $G$ be a non-elementary hyperbolic group, and let

$$
\Gamma=\left\langle G, t \mid \operatorname{ad}(t)_{\mid C}=\operatorname{id}_{C}\right\rangle
$$

be a legal extension of $G$ over a finite subroup $C$. Then, there exists a test sequence $\left(\varphi_{n}: \Gamma \rightarrow G\right)_{n \in \mathbb{N}}$.

Proof. We proceed in two stages.
(1) First, we define a subgroup $\langle a, b\rangle$ of the centralizer $C_{G}(C)$ of $C$ in $G$ that is free of rank 2 and quasi-convex in $G$.
(2) Then, we build a sequence of elements $\left(t_{n}\right)_{n \in \mathbb{N}}$ that satisfies the $(1 / n)$-small cancellation condition in the free group $\langle a, b\rangle$, and check that, for every $n$, the retraction $\varphi_{n}: \Gamma \rightarrow G: t \mapsto t_{n}$ is well-defined and has the expected properties.

Recall that $E_{G}\left(N_{G}(C)\right)=C$. So, by [Os93] Lemma 3.3, there exists an element $a \in$ $C_{G}(C)$ of infinite order such that $M(a)=\langle a\rangle \times C$ in $G$. Recall that $N_{G}(C)$ is nonelementary, by definition of a legal large extension. As a finite-index subgroup of $N_{G}(C)$, the centralizer $C_{G}(C)$ is non-elementary as well. By [Cha12] Corollary I.1.9, there exists an element $b \in C_{G}(C)$ of infinite order such that the subgroup of $C_{G}(C)$ generated by $\{a, b, C\}$ is quasi-convex in $C_{G}(C)$ and isomorphic to $\langle a, C\rangle *_{C}\langle b, C\rangle=C \times(\langle a\rangle *\langle b\rangle)$. Hence, the subgroup $\langle a, b\rangle$ is quasi-convex in $C_{G}(C)$, and free of rank 2. By Lemma 5.9, the centralizer $C_{G}(C)$ of $C$ is quasi-convex in $G$. Thus, the free group $\langle a, b\rangle$ is quasi-convex in $G$ as well. For any integer $n \geq 0$, we set $t_{n}=a^{n} b a^{n+1} b \cdots a^{2 n} b$. Let $\varphi_{n}: \Gamma \rightarrow G$ be the retraction defined by $\varphi_{n}(t)=t_{n}$ and $\varphi_{n}(g)=g$ for all $g \in G$, which is well-defined since $t_{n}$ centralizes $C$. We will prove that $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$ is a test sequence. Since the definition of a test sequence is clearly invariant by a change of choice of a finite generating set of $G$, let us consider a convenient finite generating set $S$ of $G$ that contains the two elements $a$ and $b$ introduced above. Let $(X, d)$ denote the Cayley graph of $G$ for this generating set. Let $\tau_{n}$ be the path of $X$ that links 1 to $t_{n}$ and is labeled with the word $t_{n}$ in $a$ and $b$, and consider the bi-infinite path $\bar{\tau}_{n}=\cup_{k \in \mathbb{Z}} t_{n}^{k} \tau_{n}$. A standard argument shows that $\bar{\tau}_{n}$ is a quasi-geodesic in $(X, d)$, for some constants that do not depend on $n$. Consequently, $\bar{\tau}_{n}$ lies in the $\lambda$-neighborhood of $A\left(t_{n}\right)$ for some constant $\lambda \geq 0$ independent from $n$. Similarly, let $\alpha$ be the edge of $X$ linking 1 to $a$, let $\bar{\alpha}$ denote the quasi-geodesic $\bar{\alpha}=\cup_{k \in \mathbb{Z}} a^{k} \alpha$ and let $\mu$ be a constant such that $\bar{\alpha}$ lies in the $\mu$-neighborhood of $A(a)$.

Let $d^{\prime}$ denote the metric in the free group $\langle a, b\rangle$ for the generating set $\{a, b\}$. Since $t_{n}$ is cyclically reduced in $\langle a, b\rangle,\left\|t_{n}\right\|_{d^{\prime}}=d^{\prime}\left(1, t_{n}\right) \sim(3 / 2) n^{2}$. Since $\langle a, b\rangle$ is quasi-convex in $G$ by construction, there is a constant $R>0$ such that $\left\|t_{n}\right\| \geq R n^{2}$ for all $n$ large enough.

It remains to prove the third condition of Definition 5.6. Classically, since the element $a$ has infinite order, there exists a constant $N \geq 0$ such that, for every element $g \in G$, if $\Delta\left(a, g a g^{-1}\right) \geq N$, then $g$ belongs to $M(a)=\langle a\rangle \times C$ (see paragraph 2.4). Let $n_{0}$ be an integer such that $R n_{0}$ is large compared to $N^{\prime}=N+204 \delta+2 \lambda+2 \mu$. We will show that for every $n \geq n_{0}$, the element $t_{n}$ satisfies the $(1 / n)$-small cancellation condition. Let $n$ be an integer greater than $n_{0}$. Consider an element $g \in G$ such that $\Delta\left(t_{n}, g t_{n} g^{-1}\right) \geq\left\|t_{n}\right\| / n$. We will show that $g$ belongs to the subgroup $\left\langle t_{n}\right\rangle \times C$.

We first show that $g$ belongs to the subgroup $\langle a, b\rangle \times C$. Since

$$
\Delta\left(t_{n}, g t_{n} g^{-1}\right) \geq\left\|t_{n}\right\| / n \geq R n \geq R n_{0} \gg N^{\prime}
$$

we can choose two subpaths $\nu_{n}$ and $\mu_{n}$ of $\bar{\tau}_{n}$ and $g \bar{\tau}_{n}$ respectively, of length $N^{\prime}$ and labeled by $a^{N^{\prime}}$, such that $\operatorname{diam}\left(\left(\nu_{n}\right)^{+(100 \delta+\lambda)} \cap\left(\mu_{n}\right)^{+(100 \delta+\lambda)}\right) \geq N^{\prime}$. Denoting by $x_{n}$ and $y_{n}$ the initial points of $\nu_{n}$ and $\mu_{n}$ respectively, we have $\operatorname{diam}\left(x_{n} \bar{\alpha}^{+(100 \delta+\lambda)} \cap y_{n} \bar{\alpha}^{+(100 \delta+\lambda)}\right) \geq N^{\prime}$. It follows that $\operatorname{diam}\left(A(a)^{+(100 \delta+\lambda+\mu)} \cap x_{n}^{-1} y_{n} A(a)^{+(100 \delta+\lambda+\mu)}\right) \geq N^{\prime}$. By Lemma 2.13 in [Cou13], we have:

$$
\begin{aligned}
\Delta\left(a, x_{n}^{-1} y_{n} a x_{n}^{-1} y_{n}^{-1}\right) & \geq \operatorname{diam}\left(A(a)^{+(100 \delta+\lambda+\mu)} \cap x_{n}^{-1} y_{n} A(a)^{+(100 \delta+\lambda+\mu)}\right)-(204 \delta+2 \lambda+2 \mu) \\
& \geq N^{\prime}-(204 \delta+2 \lambda+2 \mu)=N
\end{aligned}
$$

So $x_{n}^{-1} y_{n}$ belongs to $M(a)=\langle a\rangle \times C$. Now, observe that $x_{n}$ is a word in $a$ and $b$ since it is on the quasi-geodesic $\bar{\tau}_{n}$. Similarly, $y_{n}$ can be written as $y_{n}=g z_{n}$ with $z_{n}$ a word in $a$ and $b$. It follows that $g$ belongs to the subgroup $\langle a, b\rangle \times C$.

Up to replacing $g$ with $g c$ for some $c \in C$, we can now assume that $g$ belongs to the free group $\langle a, b\rangle$. This does not affect the condition $\Delta\left(t_{n}, g t_{n} g^{-1}\right) \geq\left\|t_{n}\right\| / n$; indeed,
$g c t_{n} g c^{-1}=g t_{n} g^{-1}$, since $t_{n}$ centralizes $C$. Recall in addition that the group $\langle a, b\rangle$ is quasi-isometrically embedded into $G$. Denoting by $A>0$ and $B \geq 0$ two constants such that

$$
\frac{1}{A} d^{\prime}(x, y)-B \leq d(x, y) \leq A d^{\prime}(x, y)+B
$$

for all $x, y \in\langle a, b\rangle \times C$, we can verify that the following inequality holds, in the Cayley graph $Y$ of the free group $\langle a, b\rangle$ equipped with the distance $d^{\prime}$ :

$$
\operatorname{diam}\left(\left(\bar{\tau}_{n}\right)^{+(A(100 \delta+B)+1)} \cap\left(g \bar{\tau}_{n}\right)^{+(A(100 \delta+B)+1)}\right) \geq d^{\prime}\left(1, t_{n}\right) /\left(2 A^{2} n\right)
$$

Since the Cayley graph of $\langle a, b\rangle$ is a tree, this inequality tells us that the axes of $t_{n}$ and $g t_{n} g^{-1}$ have an overlap of length larger than $4 n-2$ in this tree.

To conclude, let us observe that two distinct cyclic conjugates of $a^{n} b a^{n+1} b \cdots a^{2 n} b$ have at most their first $4 n-2$ letters in common. Thus, if the axes of $t_{n}$ and $g t_{n} g^{-1}$ have a common subsegment in $Y$ of length $>4 n-2$, then $t_{n}$ and $g t_{n} g^{-1}$ have the same axis, so $t_{n}$ and $g$ have a common root. Now, observe that $t_{n}$ has no root. It follows that $g$ is a power of $t_{n}$, which concludes the proof.

Let $G$ be a non-elementary hyperbolic group. Consider $\Gamma=\left\langle G, t \mid \operatorname{ad}(t)_{\mid C}=\operatorname{id}_{C}\right\rangle$ a legal extension of $G$, and $\left(\varphi_{n}: \Gamma \rightarrow G\right)_{n \in \mathbb{N}}$ a test sequence. Let $\Gamma^{\prime}$ be a finitely generated overgroup of $\Gamma$. Suppose that each $\varphi_{n}$ extends to a homomorphism $\widehat{\varphi}_{n}: \Gamma^{\prime} \rightarrow G$. Let $L$ be the quotient of $\Gamma^{\prime}$ by the stable kernel of the sequence $\left(\widehat{\varphi}_{n}\right)_{n \in \mathbb{N}}$, and $r: \Gamma^{\prime} \rightarrow L$ the associated epimorphism. Since $G$ is equationally noetherian (according to [Sel09] and [RW14] Corollary 6.13), there exists (for $n$ sufficiently large) a unique homomorphism $\rho_{n}: L \rightarrow G$ such that $\varphi_{n}=\rho_{n} \circ r$. Let $\lambda_{n}=\max _{s \in S} d\left(1, \rho_{n}(s)\right)$ be the displacement of $\rho_{n}$, where $S$ is a finite generating set of $L$ containing the image of $t$ in $L$. Let $(X, d)$ denote a Cayley graph of $G$, and consider the rescaled metric $d_{n}=d / \lambda_{n}$. Last, let $\omega$ be a nonprincipal ultrafilter and let $\left(X_{\omega}, d_{\omega}\right)$ be the ultralimit of $\left(\left(X, d_{n}\right)\right)_{n \in \mathbb{N}}$. By Theorem 2.14, $X_{\omega}$ is a real tree and there exists a unique minimal $L$-invariant non-degenerate subtree $T_{L} \subset X_{\omega}$. Moreover, some subsequence of the sequence $\left(\left(X, d / \lambda_{n}\right)\right)_{n \in \mathbb{N}}$ converges to $T_{L}$ in the Gromov-Hausdorff topology.

Lemma 5.11. If $\Gamma$ does not fix a point in $T_{L}$, then the minimal subtree $T_{\Gamma}$ is isometric to the Bass-Serre tree $T^{\prime}$ of the splitting $G *_{C}$, up to rescaling the metric on $T^{\prime}$.

Proof. Suppose that $\Gamma$ does not fix a point of $T_{L}$, and let us prove that $T_{\Gamma}$ is isometric to the Bass-Serre tree $T^{\prime}$ of the splitting $G *_{C}$. Observe that $G$ is elliptic in $T_{L}$, by the first assumption of Definition 5.6. More precisely, the point $x:=(1)_{\omega} \in T_{L}$ is fixed by $G$. Note that $\left\|t_{n}\right\| / \lambda_{n}$ does not approach 0 as $n$ goes to infinity, otherwise $\Gamma$, which is generated by $G$ and $t$, would be elliptic in $T_{L}$. Hence, $t$ acts hyperbolically on $T_{\Gamma}$. In addition, the translation axis of $t$ contains $x$. Therefore, up to rescaling the metric on $T_{\Gamma}$, there exists a simplicial map $f: T^{\prime} \rightarrow T_{\Gamma}$ that is isometric in restriction to the axis of $t$. In order to prove that $f$ is an isometric embedding, let us prove that there is no folding. Note that the surjectivity is automatically satisfied because $T_{\Gamma}$ is minimal. Assume towards a contradiction that there is a folding at the vertex $v \in T^{\prime}$ fixed by $G$. Let $w$ and $w^{\prime}$ denote two vertices of $T^{\prime}$ adjacent to $v$ such that $f([v, w]) \cap f\left(\left[v, w^{\prime}\right]\right)$ is non-degenerate. One can assume without loss of generality that $w=t v$ (up to translating $w$ by an element of $G$ and replacing $t$ with $t^{-1}$ ). Since $t v$ and $t^{-1} v$ are on the axis of $t$, and since $f$ is isometric on
this axis, $f([v, t v]) \cap f\left(\left[v, t^{-1} v\right]\right)=\{f(v)\}$. Therefore, the vertex $w^{\prime}$ is of the form $g t v$ or $g t^{-1} v$, for some element $g \in G$ that does not belong to $C$ (indeed, if $g \in C$, then $g t v=t v$ and $g t^{-1} v=t^{-1} v$ ). Thus, the axes of $t$ and $g t g^{-1}$ have an overlap $I$ of length $>0$ in the limit tree $T$. It follows that

$$
\Delta\left(t_{n}, \rho_{n}(g) t_{n} \rho_{n}(g)^{-1}\right) \geq \eta \lambda_{n}
$$

for every $n$ large enough, for some $\eta>0$. But $\lambda_{n} /\left\|t_{n}\right\|$ is greater than 1 , and $\left(\varepsilon_{n}\right)_{n \in \mathbb{N}}$ approaches 0 when $n$ goes to infinity. Thus, for $n$ large enough, we have:

$$
\Delta\left(t_{n}, \rho_{n}(g) t_{n} \rho_{n}(g)^{-1}\right) \geq \eta \lambda_{n} \geq \varepsilon_{n}\left\|t_{n}\right\|
$$

Then, since $t_{n}$ satisfies the $\varepsilon_{n}$-small cancellation condition, the element $\rho_{n}(g)=g$ belongs to $M\left(t_{n}\right)$. By Lemma $5.8, g$ belongs to $C$, which is a contradiction. Hence, $T_{\Gamma}$ is isometric to $T^{\prime}$.

Corollary 5.12. Every test sequence is discriminating.
Proof. Let $G$ be a non-elementary hyperbolic group. Consider $\Gamma=\left\langle G, t \mid \operatorname{ad}(t){ }_{\mid C}=\operatorname{id}_{C}\right\rangle$ a legal extension of $G$, and $\left(\varphi_{n}: \Gamma \rightarrow G\right)_{n \in \mathbb{N}}$ a test sequence. By taking $\Gamma^{\prime}=L=\Gamma$ in the previous lemma, $T_{\Gamma}$ is isometric to the Bass-Serre tree $T^{\prime}$ of the splitting $\Gamma=G *_{C}$. Let $\gamma \in \Gamma$ be a non-trivial element.

If $\gamma$ belongs to a conjugate of $G$, then $\rho_{n}(\gamma) \neq 1$ for every $n$ since $\rho_{n}$ is the identity on $G$.

If $\gamma$ does not belong to a conjugate of $G$, i.e. if $\gamma$ is not elliptic in the splitting $T^{\prime}$, then it acts hyperbolically on $T$, because $T^{\prime}$ and $T$ are isometric. Thus, $\rho_{n}(\gamma)$ is non-trivial for infinitely many $n$ (otherwise $\gamma$ would be elliptic). It remains to prove that $\rho_{n}(\gamma)$ is non-trivial for every $n$ large enough. Assume towards a contradiction that some infinite subsequence $\left(\rho_{f(n)}\right)$ kills $\gamma$ for every $n$. Applying the previous argument to $\left(\rho_{f(n)}\right)_{n \in \mathbb{N}}$ instead of $\left(\rho_{n}\right)_{n \in \mathbb{N}}$, we get a contradiction. Hence, the sequence of morphisms $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ is discriminating.

Corollary 5.13. With the same notations and the same hypotheses as in Lemma 5.11, $T_{\Gamma}$ is transverse to its translates, i.e. for every $h \in L \backslash \Gamma, h T_{\Gamma} \cap T_{\Gamma}$ is at most one point. In addition, if $e$ is an edge of $T_{\Gamma}$, there are only finitely many branch points on $e$ in $T_{L}$.

Proof. Let $h$ be an element of $L$ such that $h T_{\Gamma} \cap T_{\Gamma}$ is non-degenerate. Since $T_{\Gamma}$ is isometric to the Bass-Serre tree of the splitting $G *_{C}$ of $\Gamma$, we can find two elements $u, v \in \Gamma$ such that the axes of $u t u^{-1}$ and $h\left(v t v^{-1}\right) h^{-1}$ have a non-trivial overlap in the limit tree $T_{L}$, so

$$
\Delta\left(t_{n}, \rho_{n}\left(u^{-1} h v\right) t_{n} \rho_{n}\left(u^{-1} h v\right)^{-1}\right) \geq \varepsilon_{n}\left\|t_{n}\right\|
$$

for $n$ large enough. Hence, $\rho_{n}\left(u^{-1} h v\right)$ belongs to $M\left(t_{n}\right)=C \times\left\langle t_{n}\right\rangle$. So, for every $n$, there is an element $c_{n} \in C$ and an integer $p_{n}$ (possibly zero if $u^{-1} h v$ has finite order) such that $\rho_{n}\left(u^{-1} h v\right)=c_{n} t_{n}^{p_{n}}=\rho_{n}\left(c_{n} t^{p_{n}}\right)$. Since $C$ is finite, we can pass to a subsequence and assume that $c_{n}=c$ for all $n$. On the other hand, since $t$ acts hyperbolically on $T_{\Gamma}$, the integer $p_{n}$ is bounded by a constant that does not depend on $n$. Otherwise, up to extracting, $\left\|\rho_{n}(t)\right\| /\left\|\rho_{n}\left(u^{-1} h v\right)\right\|$ tends to 0 . Hence, since $\rho_{n}\left(u^{-1} h v\right) / \lambda_{n}$ is bounded, $\left\|\rho_{n}(t)\right\| / \lambda_{n}$ tends to 0 , contradicting that $t$ is hyperbolic. Up to extracting, one can assume that $p_{n}=p$ for all $n$. So we have $\rho_{n}\left(u^{-1} h v\right)=\rho_{n}\left(c t^{p}\right)$ for all $n$. The sequence $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ being discriminating, $h=u c t^{p} v^{-1} \in \Gamma$, since $u, v \in \Gamma$.

Last, let $e$ be an edge of $T_{\Gamma}$. Let us prove that there are only finitely many branch points on $e$ in $T_{L}$. Let $M$ denote the maximal order of a finite subgroup of $G$. Note that $M$ is also the maximal order of a finite subgroup of $L$. By Theorem 2.19, due to Reinfeldt and Weidmann, the action of $L$ on $T_{L}$ is $M$-superstable with finitely generated arc stabilizers. By Theorem 2.13, due to Guirardel and Levitt, the number of orbits of directions at branch points in $T_{L}$ is finite. Assume towards a contradiction that there are infinitely many branch points on $e$. Then there exist two non-degenerate subsegments $I$ and $J$ in $e$, with $I \cap J=\varnothing$, and an element $g \in G$ such that $g I=J$. But we proved that $T_{\Gamma}$ is transverse to its translates, so $g$ belongs to $\Gamma$. Since $T_{\Gamma}$ is isometric to the Bass-Serre tree of $G *_{C}$, it follows that $g$ fixes $e$. This is a contradiction.
5.3. Generalized Sacerdote's lemma. We are now ready to prove a generalization of the main lemma of [Sac73b].

Proposition 5.14. Let $\Gamma$ be a legal large extension of $G$. Let $\left(\varphi_{n}: \Gamma \rightarrow G\right)_{n \in \mathbb{N}}$ be a test sequence. Let $\boldsymbol{g}$ be a tuple of elements of $G$. Let $\Sigma(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{g})=1 \wedge \Psi(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{g}) \neq 1$ be a conjunction of equations and inequations in the p-tuple $\boldsymbol{x}$ and the $q$-tuple $\boldsymbol{y}$. Let $\boldsymbol{\gamma}$ be $a$ $p$-tuple of elements of $\Gamma$. Suppose that $G$ satisfies the following condition: for every $n$, there exists a q-tuple $\boldsymbol{g}_{n} \in G^{q}$ such that

$$
\Sigma\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}, \boldsymbol{g}\right)=1 \wedge \Psi\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}, \boldsymbol{g}\right) \neq 1
$$

Then there exists a retraction $r$ from $\Gamma_{\Sigma}:=\langle\Gamma, \boldsymbol{y} \mid \Sigma(\gamma, \boldsymbol{y}, \boldsymbol{g})=1\rangle$ onto $\Gamma$ such that all components of the tuple $r(\Psi(\gamma, \boldsymbol{y}, \boldsymbol{g}))$ are non-trivial. In particular, the $q$-tuple $\gamma^{\prime}:=$ $r(\boldsymbol{y}) \in \Gamma^{q}$ satisfies

$$
\Sigma\left(\gamma, \gamma^{\prime}, \boldsymbol{g}\right)=1 \wedge \Psi\left(\gamma, \gamma^{\prime}, \boldsymbol{g}\right) \neq 1
$$

Before proving this result, whose proof is quite technical, we will use it to deduce that the inclusion of $G$ into $\Gamma$ is a $\exists \forall \exists$-elementary embedding. We begin by proving a corollary to Proposition 5.14 above, which allows us to deal with disjunctions of systems of equations and inequations.
Corollary 5.15. Let $\Gamma$ be a legal large extension of $G$, and let $\left(\varphi_{n}: \Gamma \rightarrow G\right)_{n \in \mathbb{N}}$ be a test sequence. Let $g$ be a tuple of elements of $G$. Let

$$
\bigvee_{k=1}^{N}\left(\Sigma_{k}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{g})=1 \wedge \Psi_{k}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{g}) \neq 1\right)
$$

be a disjunction of systems of equations and inequations in the p-tuple $\boldsymbol{x}$ and the $q$-tuple $\boldsymbol{y}$. Let $\boldsymbol{\gamma}$ be a p-tuple of elements of $\Gamma$. Suppose that $G$ satisfies the following condition: for every integer $n$, there exists a q-tuple $\boldsymbol{g}_{n} \in G^{q}$ such that

$$
\bigvee_{k=1}^{N}\left(\Sigma_{k}\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}, \boldsymbol{g}\right)=1 \wedge \psi_{k}\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}, \boldsymbol{g}\right) \neq 1\right)
$$

Then there exists a q-tuple $\gamma^{\prime}$ such that

$$
\bigvee_{k=1}^{N}\left(\Sigma_{k}\left(\boldsymbol{\gamma}, \gamma^{\prime}, \boldsymbol{g}\right)=1 \wedge \Psi_{k}\left(\boldsymbol{\gamma}, \boldsymbol{\gamma}^{\prime}, \boldsymbol{g}\right) \neq 1\right)
$$

Proof. Up to extracting a subsequence of $\left(\varphi_{n}\right)$ (which is still a test sequence), one can assume that there exists an integer $1 \leq k \leq N$ such that, for every $n$, there exists $\boldsymbol{g}_{n} \in G^{q}$ such that $\Sigma_{k}\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}, \boldsymbol{g}\right)=1$ and $\Psi_{k}\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}, \boldsymbol{g}\right) \neq 1$. Proposition 5.14 applies and establishes the existence of a tuple $\boldsymbol{\gamma}^{\prime} \in \Gamma^{q}$ satisfying $\Sigma_{k}\left(\boldsymbol{\gamma}, \boldsymbol{\gamma}^{\prime}, \boldsymbol{g}\right)=1$ and $\Psi_{k}\left(\boldsymbol{\gamma}, \boldsymbol{\gamma}^{\prime}, \boldsymbol{g}\right) \neq 1$, which concludes the proof.

We deduce Proposition 5.5 from Corollary 5.15.
Proof of Proposition 5.5. Let $\theta(\boldsymbol{t})$ be a $\exists \forall \exists$-formula with $m$ free variables. This formula has the following form:

$$
\theta(\boldsymbol{t}): \exists \boldsymbol{x} \forall \boldsymbol{y} \exists \boldsymbol{z} \bigvee_{k=1}^{N}\left(\Sigma_{k}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}, \boldsymbol{t})=1 \wedge \Psi_{k}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}, \boldsymbol{t}) \neq 1\right)
$$

Let $\boldsymbol{g}$ be a tuple of elements of $G$ such that $G \models \theta(\boldsymbol{g})$, and let us prove that $\Gamma \models \theta(\boldsymbol{g})$. There exists a tuple of elements of $G$, denoted by $\boldsymbol{x}$, such that

$$
\begin{equation*}
G \models \forall \boldsymbol{y} \exists \boldsymbol{z} \bigvee_{k=1}^{N}\left(\Sigma_{k}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}, \boldsymbol{g})=1 \wedge \Psi_{k}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}, \boldsymbol{g}) \neq 1\right) \tag{1}
\end{equation*}
$$

Let us prove that

$$
\begin{equation*}
\Gamma \models \forall \boldsymbol{y} \exists \boldsymbol{z} \bigvee_{k=1}^{N}\left(\Sigma_{k}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}, \boldsymbol{g})=1 \wedge \Psi_{k}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}, \boldsymbol{g}) \neq 1\right) \tag{2}
\end{equation*}
$$

Let $\boldsymbol{y}$ be a tuple of elements of $\Gamma$. By (1), for every integer $n$, there exists a tuple $\boldsymbol{z}_{n}$ of elements of $G$ such that

$$
\begin{equation*}
G \models \bigvee_{k=1}^{N}\left(\Sigma_{k}\left(\boldsymbol{x}, \varphi_{n}(\boldsymbol{y}), \boldsymbol{z}_{n}, \boldsymbol{g}\right)=1 \wedge \Psi_{k}\left(\boldsymbol{x}, \varphi_{n}(\boldsymbol{y}), \boldsymbol{z}_{n}, \boldsymbol{g}\right) \neq 1\right) \tag{3}
\end{equation*}
$$

By Corollary 5.15 , there exists a tuple $\boldsymbol{z}$ of elements of $\Gamma$ such that

$$
\begin{equation*}
\Gamma \models \bigvee_{k=1}^{N}\left(\Sigma_{k}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}, \boldsymbol{g})=1 \wedge \Psi_{k}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}, \boldsymbol{g}) \neq 1\right) \tag{4}
\end{equation*}
$$

We now prove Proposition 5.14, that is the generalized Sacerdote's lemma.
Proof of Proposition 5.14. Let $\gamma \in \Gamma^{p}$. Suppose that, for every integer $n$, there exists $\boldsymbol{g}_{n} \in G^{q}$ such that

$$
\Sigma\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}, \boldsymbol{g}\right)=1 \wedge \Psi\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}, \boldsymbol{g}\right) \neq 1
$$

Let $\Gamma_{\Sigma}=\langle\Gamma, \boldsymbol{y} \mid \Sigma(\boldsymbol{\gamma}, \boldsymbol{y}, \boldsymbol{g})=1\rangle$. Let $i$ denote the natural morphism from $\Gamma$ to $\Gamma_{\Sigma}$. By hypothesis, for every $n$, there exists a homomorphism $\widehat{\varphi}_{n}: \Gamma_{\Sigma} \rightarrow G$ mapping $\boldsymbol{y}$ to $\boldsymbol{g}_{n}$ such that $\widehat{\varphi}_{n} \circ i=\varphi_{n}$. Note that the test sequence $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$ is discriminating by Corollary 5.12. As a consequence, the homomorphism $i$ is injective. From now on, we omit mentioning the morphism $i$.

We shall construct a retraction $r: \Gamma_{\Sigma} \rightarrow \Gamma$ that does not kill any component of the tuple $\Psi(\gamma, \boldsymbol{y}, \boldsymbol{g})$. Let $L=\Gamma_{\Sigma} / \operatorname{ker}\left(\left(\widehat{\varphi}_{n}\right)_{n \in \mathbb{N}}\right)$ and let $\pi: \Gamma_{\Sigma} \rightarrow L$ be the associated epimorphism.

As a $G$-limit group, $L$ is equationally noetherian (see [RW14] Corollary 6.13). It follows that there exists a unique homomorphism $\rho_{n}: L \rightarrow G$ such that $\widehat{\varphi}_{n}=\rho_{n} \circ \pi$.
Since the sequence $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$ is discriminating, we have $\widehat{\varphi}_{n}(x)=\rho_{n}(\pi(x)) \neq 1$ for every $x \in \Gamma$ and every $n$ large enough. In addition, by construction, the morphism $\widehat{\varphi}_{n}$ does not kill any component of $\Psi\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}, \boldsymbol{g}\right)$. Thus, the homomorphism $\pi: \Gamma \rightarrow L$ is injective and does not kill any component of $\Psi\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}, \boldsymbol{g}\right)$. In the sequel, we identify $\Gamma$ and $\pi(\Gamma)$.

In order to construct $r$, we will construct a discriminating sequence of retractions ( $r_{n}$ : $L \rightarrow \Gamma)_{n \in \mathbb{N}}$. Then, we will conclude by taking $r:=r_{n} \circ \pi$ for $n$ sufficiently large.

Let ( $X, d$ ) be a Cayley graph of $G$. Let us consider a Stallings splitting $\Lambda$ of $L$ relative to $\Gamma$, and let $U$ be the one-ended factor that contains $\Gamma$. Let $S$ be a generating set of $U$. Recall that $\operatorname{Aut}_{\Gamma}(U)$ is the subgroup of $\operatorname{Aut}(U)$ consisting of all automorphisms $\sigma$ satisfying the following two conditions:
(1) $\sigma_{\mid \Gamma}=\mathrm{id}_{\mid \Gamma}$;
(2) for every finite subgroup $F$ of $U$, there exists an element $u \in U$ such that $\sigma_{\mid F}=$ $\operatorname{ad}(u)_{\mid F}$.
Recall that a homomorphism $\varphi: U \rightarrow G$ is said to be short if its length $\ell(\varphi):=$ $\max _{s \in S} d(1, \varphi(s))$ is minimal among the lengths of homomorphisms in the orbit of $\varphi$ under the action of $\operatorname{Aut}_{\Gamma}(U) \times \operatorname{Inn}(G)$. Since $\left\|t_{n}\right\|$ goes to infinity, there exists a sequence of automorphisms $\left(\sigma_{n}\right)_{n \in \mathbb{N}} \in \operatorname{Aut}_{\Gamma}(U)^{\mathbb{N}}$ and a sequence of elements $\left(x_{n}\right)_{n \in \mathbb{N}} \in G^{n}$ such that the homomorphisms $\operatorname{ad}\left(x_{n}\right) \circ \rho_{n} \circ \sigma_{n}$ are short, pairwise distinct, and such that the sequence $\left(\operatorname{ad}\left(x_{n}\right) \circ \rho_{n} \circ \sigma_{n}\right)_{n \in \mathbb{N}}$ is stable (see paragraph 2.5.1), up to extracting a subsequence. Since $\rho_{n}$ coincides with the identity on $G$, we have $\operatorname{ad}\left(x_{n}\right) \circ \rho_{n} \circ \sigma_{n}=\rho_{n} \circ \operatorname{ad}\left(x_{n}\right) \circ \sigma_{n}$ and, up to replacing $\sigma_{n}$ by ad $\left(x_{n}\right) \circ \sigma_{n}$, we can forget the postconjugation by $x_{n}$ and assume that $\sigma_{n \mid \Gamma}$ is a conjugation by an element of $G$.
We claim that $\sigma_{n}$ extends to an automorphism of $L$, still denoted by $\sigma_{n}$. By the second condition above, $\sigma_{n}$ is a conjugacy on finite subgroups of $U$. We proceed by induction on the number of edges of $\Lambda$ (the Stallings splitting of $L$ relative to $\Gamma$ used previously in order to define $U$ ). It is enough to prove the claim in the case where $\Lambda$ has only one edge.

If $L=U *_{C} B$ with $\sigma_{n \mid C}=\operatorname{ad}(u)$, one defines $\sigma_{n}: L \rightarrow G$ by $\sigma_{n \mid U}=\sigma_{n}$ and $\sigma_{n \mid B}=$ $\operatorname{ad}(u)$.

If $L=U *_{C}=\left\langle U, t \mid t c t^{-1}=\alpha(c), \forall c \in C\right\rangle$ with $\sigma_{n \mid C}=\operatorname{ad}\left(u_{1}\right)$ and $\sigma_{n \mid \alpha(C)}=\operatorname{ad}\left(u_{2}\right)$, one defines $\sigma_{n}: L \rightarrow G$ by $\sigma_{n \mid U}=\sigma_{n}$ and $\sigma_{n}(t)=u_{2}^{-1} t u_{1}$.

In order to complete the proof of the generalized Sacerdote's lemma, we will use the following result.

Lemma 5.16. We keep the same notations as above. Let $T$ be the limit tree of the sequence of metric spaces $\left(X, d / \ell\left(\rho_{n} \circ \sigma_{n}\right)\right)_{n \in \mathbb{N}}$. The following dichotomy holds:

- either $\Gamma$ does not fix a point of $T$, in which case there exists a discriminating sequence of retractions $\left(r_{n}: L \rightarrow \Gamma\right)_{n \in \mathbb{N}}$,
- or $\Gamma$ is elliptic, and there exist a proper quotient $L_{1}$ of $L$, an embedding $\Gamma \hookrightarrow L_{1}$ allowing us to identify $\Gamma$ with a subgroup of $L_{1}$, and two discriminating sequences $\left(\rho_{n}^{1}: L_{1} \rightarrow G\right)_{n \in \mathbb{N}}$ and $\left(\theta_{n}^{1}: L \rightarrow L_{1}\right)_{n \in \mathbb{N}}$ such that the following three conditions are satisfied:
(1) $\rho_{n} \circ \sigma_{n}=\rho_{n}^{1} \circ \theta_{n}^{1}$;
(2) $\rho_{n}^{1}$ coincides with $\rho_{n}$ on $\Gamma$; in particular, $\left(\rho_{n \mid \Gamma}^{1}: \Gamma \rightarrow G\right)_{n \in \mathbb{N}}$ is a test sequence.
(3) There exists an element $g_{n} \in G$ such that $\sigma_{n}$ and $\theta_{n}^{1}$ coincides with $\operatorname{ad}\left(g_{n}\right)$ on $\Gamma$.

Before proving this lemma, we will use it to conclude the proof of Proposition 5.14. If $\Gamma$ does not fix a point of $T$, we are done. If $\Gamma$ fixes a point of $T$, by iterating Lemma 5.16, we get a sequence of proper quotients

$$
L_{0}=L \rightarrow L_{1} \rightarrow \cdots L_{i} \rightarrow \cdots
$$

such that, for every integer $i \geq 1$, there exist two discriminating sequences of morphisms $\left(\rho_{n}^{i}: L_{i} \rightarrow G\right)_{n \in \mathbb{N}}$ and $\left(\theta_{n}^{i}: L_{i-1} \rightarrow L_{i}\right)_{n \in \mathbb{N}}$ such that $\rho_{n}^{i-1} \circ \sigma_{n}=\rho_{n}^{i} \circ \theta_{n}^{i}, \rho_{n}^{i}$ coincides with $\rho_{n}^{i-1}$ on $\Gamma$, and there exists an element $g_{n} \in G$ such that $\sigma_{n}$ and $\theta_{n}^{i}$ coincides with $\operatorname{ad}\left(g_{n}\right)$ on $\Gamma$.

By the descending chain condition 2.24 , the iteration eventually terminates. Let $L_{k}$ be the last quotient of the series. By Lemma 5.16, there exists a discriminating sequence of retractions $\left(r_{n}: L_{k} \rightarrow \Gamma\right)_{n \in \mathbb{N}}$. For every finite set $F \subset L$, one can find some integers $n_{1}, \ldots, n_{k}$ such that the morphism $r_{n_{k}} \circ \theta_{n_{k}}^{k} \circ \cdots \circ \theta_{n_{1}}^{1}: L \rightarrow \Gamma$ is injective on $F$. Moreover, since every $\theta_{n_{i}}$ is a conjugation on $\Gamma$ by an element of $G$, there exists an element $v_{n} \in G$ such that $\operatorname{ad}\left(v_{n}\right) \circ r_{n_{k}} \circ \theta_{n_{k}}^{k} \circ \cdots \circ \theta_{n_{1}}^{1}: L \rightarrow \Gamma$ is a retraction. This concludes the proof of Lemma 5.14.

It remains to prove Lemma 5.16.
Proof of Lemma 5.16. Recall that $U$ denotes the one-ended factor of $L$ relative to $\Gamma$. We distinguish two cases.

First case. Suppose that $\Gamma$ fixes a point of $T$. Let us prove that the stable kernel of the sequence $\left(\rho_{n} \circ \sigma_{n}\right)_{n \in \mathbb{N}}$ is non-trivial. Assume towards a contradiction that the stable kernel is trivial. Then, by Theorem 1.16 of [RW14], the action of $(U, \Gamma)$ on the limit tree $T$ has the following properties:

- the pointwise stabilizer of any non-degenerate tripod is finite;
- the pointwise stabilizer of any non-degenerate arc is finitely generated and finite-by-abelian;
- the pointwise stabilizer of any unstable arc is finite.

In particular, the tree $T$ satisfies the ascending chain condition of Theorem 2.15 since any ascending sequence of finitely generated and finite-by-abelian subgroups of a hyperbolic group stabilizes.

Then, it follows from Theorem 2.15 that either $(U, \Gamma)$ splits over the stabilizer of an unstable arc, or over the stabilizer of an infinite tripod, or $T$ has a decomposition into a graph of actions. Since $U$ is one-ended relative to $\Gamma$, and since the stabilizer of an unstable arc or of an infinite tripod is finite, it follows that $T$ has a decomposition into a graph of actions.

Now, it follows from Theorem 2.23 that there exists a sequence of automorphisms $\left(\alpha_{n}\right)_{n \in \mathbb{N}} \in \operatorname{Aut}_{\Gamma}(U)^{\mathbb{N}}$ such that $\left(\rho_{n} \circ \sigma_{n}\right) \circ \alpha_{n}$ is shorter than $\rho_{n} \circ \sigma_{n}$ for $n$ large enough. This is a contradiction since the morphisms $\rho_{n} \circ \sigma_{n}$ are assumed to be short. Hence, the stable kernel of the sequence $\left(\rho_{n} \circ \sigma_{n}\right)_{n \in \mathbb{N}}$ is non-trivial.

As in the proof of Lemma 5.14 above, since $\sigma_{n}$ coincides with an inner automorphism on each finite subgroup of $U$ (by definition of $\operatorname{Aut}_{\Gamma}(U)$ ), it extends to an automorphism of $L$, still denoted by $\sigma_{n}$. Let $L_{1}:=L / \operatorname{ker}\left(\left(\rho_{n} \circ \sigma_{n}\right)_{n \in \mathbb{N}}\right)$ and let $\pi_{1}: L \rightarrow L_{1}$ be the
corresponding epimorphism. Observe that $\pi_{1}$ is injective on $\Gamma$, allowing to identify $\Gamma$ with a subgroup of $L_{1}$.

As a $G$-limit group, $L_{1}$ is equationally noetherian (see [RW14] Corollary 6.13). It follows that, for every integer $n$, there exists a unique homomorphism $\tau_{n}^{1}: L_{1} \rightarrow G$ such that $\rho_{n} \circ \sigma_{n}=\tau_{n}^{1} \circ \pi_{1}$. There exists an element $g_{n} \in G$ such that $\sigma_{n}$ coincides with $\operatorname{ad}\left(g_{n}\right)$ on $\Gamma$. Hence, since $\rho_{n}$ coincides with the identity on $G$, we can write $\rho_{n} \circ \sigma_{n}=\operatorname{ad}\left(g_{n}\right) \circ \rho_{n}^{1} \circ \pi_{1}$ in such a way that $\rho_{n}^{1}:=\operatorname{ad}\left(g_{n}^{-1}\right) \circ \tau_{n}^{1}$ coincides with the identity on $G$. For every $n$, let $\theta_{n}^{1}=\pi_{1} \circ\left(\sigma_{n}\right)^{-1}$, so that $\rho_{n}=\operatorname{ad}\left(g_{n}\right) \circ \rho_{n}^{1} \circ \theta_{n}^{1}$. The sequence $\left(\theta_{n}^{1}: L \rightarrow L_{1}\right)_{n \in \mathbb{N}}$ is therefore discriminating, and every homomorphism $\theta_{n}^{1}$ coincides with $\operatorname{ad}\left(g_{n}^{-1}\right)$ on $\Gamma$.

Second case. Suppose that $\Gamma$ is not elliptic in $T$. We will construct a discriminating sequence of retractions $\left(r_{n}: L \rightarrow \Gamma\right)_{n \in \mathbb{N}}$. Let $T_{\Gamma} \subset T$ be the minimal invariant subtree of $\Gamma$. By Lemma 5.11, we may assume up to rescaling that $T_{\Gamma}$ is isometric to the Bass-Serre tree of the splitting $\Gamma=G *{ }_{C}$.

Let $\sim$ be the relation on $T$ defined by $x \sim y$ if $[x, y] \cap u T_{\Gamma}$ contains at most one point, for every element $u \in U$. Note that $\sim$ is an equivalence relation. Let $\left(Y_{j}\right)_{j \in J}$ denote the equivalence classes that are not reduced to a point. Each $Y_{j}$ is a subtree of $T$. Let us prove that $\left(Y_{j}\right)_{j \in J} \cup\left\{u T_{\Gamma} \mid u \in U / \Gamma\right\}$ is a transverse covering of $T$, in the sense of Definition 2.16.

- Transverse intersection. For every $i \neq j$, the intersection $Y_{i} \cap Y_{j}$ is clearly empty. For every $i$ and $u \in U, Y_{i} \cap u T_{\Gamma}$ contains at most one point by definition. For every $u, u^{\prime} \in U$ such that $u^{\prime} u^{-1} \notin \Gamma,\left|u T_{\Gamma} \cap u^{\prime} T_{\Gamma}\right| \leq 1$ thanks to Lemma 5.13.
- Finiteness condition. Let $x$ and $y$ be two points of $T$. By Lemma 5.13, there exists a constant $\varepsilon>0$ such that, for every $u \in U$, if the intersection $[x, y] \cap u T_{\Gamma}$ is nondegenerate, the length of $[x, y] \cap u T_{\Gamma}$ is bounded from below by $\varepsilon$. Consequently, the $\operatorname{arc}[x, y]$ is covered by at most $\lfloor d(x, y) / \varepsilon\rfloor$ translates of $T_{\Gamma}$ and at most $\lfloor d(x, y) / \varepsilon\rfloor+$ 1 distinct subtrees $Y_{j}$.

Hence, the collection $\left(Y_{j}\right)_{j \in J} \cup\left\{u T_{\Gamma} \mid u \in U\right\}$ is a transverse covering of $T$. One can construct what Guirardel calls the skeleton of this transverse covering (see Definition 2.17), denoted by $T_{c}$. Since the action of $U$ on $T$ is minimal, the same holds for the action of $U$ on $T_{c}$, according to Lemma 4.9 of [Gui04]. The question is now to understand the decomposition $\Delta_{c}=T_{c} / U$ of $U$ as a graph of groups.

We begin with a description of the stabilizer in $U$ of an edge $e$ of $T_{\Gamma}$. Let $u$ be an element of $U$ that fixes $e$. Then $e$ is contained in $T_{\Gamma} \cap u T_{\Gamma}$, so $u$ belongs to $\Gamma$, thanks to Lemma 5.13. It follows that $u$ belongs to $C$, because the stabilizer of $e$ in $\Gamma$ is equal to $C$ (indeed, recall that $T_{\Gamma}$ is isometric to the Bass-Serre tree of the splitting $\Gamma=G *_{C}$, by Lemma 5.11). Thus, the stabilizer of $e$ in $U$ is equal to $C$.

We now prove that if one of the subtrees of the covering other than $T_{\Gamma}$ intersects $T_{\Gamma}$ in a point, then this point is necessarily one of the extremities of a translate of the edge $e \in T_{\Gamma}$. Assume towards a contradiction that $Y_{j}$ or $u T_{\Gamma}$ with $u \notin \Gamma \operatorname{intersects} T_{\Gamma}$ in a point $x$ that is not one of the extremities of $e$. Then, $T_{c}$ contains an edge $\varepsilon=\left(x, T_{\Gamma}\right)$ whose stabilizer is $\operatorname{Stab}(x) \cap \Gamma$ (where $\operatorname{Stab}(x)$ denotes the stabilizer of $x$ in $U$ ), which is equal to $C$ by the previous paragraph. So the splitting $\Delta_{c}$ of $U$ is a non-trivial splitting over the finite subgroup $C$, relative to $\Gamma$. This is impossible since $U$ is one-ended relative to $\Gamma$, by definition of $U$. Hence, if $Y_{j} \cap T_{\Gamma}=\{x\}$ or $u T_{\Gamma} \cap T_{\Gamma}=\{x\}$ with $u \notin \Gamma$, then the point $x$ is
one of the extremities of $e$ in $T_{\Gamma}$. As a consequence, $\operatorname{Stab}(x)$ is a conjugate of $G$ in $\Gamma$, and every edge adjacent to $T_{\Gamma}$ in $T_{c}$ is of the form $\left(\gamma x, T_{\Gamma}\right)=\gamma \varepsilon$ with $\varepsilon=\left(x, T_{\Gamma}\right)$.

Therefore, $\varepsilon$ is the only edge adjacent to $T_{\Gamma}$ in the quotient graph $\Delta_{c}$. Its stabilizer is $G$. By collapsing all edges of $\Delta_{c}$ except $\varepsilon$, one gets a splitting of $U$ of the following form: $U=\Gamma *_{G} U^{\prime}$ for some subgroup $U^{\prime} \subset U$. This splitting can be written as

$$
U=U^{\prime} *_{C}=\left\langle U^{\prime}, t \mid[t, c]=1, \forall c \in C\right\rangle .
$$

Since every finite subgroup of $U$ is conjugate to a finite subgroup of $U^{\prime}$, the group $L$ splits as $L=U^{\prime \prime} *_{C}=\left\langle U^{\prime \prime}, t \mid[t, c]=1, \forall c \in C\right\rangle$ with $G \subset U^{\prime} \subset U^{\prime \prime}$. One now defines a retraction $r_{n}: L \rightarrow \Gamma$ by $r_{n}(t)=t$ and $r_{n \mid U^{\prime \prime}}=\rho_{n \mid U^{\prime \prime}}$, well-defined since $\rho_{n}$ coincides with the identity on $G$.

To conclude, let us prove that the sequence $\left(r_{n}\right)_{n \in \mathbb{N}}$ is discriminating. Let $\ell$ be a nontrivial element of $L$. This element can be written in reduced form, with respect to the HNN extension $L=U^{\prime \prime} *_{C}$, as $\ell=u_{0} t^{\varepsilon_{1}} u_{1} t^{\varepsilon_{2}} u_{2} \cdots t^{\varepsilon_{p}} u_{p+1}$, with $u_{i} \in U^{\prime \prime}$. For every $i$, if $\varepsilon_{i}=-\varepsilon_{i+1}$, then $u_{i} \notin C$. Thus $r_{n}\left(u_{i}\right) \notin C$ for every $n$ large enough (otherwise, up to extracting a subsequence, one can assume that $r_{n}\left(u_{i}\right)=u_{n}(c)$ for every $n$, so $u_{i}=c$ (since $\left(r_{n \mid U^{\prime \prime}}\right)$ is discriminating), which is impossible). Hence, for every $n$ large enough, $r_{n}(\ell)=\rho_{n}^{k}\left(u_{0}\right) t^{\varepsilon_{1}} \rho_{n}^{k}\left(u_{1}\right) t^{\varepsilon_{2}} \rho_{n}^{k}\left(u_{2}\right) \cdots t^{\varepsilon_{p}} \rho_{n}^{k}\left(u_{p+1}\right)$ is non-trivial.

## 6. Proof of Theorem 1.14

We will prove the following result.
Theorem 6.1 (see Theorem 1.14). Let $G$ be a hyperbolic group that splits as $A *_{C} B$ or $A *_{C}$ over a finite subgroup $C$ whose normalizer $N$ is infinite virtually cyclic and nonelliptic in the splitting. Let $K_{G}$ be the maximal order of a finite subgroup of $G$. Let $N^{\prime}$ be a virtually cyclic group such that $K_{N^{\prime}} \leq K_{G}$, and let $\iota: N \hookrightarrow N^{\prime}$ be a $K_{G}$-nice embedding (see Definition 1.12). Let us define $G^{\prime}$ by

$$
G^{\prime}=G *_{N} N^{\prime}=\left\langle G, N^{\prime} \mid g=\iota(g), \forall g \in N\right\rangle
$$

The following two assertions are equivalent.
(1) The group $G^{\prime}$ is a legal small extension of $G$ in the sense of Definition 1.13, i.e. there exists a $K_{G}$-nice embedding $\iota^{\prime}: N^{\prime} \hookrightarrow N$.
(2) $\operatorname{Th}_{\forall \exists}\left(G^{\prime}\right)=\operatorname{Th}_{\forall \exists}(G)$.

Remark 6.2. As observed in the introduction, $G$ is not $\exists \forall$-elementarily embedded into $G^{\prime}$ in general.

First, we prove the easy direction.
Proposition 6.3. We keep the same notations as in Theorem 6.1. If $\operatorname{Th}_{\forall \exists}\left(G^{\prime}\right)=\operatorname{Th}_{\forall \exists}(G)$, then $G^{\prime}$ is a legal small extension of $G$.
Proof. According to the implication $(1) \Rightarrow(4)$ of Theorem 1.23 , there exists a strongly special morphism $\varphi^{\prime}: G^{\prime} \rightarrow G \subset G^{\prime}$. Since $\varphi^{\prime}$ maps non-conjugate finite subgroups to non-conjugate finite subgroups, there exists an integer $n \geq 1$ such that $\varphi^{\prime n}$ maps $C$ to $g^{\prime} C g^{\prime-1}$ for some $g^{\prime} \in G^{\prime}$. Hence we have $\varphi^{\prime n}\left(N^{\prime}\right) \subset N_{G}\left(g^{\prime} C g^{\prime-1}\right)=g^{\prime} N g^{\prime-1}$, since $\varphi^{\prime}\left(G^{\prime}\right)$ is contained in $G$. Let us define $\iota^{\prime}$ by $\iota^{\prime}:=\left(\operatorname{ad}\left(g^{\prime-1}\right) \circ \varphi^{\prime n}\right)_{\mid N^{\prime}}$. This morphism is a $K_{G^{\prime}}$-nice embedding, because $\varphi^{\prime}$ is strongly special.

In the rest of this section, we prove that the converse also holds.
Theorem 6.4. We keep the same notations as in Theorem 6.1. If $G^{\prime}$ is a legal small extension of $G$, then $\operatorname{Th}_{\forall \exists}\left(G^{\prime}\right)=\operatorname{Th}_{\forall \exists}(G)$.

Recall that an infinite virtually cyclic group $N$ can be written as an extension of exactly one of the following two forms:

$$
1 \rightarrow C \rightarrow N \rightarrow \mathbb{Z} \rightarrow 1 \quad \text { or } \quad 1 \rightarrow C \rightarrow N \rightarrow D_{\infty} \rightarrow 1
$$

where $C$ is finite and $D_{\infty}=\mathbb{Z} / 2 \mathbb{Z} * \mathbb{Z} / 2 \mathbb{Z}$ denotes the infinite dihedral group. In the first case, $N$ splits as $N=C \rtimes\langle t\rangle$, where $t$ denotes an element of infinite order. In the second case, $N$ splits as an amalgamated free product $\langle C, a\rangle *_{C}\langle C, b\rangle$ where $a$ and $b$ have order 2 in $N / C$. We choose such elements $a$ and $b$ and we define $t$ by $t=b a$. Note that the image of $t$ in $N / C$ generates $N^{+} / C$, where $N^{+}$denotes the kernel of the epimorphism $N \rightarrow D_{\infty} \rightarrow \mathbb{Z} / 2 \mathbb{Z}$. In other words, $N^{+} \simeq C \rtimes\langle t\rangle$.

In the sequel, we say that two elements $g, g^{\prime} \in N$ are equal modulo $C$, and we write $g^{\prime}=g \bmod C$, if $g^{-1} g^{\prime}$ belongs to $C$.

Recall that for every integer $p$, we denote by $D_{p}(N)$ the definable subset $\left\{n^{p} \mid n \in N\right\}$.
Lemma 6.5. Let $N$ be a virtually cyclic group. Let $C$ be the maximal finite normal subgroup of $N$, and let $m$ be the order of $\operatorname{ad}(t)_{\mid C}$ in $\operatorname{Aut}(C)$. Then $D_{2 m|C|}(N)=\left\langle t^{2 m|C|}\right\rangle$.
Remark 6.6. In particular, $D_{2 m|C|}(N)$ is a subgroup of $N$. Moreover, it is central in $N$.
Proof. Let $g$ be an element of $N$. The element $g^{2}$ can be written as $c t^{2 r}$ for some $c \in C$ and $r \in \mathbb{Z}$, so $g^{2 m}=c^{\prime} t^{2 m r}$ for some $c^{\prime} \in C$. By definition of $m, t^{m}$ commutes with $c^{\prime}$, so $\left(g^{2 m}\right)^{|C|}=\left(c^{\prime}\right)^{|C|} t^{2 m|C|}=t^{2 m|C|}$. As a consequence, $D_{2 m|C|}(N)$ is contained in $\left\langle t^{2 m|C|}\right\rangle$. The other inclusion is obvious.

Remark 6.7. Note that the action of $\operatorname{Aut}(C)$ on $C \backslash\{1\}$ gives an embedding from $\operatorname{Aut}(C)$ into the symmetric group $\mathfrak{S}_{|C|-1}$. It follows that $|C| \operatorname{Aut}(C)$ divides $|C|$ !. Hence, $2 m|C|$ divides $2|C|$ !.

In the sequel, $G$ denotes a hyperbolic group and $K$ denotes the maximal order of a finite subgroup of $G$. For every virtually cyclic infinite subgroup $N$ of $G$, we define the subgroup $D(N)$ of $N$ by $D(N):=D_{2 K!}(N)$. The following result in an immediate consequence of Lemma 6.5 (see the remark above).
Corollary 6.8. If $C$ is a finite subgroup of $G$ whose normalizer $N$ is virtually cyclic infinite, then $D(N)=\left\langle t^{2 K!}\right\rangle$ (for any element $t$ chosen as above).

Recall that the normalizer of a finite edge group in a splitting is an infinite virtually cyclic group if and only if one of the situations described below arises.

Lemma 6.9. Let $G$ be a group. Suppose that $G$ splits as an amalgamated free product $G=A *_{C} B$ over a finite group $C$, and that $N_{G}(C)$ is not contained in a conjugate of $A$ or $B$. Then $N_{G}(C)$ is virtually cyclic if and only if $C$ has index 2 in $N_{A}(C)$ and in $N_{B}(C)$. In this case, $N_{G}(C)$ is of dihedral type, equal to $N_{A}(C) *_{C} N_{B}(C)$.
Lemma 6.10. Let $G$ be a group. Suppose that $G$ splits as an $H N N$ extension $G=A *_{C}$ over a finite group $C$. Let $C_{1}$ and $C_{2}$ denote the two copies of $C$ in $A$ and $t$ be the stable letter associated with the $H N N$ extension. Suppose that $N_{G}(C)$ is not contained in a conjugate of $A$. Then $N_{G}(C)$ is virtually cyclic if and only if one of the following two cases holds.
(1) If $C_{1}$ and $C_{2}$ are conjugate in $A$ and $N_{A}\left(C_{1}\right)=C_{1}$, then the normalizer $N_{G}\left(C_{1}\right)$ is of cyclic type, equal to $C_{1} \rtimes\langle a t\rangle$, where a denotes an element of $A$ such that $a C_{2} a^{-1}=C_{1}$.
(2) If $C_{1}$ and $C_{2}=t^{-1} C_{1} t$ are non-conjugate in $G$ and $C_{1}$ has index 2 in $N_{A}\left(C_{1}\right)$ and $N_{t A t^{-1}}\left(C_{1}\right)$, then the normalizer $N_{G}\left(C_{1}\right)$ is of dihedral type, equal to

$$
N_{A}\left(C_{1}\right) *_{C_{1}} N_{t A t^{-1}}\left(C_{1}\right) .
$$

### 6.1. Small test sequences.

Definition 6.11 (Twist). Let $G$ be a group. Suppose that $G$ splits as $A *_{C} B$ or $A *_{C}$ over a finite subgroup $C$ whose normalizer $N$ is virtually cyclic infinite and non-elliptic in the splitting. Let $\delta$ be an element of $D(N)$.

- If $G=A *_{C}=\left\langle A, t \mid t c t^{-1}=\theta(c), \forall c \in C\right\rangle$ where $\theta \in \operatorname{Aut}(C)$, the twist $\tau_{\delta}$ is the endomorphism of $G$ that coincides with the identity on $A$ and that maps the stable letter $t$ to $t \delta$.
- If $G=A *_{C} B$, the twist $\tau_{\delta}$ is the endomorphism of $G$ that coincides with the identity on $A$, and that coincides with $\operatorname{ad}(\delta)$ on $B$.

Remark 6.12. Note that $\tau_{\delta}$ is well-defined in both cases because $\delta$ centralizes $C$, as en element of $D(N)$. Moreover, in both cases, $\tau_{\delta}$ is a monomorphism: in the first case, it suffices to observe that $t \delta$ has infinite order, which is true since $t$ has infinite order and $\delta$ is a power of $t^{2 K!}$; in the second case, the injectivity is automatic thanks to Britton's lemma. In addition, in the second case, note that $\tau_{\delta}$ maps $t=b a$ to $\delta b \delta^{-1} a=t^{r} b t^{-r} a=$ $(b a)^{r} b(b a)^{-r} a=(b a)^{2 r+1}=t^{2 r+1}=t \delta^{2}$ for some multiple $r$ of $2 K!$.
By analogy with test sequences defined in the previous section, we introduce below the notion of a small test sequence, designed for legal small extensions.
Lemma 6.13. Let $N$ and $N^{\prime}$ be two virtually cyclic infinite groups. Let $C$ and $C^{\prime}$ be the maximal normal finite subgroups of $N$ and $N^{\prime}$ respectively. Suppose that there exist two embeddings $\iota: N \hookrightarrow N^{\prime}$ and $\iota^{\prime}: N^{\prime} \hookrightarrow N$. Then $\iota(C)=C^{\prime}$ and $\iota^{\prime}\left(C^{\prime}\right)=C$.
Proof. Note that $N$ and $N^{\prime}$ are both of cyclic type or of dihedral type, since a virtually cyclic group of dihedral type does not embed into a virtually cyclic group of cyclic type.

First case. Suppose that $N$ and $N^{\prime}$ are of cyclic type. Then $N=C \rtimes \mathbb{Z}$ and $N^{\prime}=C^{\prime} \rtimes \mathbb{Z}$. It follows that $\iota(C) \subset C^{\prime}$ and $\iota^{\prime}\left(C^{\prime}\right) \subset C$. Hence $C$ and $C^{\prime}$ have the same cardinality, and we have $\iota(C)=C^{\prime}$ and $\iota^{\prime}\left(C^{\prime}\right)=C$.

Second case. Suppose that $N$ and $N^{\prime}$ are of dihedral type. There exist two elements $a, b \in N$ such that $N=\left\langle C, a, b \mid a^{2} \in C, b^{2} \in C, a C=C a, b C=C b\right\rangle$. Note that all finite subgroups of $N$ that are not contained in $C$ are of the form $n\left\langle C_{1}, a\right\rangle n^{-1}$ or $n\left\langle C_{1}, b\right\rangle n^{-1}$ with $C_{1} \subset C$ and $n \in N$. In addition, note that the normalizers of $a$ and $b$ in $N$ are finite. Thus, the normalizer of the finite groups $\left\langle C_{1}, a\right\rangle$ and $\left\langle C_{1}, b\right\rangle$ are finite. Then, observe that the normalizer of $\iota^{\prime}\left(C^{\prime}\right)$ is equal to $\iota^{\prime}\left(N^{\prime}\right)$, which is infinite since $\iota^{\prime}$ is injective and $N^{\prime}$ is infinite. It follows that $\iota^{\prime}\left(C^{\prime}\right)$ is contained in $C$. Likewise, $\iota(C)$ is contained in $C^{\prime}$. Hence $C$ and $C^{\prime}$ have the same cardinality, and we have $\iota(C)=C^{\prime}$ and $\iota^{\prime}\left(C^{\prime}\right)=C$.

Let $G$ be a hyperbolic group that splits over a finite group $C$ whose normalizer $N$ is virtually cyclic infinite and non-elliptic in the splitting. Let

$$
\Gamma=G *_{N} N^{\prime}=\left\langle G, N^{\prime} \mid g=\iota(g), \forall g \in N\right\rangle
$$

be a legal small extension of $G$, where $N^{\prime}$ is virtually cyclic and $\iota: N \hookrightarrow N^{\prime}$ is $K$-nice. Let $C$ and $C^{\prime}$ be the maximal normal finite subgroups of $N$ and $N^{\prime}$ respectively. By the previous lemma, $\iota(C)$ is equal to $C^{\prime}$. As a consequence, in $\Gamma$, we have $C=C^{\prime}$. We make the following two observations.
(1) The group $\Gamma$ splits as $A^{\prime} *_{C} B^{\prime}$ or $A^{\prime} *_{C}$. The normalizer $N_{\Gamma}(C)$ of $C$ in $\Gamma$ is equal to $N^{\prime}$. This group is virtually cyclic infinite and non-elliptic in the previous splitting of $\Gamma$ over $C$.
(2) The maximal order of a finite subgroup is the same for $\Gamma$ and $G$. Indeed, every finite subgroup $F$ of $\Gamma$ is contained in a conjugate of $G$ or in a conjugate of $N^{\prime}$. In the second case, $F$ embeds into $N$ since there exists an embedding from $N^{\prime}$ into $N$. Hence, in both cases, $F$ embeds into $G$. As a consequence, $K_{\Gamma}$ is equal to $K_{G}$ and there is no ambiguity about the notation $D\left(N^{\prime}\right)$
Thanks to these two observations, the Dehn twist $\tau_{\delta}$ is well-defined, as an endomorphism of $\Gamma$, for any element $\delta \in D\left(N^{\prime}\right)$. We are now ready to define small test sequences.

Definition 6.14 (Small test sequence). Let $G$ be a hyperbolic group. Suppose that $G$ splits over a finite group $C$ whose normalizer $N$ is virtually cyclic infinite and non-elliptic in the splitting. Let

$$
\Gamma=G *_{N} N^{\prime}=\left\langle G, N^{\prime} \mid g=\iota(g), \forall g \in N\right\rangle
$$

be a legal small extension of $G$, where $N^{\prime}$ is virtually cyclic and $\iota: N \hookrightarrow N^{\prime}$ is $K$-nice. A sequence of homomorphisms $\left(\varphi_{n}: \Gamma \rightarrow G\right)_{n \in \mathbb{N}}$ is called a small test sequence if there exist a strictly increasing sequence of prime numbers $\left(p_{n}\right)_{n \in \mathbb{N}}$ and a sequence $\left(\delta_{n}\right)_{n \in \mathbb{N}} \in D\left(N^{\prime}\right)^{\mathbb{N}}$ such that $\varphi_{n}=\tau_{\delta_{n}}$ (viewed as an endomorphism of $\Gamma$ ) and $\left[N: \varphi_{n}\left(N^{\prime}\right)\right]=p_{n}$, for every integer $n$.

The following lemma shows that small test sequences exist as soon as $\iota: N \hookrightarrow N^{\prime}$ is not surjective.
Lemma 6.15. Let $G$ be a hyperbolic group. Suppose that $G$ splits over a finite group $C$ whose normalizer $N=N_{G}(C)$ is virtually cyclic infinite and non-elliptic in the splitting. Let $\Gamma=G *_{N} N^{\prime}$ be a legal small extension of $G$. Suppose that $N$ is a strict subgroup of $N^{\prime}$ in $\Gamma$. Then, there exists a small test sequence $\left(\varphi_{n}: \Gamma \rightarrow G\right)_{n \in \mathbb{N}}$.
Proof. By definiton of a legal small extension, there exist two $K$-nice embeddings $\iota: N \hookrightarrow$ $N^{\prime}$ and $\iota^{\prime}: N^{\prime} \hookrightarrow N$. Let $C$ and $C^{\prime}$ be the maximal normal finite subgroups of $N$ and $N^{\prime}$ respectively. In $\Gamma$, we have the identification $\iota(n)=n$ for every $n \in N$. In particular, $C$ and $C^{\prime}$ are identified. In the sequel, we do not mention $\iota$ anymore. We distinguish two cases.

First case. Suppose that $N$ is virtually cyclic of cyclic type. Since $\iota^{\prime}$ is special, there exists an integer $m \geq 1$ such that $\iota^{\prime m}$ coincides with the identity on $C$ and induces the identity of $N^{\prime} / D\left(N^{\prime}\right)$. Up to replacing $\iota^{\prime}$ by $\iota^{\prime m}$, one can assume without loss of generality that $\iota^{\prime}$ coincides with the identity on $C$ and induces the identity of $N^{\prime} / D\left(N^{\prime}\right)$.

Let $t$ and $z$ denote two elements such that such that $N=N_{G}(C)=C \rtimes\langle t\rangle$ and $N^{\prime}=N_{\Gamma}(C)=C \rtimes\langle z\rangle$. Recall that $D\left(N^{\prime}\right)=\left\langle z^{2 K!}\right\rangle$, by Corollary 6.8. Since $\iota^{\prime}$ induces the identity of $N^{\prime} / D\left(N^{\prime}\right)$, we have $\iota^{\prime}(z)=z^{1+2 K!q}$ for some integer $q$. Note that $q$ is non-zero because $N$ is a proper subgroup of $N^{\prime}$ by assumption. Let $k$ and $\ell$ denote two integers such that $t=z^{\ell} \bmod C$ and $\iota^{\prime}(z)=t^{k} \bmod C$. It follows that $k \ell=1+2 K!q$.

In particular, $\operatorname{gcd}(k, 2 K!)=1$. By the Dirichlet prime number theorem, there exists a strictly increasing sequence of integers $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ such that $p_{n}:=k+2 K!\lambda_{n}$ is prime for every integer $n$. Let $\delta=t^{2 K!}$, and let us define $\iota_{n}^{\prime}: N^{\prime} \rightarrow N$ by $\iota_{n}^{\prime}(z)=\iota^{\prime}(z) \delta^{\lambda_{n}}$ and $\iota_{n}^{\prime}(c)=\iota^{\prime}(c)=c$ for every $c \in C$. This homomorphism is well-defined: if $z c z^{-1}=c^{\prime}$, then $\iota_{n}^{\prime}\left(z c z^{-1}\right)=\iota^{\prime}(z) \delta^{\lambda_{n}} \iota^{\prime}(c)\left(\iota^{\prime}(z) \delta^{\lambda_{n}}\right)^{-1}=\iota^{\prime}(z) \iota^{\prime}(c) \iota^{\prime}(z)^{-1}=\iota^{\prime}\left(c z c^{-1}\right)=\iota^{\prime}\left(c^{\prime}\right)=\iota_{n}^{\prime}\left(c^{\prime}\right)$, because $\delta$ belongs to the center $Z(N)$ of $N$. An easy calculation gives $\iota_{n}^{\prime}(z)=t^{p_{n}} \bmod C$. As a consequence $p_{n}=\left[N: \iota_{n}^{\prime}\left(N^{\prime}\right)\right]$.

Last, by considering the decompositions $G=A *_{C} N$ and $\Gamma=A *_{C} N^{\prime}$, one can define a homomorphism $\varphi_{n}: \Gamma \rightarrow G$ that coincides with the identity on $A$ and with $\iota_{n}^{\prime}$ on $N^{\prime}$ (welldefined since $\iota_{n}^{\prime}$ coincides with the identity on $C$ ). Note that $\delta_{n}=z^{-1} \varphi_{n}(z)=z^{-1} t^{p_{n}}=$ $z^{\ell p_{n}-1}=z^{\ell k+2 K!!\lambda_{n}-1}=z^{2 K!\left(\ell \lambda_{n}-q\right)}$ belongs to $D\left(N^{\prime}\right)$. Hence, the sequence $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$ is a small test sequence in the sense of Definition 6.14.

Second case. Suppose that $N$ is virtually cyclic of dihedral type. It splits as $N=$ $\langle C, a\rangle *_{C}\langle C, b\rangle$ with $a, b$ of order 2 modulo $C$. There exists two elements $a^{\prime}$ and $b^{\prime}$ of order 2 modulo $C$ such that $N^{\prime}=\left\langle C, a^{\prime}\right\rangle *_{C}\left\langle C, b^{\prime}\right\rangle$. Up to exchanging $a^{\prime}$ and $b^{\prime}$, one can suppose without loss of generality that $a$ is a conjugate of $a^{\prime}$ in $N^{\prime}$ (modulo $C$ ) and that $b$ is a conjugate of $b^{\prime}$ (modulo $C$ ); indeed, the inclusion of $N$ into $N^{\prime}$ maps non-conjugate finite subgroups to non-conjugate finite subgroups ( $\iota$ is $K$-nice).

Since $\iota^{\prime}$ is $K$-nice, $\iota^{\prime}\left(a^{\prime}\right)$ and $\iota^{\prime}\left(b^{\prime}\right)$ are not conjugate modulo $C$. Hence, there exists an integer $j \in\{1,2\}$ such that $\left(\iota^{\prime} \circ \iota\right)^{j}$ maps $a^{\prime}$ to a conjugate $g a g^{-1}$ of $a$, with $g \in G$, and $b^{\prime}$ to a conjugate of $b$. Up to replacing $\iota^{\prime}$ by $\operatorname{ad}\left(g^{-1}\right) \circ \iota^{\prime j}$, one can assume without loss of generality that $\iota^{\prime}\left(a^{\prime}\right)=a$. Then, note that there exists an integer $m \geq 1$ such that $\iota^{\prime m}$ coincides with the identity on $C$ and induces the identity of $N^{\prime} / D\left(N^{\prime}\right)$. Up to replacing $\iota^{\prime}$ by $\iota^{\prime m}$, one can assume without loss of generality that $\iota^{\prime}$ coincides with the identity on $C$ and induces the identity of $N^{\prime} / D\left(N^{\prime}\right)$.

Let us define $z$ by $z=b^{\prime} a^{\prime} \in N^{\prime} \subset \Gamma$. Note that $\iota^{\prime}(z)=z^{1+2 K!q}$ for some integer $q$, because $\iota^{\prime}$ induces the identity of $N^{\prime} / D\left(N^{\prime}\right)$ and $D\left(N^{\prime}\right)=\left\langle z^{2 K!}\right\rangle$, by Corollary 6.8. The integer $q$ is non-zero since $N$ is a strict subgroup of $N^{\prime}$ by assumption. Let $k$ and $\ell$ denote two integers such that $t=z^{\ell} \bmod C$ and $\iota^{\prime}(z)=t^{k} \bmod C$. It follows that $k \ell=1+2 K!q$. In particular, $\operatorname{gcd}(k, 2 K!)=1$. By the Dirichlet prime number theorem, there exists a strictly increasing sequence of integers $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ such that $p_{n}:=k+2 K!\lambda_{n}$ is prime for every integer $n$. Let $\delta=t^{K!}$, and let us define $\iota_{n}^{\prime}: N^{\prime} \rightarrow N$ by $\iota_{n}^{\prime}=\iota^{\prime}$ on $\left\langle C, a^{\prime}\right\rangle$ and $\iota_{n}^{\prime}=\operatorname{ad}\left(\delta^{\lambda_{n}}\right) \circ \iota^{\prime}$ on $\left\langle C, b^{\prime}\right\rangle$. This homomorphism is well-defined since $\delta$ centralizes $C$ and $N^{\prime}$ splits as $N^{\prime}=\left\langle C, a^{\prime}\right\rangle *_{C}\left\langle C, b^{\prime}\right\rangle$. Since $\iota^{\prime}\left(a^{\prime}\right)=a$ and $t=b a$, the following series of equalities holds (modulo $C$ ):

$$
\begin{aligned}
\iota_{n}^{\prime}(z) & =\delta^{\lambda_{n}} \iota^{\prime}\left(b^{\prime}\right) \delta^{-\lambda_{n}} \iota^{\prime}\left(a^{\prime}\right) \\
& =\delta^{\lambda_{n}} \iota^{\prime}\left(b^{\prime}\right)(b a)^{-\lambda_{n} K!} a \\
& =\delta^{\lambda_{n}} \iota^{\prime}\left(b^{\prime}\right)(a b)^{\lambda_{n} K!} a \\
& =\delta^{\lambda_{n}} \iota^{\prime}\left(b^{\prime}\right) a(b a)^{\lambda_{n} K} \\
& =\delta^{\lambda_{n}} \iota^{\prime}\left(b^{\prime} a^{\prime}\right) \delta^{\lambda_{n}} \\
& =\iota^{\prime}(z) \delta^{2 \lambda_{n}} \\
& =t^{p_{n}} .
\end{aligned}
$$

It follows that $p_{n}=\left[N: \iota_{n}^{\prime}\left(N^{\prime}\right)\right]$.
Last, as in the first case, $\iota_{n}^{\prime}$ extends to a homomorphism $\varphi_{n}: \Gamma \rightarrow G$ that coincides with the identity on $A$ and with an inner automorphism on $B$.
6.2. Main result. We will prove the difficult part of Theorem 6.1, that is the following result.

Theorem 6.16. Let $G$ be a hyperbolic group. Suppose that $G$ splits over a finite subgroup $C$ whose normalizer $N$ is virtually cyclic and non-elliptic in the splitting. Let $\Gamma=G *_{N} N^{\prime}$ be a legal small extension of $G$. Then $\operatorname{Th}_{\forall \exists}(G)=\operatorname{Th}_{\forall \exists}(\Gamma)$.

The proof of this theorem relies on the following lemma, which can be viewed as an analogue of Proposition 5.14.

Lemma 6.17. We keep the same notations as in the statement of Theorem 6.16. Let $\left(\varphi_{n}: \Gamma \rightarrow G\right)_{n \in \mathbb{N}}$ be a small test sequence (whose existence is guaranteed by Lemma 6.15). Let $\Sigma(\boldsymbol{x}, \boldsymbol{y})=1 \wedge \Psi(\boldsymbol{x}, \boldsymbol{y}) \neq 1$ be a system of equations and inequations, where $\boldsymbol{x}$ denotes a $p$-tuple of variables and $\boldsymbol{y}$ denotes a $q$-tuple of variables. Let $\boldsymbol{\gamma} \in \Gamma^{p}$. Suppose that $G$ satisfies the following condition: for every integer $n$, there exists $\boldsymbol{g}_{n} \in G^{q}$ such that

$$
\Sigma\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}\right)=1 \wedge \Psi\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}\right) \neq 1
$$

Then there exists a retraction $r$ from $\Gamma_{\Sigma, \gamma}=\langle\Gamma, \boldsymbol{y} \mid \Sigma(\boldsymbol{\gamma}, \boldsymbol{y})=1\rangle$ onto $\Gamma$ such that each component of the tuple $r\left(\Psi(\boldsymbol{\gamma}, \boldsymbol{y})\right.$ ) is non-trivial. In particular, the $q$-tuple $\boldsymbol{\gamma}^{\prime}:=r(\boldsymbol{y}) \in \Gamma^{q}$ satisfies

$$
\Sigma\left(\gamma, \gamma^{\prime}\right)=1 \wedge \Psi\left(\gamma, \gamma^{\prime}\right) \neq 1 .
$$

6.2.1. Proof of Lemma 6.17 in a particular case. We first prove Lemma 6.17 in the case where $G$ and $\Gamma$ are virtually cyclic of cyclic type. Let $G=C \rtimes\langle t\rangle$ and $\Gamma=C \rtimes\langle z\rangle$. The main difference compared to the general case is that we do not have to deal with actions on real trees here.

Proof. For every $n$, the morphism $\varphi_{n}$ extends to a homomorphism $\widehat{\varphi}_{n}: \Gamma_{\Sigma, \gamma} \rightarrow G$ mapping $\boldsymbol{y}$ to $\boldsymbol{g}_{n}$. We shall construct a retraction $r: \Gamma_{\Sigma, \gamma} \rightarrow \Gamma$ that does not kill any component of the tuple $\Psi(\gamma, \boldsymbol{y})$. Up to extracting a subsequence, one can suppose that the sequence $\left(\widehat{\varphi}_{n}\right)_{n \in \mathbb{N}}$ is stable. Let $K=\operatorname{ker}\left(\left(\widehat{\varphi}_{n}\right)_{n \in \mathbb{N}}\right)$ be the stable kernel of the sequence, let $L=$ $\Gamma_{\Sigma, \gamma} / K$ and $\pi: \Gamma_{\Sigma, \gamma} \rightarrow L$ be the associated epimorphism. As a $G$-limit group, $L$ is equationally noetherian (see [RW14] Corollary 6.13). It follows that there exists a unique homomorphism $\rho_{n}: L \rightarrow G$ such that $\widehat{\varphi}_{n}=\rho_{n} \circ \pi$, for $n$ sufficiently large.

By Remark 6.12, every $\rho_{n}$ is injective. As a consequence, the homomorphism $\pi: \Gamma \rightarrow L$ is injective, and every component of the tuple $\pi(\Psi(\boldsymbol{\gamma}, \boldsymbol{y})) \in L$ is non-trivial. From now on, $\Gamma$ is viewed as a subgroup of $L$ and we do not mention the monomorphism $\pi: \Gamma \hookrightarrow L$ anymore.
In order to construct $r$, we will construct a discriminating sequence of retractions $\left(r_{n}\right.$ : $L \rightarrow \Gamma)_{n \in \mathbb{N}}$. Then, we will conclude by taking $r:=r_{n} \circ \pi$ for $n$ sufficiently large. Note that $\rho_{n}$ coincides with $\widehat{\varphi}_{n}$ on $\Gamma$; in particular, $\left(\rho_{n \mid \Gamma}: \Gamma \rightarrow G\right)_{n \in \mathbb{N}}$ is a small test sequence.

Note that $L$ is finitely generated, as a quotient of the finitely generated group $\Gamma_{\Sigma, \gamma}$. In addition, the sequence $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ is discriminating. Therefore, $L$ is an extension

$$
1 \rightarrow C \rightarrow L \stackrel{\chi}{\rightarrow} V \simeq \mathbb{Z}^{m} \rightarrow 1 .
$$

First, we prove that $\chi(z)$ has no root in $V$. This element can be written as $\chi(z)=v^{j}$ for some element $v \in V$ with no root, and some integer $j \neq 0$. We will prove that $j= \pm 1$. Each homomorphism $\rho_{n}: L \rightarrow G$ induces a homomorphism $\bar{\rho}_{n}: V \rightarrow G / C \simeq\langle t\rangle$. For every integer $n$, we have $\bar{\rho}_{n}(v)^{j}=t^{p_{n}}$. It follows that $j$ divides $p_{n}$, for every $n$. Since $\left(p_{n}\right)_{n \in \mathbb{N}}$ is a strictly increasing sequence of prime numbers, $j= \pm 1$.

In order to define the retraction $r_{n}: L \rightarrow \Gamma$, we use a presentation of $L$. Let $\left(v_{1}, v_{2}, \ldots, v_{m}\right)$ be a basis of $V$, with $v_{1}=v$. For $1 \leq i \leq m$, let $z_{i}$ be a preimage of $v_{i}$ in $L$. One can suppose that $z_{1}=z$. Each element $z_{i}$ induces an automorphism $\zeta_{i}$ of $C$, and each commutator $\left[z_{i}, z_{j}\right]$ is equal to an element $c_{i, j} \in C$. Here is a presentation of $L$ :

$$
\left\langle C, z_{1}, \ldots, z_{m} \mid \operatorname{ad}\left(z_{i}\right)_{\mid C}=\zeta_{i},\left[z_{i}, z_{j}\right]=c_{i, j}\right\rangle
$$

Let $\gamma=z^{K!}$. We denote by $\tau_{n}$ the endomorphism of $\Gamma$ defined by $\tau_{n}=\operatorname{id}$ on $C$ and $\tau_{n}(z)=z \gamma^{n}$ (well-defined since $\gamma$ centralizes $C$ ). Let us define $r_{n}: L \rightarrow \Gamma$ by $r_{n}=$ id on $\langle C, z\rangle$ and $r_{n}\left(z_{i}\right)=\tau_{n} \circ \rho_{n}\left(z_{i}\right)$ for $2 \leq i \leq m$. In order to verify that $r_{n}$ is well-defined, it suffices to show that $\left[r_{n}(z), r_{n}\left(z_{i}\right)\right]=r_{n}\left(c_{1, i}\right)$, since $r_{n}$ coincides with the identity on $C$. Recall that $\rho_{n}(z)=z \delta_{n}$ with $\delta_{n} \in D(\Gamma)$. As a consequence, $\tau_{n} \circ \rho_{n}(z)=z z^{R_{n}}$ with $z^{R_{n}}$ in the center of $\Gamma$. Therefore,

$$
\tau_{n} \circ \rho_{n}\left(\left[z, z_{i}\right]\right)=\left[z z^{R_{n}}, \tau_{n} \circ \rho_{n}\left(z_{i}\right)\right]=\left[z, \tau_{n} \circ \rho_{n}\left(z_{i}\right)\right]=c_{1, i} .
$$

Hence, $\left[r_{n}(z), r_{n}\left(z_{i}\right)\right]=r_{n}\left(c_{1, i}\right)$, so $r_{n}$ is well-defined.
It remains to prove that the sequence $\left(r_{n}\right)_{n \in \mathbb{N}}$ is discriminating. Let $x \in L$ be a nontrivial element, and let us prove that $r_{n}(x)$ is non-trivial for every $n$ sufficiently large. The element $x$ can be written as $x=c z^{q_{1}} z_{2}^{q_{2}} \cdots z_{m}^{q_{m}}$ with $c \in C$ and $q_{i} \in \mathbb{Z}$. If $x$ lies in $\Gamma$, then $r_{n}(x)=x \neq 1$. Else, if $x$ does not belong to $\Gamma$, then $y=z_{2}^{q_{2}} \cdots z_{m}^{q_{m}}$ has infinite order (otherwise, $y$ would belong to $C$, so $x$ would belong to $\Gamma$ ). Since the sequence $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ is discriminating, $\rho_{n}(y)$ has infinite order for every $n$ large enough, so $\rho_{n}(y)=z^{\ell_{n}} \bmod C$ with $\ell_{n} \neq 0$. Thus $\tau_{n} \circ \rho_{n}(y)=\left(z z^{n K!}\right)^{\ell_{n}}=z^{\ell_{n}(1+n K!)}$. For $n>\left|q_{1}\right|,\left|\ell_{n}(1+n K!)\right|>\left|q_{1}\right|$, so $r_{n}(x)$ is non-trivial. As a conclusion, the sequence of retractions $\left(r_{n}: L \rightarrow \Gamma\right)_{n \in \mathbb{N}}$ is discriminating.

### 6.2.2. Proof of Lemma 6.17 in the general case. We now prove Lemma 6.17.

Proof. For every $n$, the map $\varphi_{n}$ extends to a homomorphism $\widehat{\varphi}_{n}: \Gamma_{\Sigma, \gamma} \rightarrow G$ mapping $\boldsymbol{y}$ to $\boldsymbol{g}_{n}$. We shall construct a retraction $r: \Gamma_{\Sigma, \gamma} \rightarrow \Gamma$ that does not kill any component of the tuple $\Psi(\gamma, \boldsymbol{y})$. Up to exctracting a subsequence, one can suppose that the sequence $\left(\widehat{\varphi}_{n}\right)_{n \in \mathbb{N}}$ is stable. Let $K=\operatorname{ker}\left(\left(\widehat{\varphi}_{n}\right)_{n \in \mathbb{N}}\right)$ be the stable kernel of the sequence, let $L=$ $\Gamma_{\Sigma, \gamma} / K$ and $\pi: \Gamma_{\Sigma, \gamma} \rightarrow L$ be the associated epimorphism. As a $G$-limit group, $L$ is equationally noetherian (see [RW14] Corollary 6.13). It follows that there exists a unique homomorphism $\rho_{n}: L \rightarrow G$ such that $\widehat{\varphi}_{n}=\rho_{n} \circ \pi$, for $n$ sufficiently large.

By Remark 6.12, every $\rho_{n}$ is injective. It follows that the homomorphism $\pi: \Gamma \rightarrow L$ is injective, and every component of the tuple $\pi(\Psi(\boldsymbol{\gamma}, \boldsymbol{y})) \in L$ is non-trivial. From now on, $\Gamma$ is viewed as a subgroup of $L$ and we do not mention the monomorphism $\pi: \Gamma \hookrightarrow L$ anymore.

In order to construct $r$, we will construct a discriminating sequence of retractions ( $r_{n}$ : $L \rightarrow \Gamma)_{n \in \mathbb{N}}$. Then, we will conclude by taking $r:=r_{n} \circ \pi$ for $n$ sufficiently large. Note that $\rho_{n}$ coincides with $\widehat{\varphi}_{n}$ on $\Gamma$; in particular, $\left(\rho_{n \mid \Gamma}: \Gamma \rightarrow G\right)_{n \in \mathbb{N}}$ is a small test sequence.

Let $(X, d)$ be a Cayley graph of $G$. Let us consider a Stallings splitting $\Lambda$ of $L$ relative to $\Gamma$, and let $U$ be the one-ended factor that contains $\Gamma$. Let $S$ be a generating set of $U$. Recall that $\operatorname{Aut}_{\Gamma}(U)$ is the subgroup of $\operatorname{Aut}(U)$ consisting of all automorphisms $\sigma$ satisfying the following two conditions:
(1) $\sigma_{\mid \Gamma}=\mathrm{id}_{\mid \Gamma}$;
(2) for every finite subgroup $F$ of $U$, there exists an element $u \in U$ such that $\sigma_{\mid F}=$ $\operatorname{ad}(u)_{\mid F}$.
Recall that a homomorphism $\varphi: U \rightarrow G$ is said to be short if its length $\ell(\varphi):=$ $\max _{s \in S} d(1, \varphi(s))$ is minimal among the lengths of homomorphisms in the orbit of $\varphi$ under the action of $\operatorname{Aut}_{\Gamma}(U) \times \operatorname{Inn}(G)$.

Since $\left\|t_{n}\right\|$ goes to infinity, there exists a sequence of automorphisms $\left(\sigma_{n}\right)_{n \in \mathbb{N}} \in \operatorname{Aut}_{\Gamma}(U)^{\mathbb{N}}$ and a sequence of elements $\left(x_{n}\right)_{n \in \mathbb{N}} \in G^{n}$ such that the homomorphisms ad $\left(x_{n}\right) \circ \rho_{n} \circ \sigma_{n}$ are short, pairwise distinct, and such that the sequence $\left(\operatorname{ad}\left(x_{n}\right) \circ \rho_{n} \circ \sigma_{n}\right)_{n \in \mathbb{N}}$ is stable (see paragraph 2.5.1), up to extracting a subsequence. Since $\rho_{n}$ coincides with the identity on $G$, we have $\operatorname{ad}\left(x_{n}\right) \circ \rho_{n} \circ \sigma_{n}=\rho_{n} \circ \operatorname{ad}\left(x_{n}\right) \circ \sigma_{n}$ and, up to replacing $\sigma_{n}$ by ad $\left(x_{n}\right) \circ \sigma_{n}$, we can forget the postconjugation by $x_{n}$ and assume that $\sigma_{n \mid \Gamma}$ is a conjugation by an element of $G$.

We claim that $\sigma_{n}$ extends to an automorphism of $L$, still denoted by $\sigma_{n}$. By the second condition above, $\sigma_{n}$ is a conjugacy on finite subgroups of $U$. We proceed by induction on the number of edges of $\Lambda$ (the Stallings splitting of $L$ relative to $\Gamma$ used previously in order to define $U)$. It is enough to prove the claim in the case where $\Lambda$ has only one edge.

If $L=U *_{C} B$ with $\sigma_{n \mid C}=\operatorname{ad}(u)$, one defines $\sigma_{n}: L \rightarrow G$ by $\sigma_{n \mid U}=\sigma_{n}$ and $\sigma_{n \mid B}=$ $\operatorname{ad}(u)$.

If $L=U *_{C}=\left\langle U, t \mid t c t^{-1}=\alpha(c), \forall c \in C\right\rangle$ with $\sigma_{n \mid C}=\operatorname{ad}\left(u_{1}\right)$ and $\sigma_{n \mid \alpha(C)}=\operatorname{ad}\left(u_{2}\right)$, one defines $\sigma_{n}: L \rightarrow G$ by $\sigma_{n \mid U}=\sigma_{n}$ and $\sigma_{n}(t)=u_{2}^{-1} t u_{1}$.

In order to complete the proof of Lemma 6.17, we will use the following lemma.
Lemma 6.18. We keep the same notations as above. Let $T$ be the limit tree of the sequence of metric spaces $\left(X, d / \ell\left(\rho_{n} \circ \sigma_{n}\right)\right)_{n \in \mathbb{N}}$. The following dichotomy holds:

- either $\Gamma$ does not fix a point of $T$, in which case there exists a discriminating sequence of retractions $\left(r_{n}: L \rightarrow \Gamma\right)_{n \in \mathbb{N}}$,
- or $\Gamma$ is elliptic, and there exist a proper quotient $L_{1}$ of $L$, an embedding $\Gamma \hookrightarrow L_{1}$ allowing us to identify $\Gamma$ with a subgroup of $L_{1}$, and two discriminating sequences $\left(\rho_{n}^{1}: L_{1} \rightarrow G\right)_{n \in \mathbb{N}}$ and $\left(\theta_{n}^{1}: L \rightarrow L_{1}\right)_{n \in \mathbb{N}}$ such that the following three conditions are satisfied:
(1) $\rho_{n} \circ \sigma_{n}=\rho_{n}^{1} \circ \theta_{n}^{1}$;
(2) $\rho_{n}^{1}$ coincides with $\rho_{n}$ on $\Gamma$; in particular, $\left(\rho_{n \mid \Gamma}^{1}: \Gamma \rightarrow G\right)_{n \in \mathbb{N}}$ is a test sequence.
(3) There exists an element $g_{n} \in G$ such that $\sigma_{n}$ and $\theta_{n}^{1}$ coincides with $\operatorname{ad}\left(g_{n}\right)$ on $\Gamma$.

Before proving this lemma, we will use it to conclude the proof of Lemma 6.17. If $\Gamma$ does not fix a point of $T$, we are done. If $\Gamma$ fixes a point of $T$, by iterating Lemma 6.18, we get a sequence of proper quotients

$$
L_{0}=L \rightarrow L_{1} \rightarrow \cdots L_{i} \rightarrow \cdots
$$

such that, for every integer $i \geq 1$, there exist two discriminating sequences of morphisms $\left(\rho_{n}^{i}: L_{i} \rightarrow G\right)_{n \in \mathbb{N}}$ and $\left(\theta_{n}^{i}: L_{i-1} \rightarrow L_{i}\right)_{n \in \mathbb{N}}$ such that $\rho_{n}^{i-1} \circ \sigma_{n}=\rho_{n}^{i} \circ \theta_{n}^{i}, \rho_{n}^{i}$ coincides with $\rho_{n}^{i-1}$ on $\Gamma$, and there exists an element $g_{n} \in G$ such that $\sigma_{n}$ and $\theta_{n}^{i}$ coincides with $\operatorname{ad}\left(g_{n}\right)$ on $\Gamma$.

By the descending chain condition, the iteration eventually terminates. Let $L_{k}$ be the last quotient of the series. By Lemma 6.18, there exists a discriminating sequence of retractions $\left(r_{n}: L_{k} \rightarrow \Gamma\right)_{n \in \mathbb{N}}$. For every finite set $F \subset L$, one can find some integers $n_{1}, \ldots, n_{k}$ such that the morphism $r_{n_{k}} \circ \theta_{n_{k}}^{k} \circ \cdots \circ \theta_{n_{1}}^{1}: L \rightarrow \Gamma$ is injective on $F$. Moreover, since every $\theta_{n_{i}}$ is a conjugation on $\Gamma$ by an element of $G$, there exists an element $v_{n} \in G$ such that $\operatorname{ad}\left(v_{n}\right) \circ r_{n_{k}} \circ \theta_{n_{k}}^{k} \circ \cdots \circ \theta_{n_{1}}^{1}: L \rightarrow \Gamma$ is a retraction. This concludes the proof of Lemma 6.17

It remains to prove Lemma 6.18.
Proof. Recall that $U$ denotes the one-ended factor of $L$ relative to $\Gamma$. We distinguish two cases.

First case. Suppose that $\Gamma$ fixes a point of $T$. Let us prove that the stable kernel of the sequence $\left(\rho_{n} \circ \sigma_{n}\right)_{n \in \mathbb{N}}$ is non-trivial. Assume towards a contradiction that the stable kernel is trivial. Then, by Theorem 1.16 of [RW14], the action of $(U, \Gamma)$ on the limit tree $T$ has the following properties:

- the pointwise stabilizer of any non-degenerate tripod is finite;
- the pointwise stabilizer of any non-degenerate arc is finitely generated and finite-by-abelian;
- the pointwise stabilizer of any unstable arc is finite.

In particular, the tree $T$ satisfies the ascending chain condition of Theorem 2.15 since any ascending sequence of finitely generated and finite-by-abelian subgroups of a hyperbolic group stabilizes.

Then, it follows from Theorem 2.15 that either $(U, \Gamma)$ splits over the stabilizer of an unstable arc, or over the stabilizer of an infinite tripod, or $T$ has a decomposition into a graph of actions. Since $U$ is one-ended relative to $\Gamma$, and since the stabilizer of an unstable arc or of an infinite tripod is finite, it follows that $T$ has a decomposition into a graph of actions.

Now, it follows from Theorem 2.23 that there exists a sequence of automorphisms $\left(\alpha_{n}\right)_{n \in \mathbb{N}} \in \operatorname{Aut}_{\Gamma}(U)^{\mathbb{N}}$ such that $\left(\rho_{n} \circ \sigma_{n}\right) \circ \alpha_{n}$ is shorter than $\rho_{n} \circ \sigma_{n}$ for $n$ large enough. This is a contradiction since the morphisms $\rho_{n} \circ \sigma_{n}$ are assumed to be short. Hence, the stable kernel of the sequence $\left(\rho_{n} \circ \sigma_{n}\right)_{n \in \mathbb{N}}$ is non-trivial.

As in the proof of Lemma 6.17 above, since $\sigma_{n}$ coincides with an inner automorphism on each finite subgroup of $U$ (by definition of $\operatorname{Aut}_{\Gamma}(U)$ ), it extends to an automorphism of $L$, still denoted by $\sigma_{n}$. Let $L_{1}:=L / \operatorname{ker}\left(\left(\rho_{n} \circ \sigma_{n}\right)_{n \in \mathbb{N}}\right)$ and let $\pi_{1}: L \rightarrow L_{1}$ be the corresponding epimorphism. Observe that $\pi_{1}$ is injective on $\Gamma$, allowing to identify $\Gamma$ with a subgroup of $L_{1}$.

As a $G$-limit group, $L_{1}$ is equationally noetherian (see [RW14] Corollary 6.13). It follows that, for every integer $n$, there exists a unique homomorphism $\tau_{n}^{1}: L_{1} \rightarrow G$ such that $\rho_{n} \circ \sigma_{n}=\tau_{n}^{1} \circ \pi_{1}$. There exists an element $g_{n} \in G$ such that $\sigma_{n}$ coincides with $\operatorname{ad}\left(g_{n}\right)$ on $\Gamma$. Hence, since $\rho_{n}$ coincides with the identity on $G$, we can write $\rho_{n} \circ \sigma_{n}=\operatorname{ad}\left(g_{n}\right) \circ \rho_{n}^{1} \circ \pi_{1}$ in such a way that $\rho_{n}^{1}:=\operatorname{ad}\left(g_{n}^{-1}\right) \circ \tau_{n}^{1}$ coincides with the identity on $G$. For every $n$, let
$\theta_{n}^{1}=\pi_{1} \circ\left(\sigma_{n}\right)^{-1}$, so that $\rho_{n}=\operatorname{ad}\left(g_{n}\right) \circ \rho_{n}^{1} \circ \theta_{n}^{1}$. The sequence $\left(\theta_{n}^{1}: L \rightarrow L_{1}\right)_{n \in \mathbb{N}}$ is therefore discriminating, and every homomorphism $\theta_{n}^{1}$ coincides with $\operatorname{ad}\left(g_{n}^{-1}\right)$ on $\Gamma$.

Second case. Suppose that $\Gamma$ does not fix a point of $T$. In the sequel, the letter $z$ denotes an element of $N^{\prime}=N_{\Gamma}(C)$ defined as follows.

- If $\Gamma=A *_{C}$ and the copies of $C$ in $A$ are conjugate, one can suppose without without loss of generality that there are equal. The letter $z$ denotes the stable letter of the HNN extension. We have $N_{\Gamma}(C)=C \rtimes\langle z\rangle$.
- If $\Gamma=A *_{C} B$, we define $z$ by $z=b a$ where $b$ and $a$ are such that $N_{B}(C)=C \rtimes\langle b\rangle$ et $N_{A}(C)=C \rtimes\langle a\rangle$. Note that $b$ and $a$ have order 2 modulo $C$ in $N_{B}(C)$ and $N_{A}(C)$ respectively.
- If $\Gamma=A *_{C}$ and the two copies of $C$ in $A$ are not conjugate, let $s$ be the stable letter of the HNN extension, and let $a \in A$ and $b \in s A s^{-1}$ be two elements such that $N_{A}(C)=C \rtimes\langle a\rangle$ and $N_{s A s^{-1}}(C)=C \rtimes\langle b\rangle$. Then we define $z$ by $z=b a$.
In the same way, we define $t \in N=N_{G}(C)$.
Since $\Gamma$ is not elliptic in $T$, and since $A$ and $B$ are elliptic, $z$ acts hyperbolically on $T$. Let $d$ denote its axis. We will proceed in two steps.
- First step. We prove that the one-ended factor $U$ relative to $\Gamma$ can be decomposed as a graph of groups $\Delta$ in which $S$ is a vertex group, where $S$ denotes the global stabilizer of the axis $d$ of $z$ in $T$.
- Second step. We construct a discriminating sequence of retractions $\left(r_{n}: L \rightarrow \Gamma\right)$.

First step. We shall prove that $U$ splits as a graph of groups in which $S$ is a vertex group. First, we prove that the translates of $d$ are transverse. Let $u$ be an element of $U$ such that $u d \cap d$ contains a segment $I$ which is not reduced to a point. Let us prove that $u d=d$. There exists a constant $R_{t}$ such that the following holds: every element $g \in G$ such that $A(t)^{+\delta} \cap g A(t)^{+\delta}$ has a diameter larger than $R_{t}$ belongs to $M(t)$, where $A(t)$ refers to the quasi-axis of $t$ (see Section 2.4). Taking $g=\rho_{n}(u)$, we have $\rho_{n}(u) \in M(t)=N_{G}(C)$ for $n$ large enough. Therefore, since $\rho_{n}(z)$ belongs to $\langle t\rangle$, one of the following two possibilities occurs, for $n$ sufficiently large: either $\rho_{n}([u, z])$ belongs to $C$, or $\rho_{n}\left((u z)^{2}\right)$ belongs to $C$. Since $C=\rho_{n}(C)$, and since the sequence $\left(\rho_{n}\right)$ is discriminating, we deduce that $[u, z]$ or $(u z)^{2}$ belongs to $C$. Since $C$ fixes $d$ pointwise, $u$ fixes $d$ pointwise in the first case; in the second case, $u$ acts on $d$ by reversing the orientation. As a conclusion, $u d=d$. Hence, the translates of the axis $d$ are transverse.

Recall that $S$ is the global stabilizer of $d$ in $U$. The following facts can be proved by using the discriminating sequence $\left(\rho_{n \mid S}: S \rightarrow N_{G}(C)=M(t)\right)$ :
(1) $C$ is the maximal finite normal subgroup of $S$,
(2) $S=N_{U}(C)$,
(3) $S$ is virtually abelian. To be more precise, $S / C$ is abelian in the case where $N_{G}(C)$ is of cyclic type, and $S / C$ has an abelian subgroup of index 2 in the case where $N_{G}(C)$ is of dihedral type (see Lemma 6.19 below).
By [RW14] Theorem 6.3, the group $S$ is finitely generated. We are ready to prove that $U$ splits as a graph of groups in which $S$ is a vertex group.

First case. Suppose that the action of $S$ on $d$ is discrete. We define an equivalence relation $\sim$ on $T$ by $x \sim y$ if the intersection $[x, y] \cap u d$ contains at most one point, for any
element $u \in U$. Let $\left(Y_{j}\right)_{j \in J}$ denote the equivalence classes that are not reduced to a point. Note that each $Y_{j}$ is a closed subtree of $T$. Let us verify that the family $\left(Y_{j}\right)_{j \in J} \cup\{u d \mid \in U\}$ is a transverse covering of $T$ (see Definition 2.16).

- Transverse intersection. By definition, $Y_{i} \cap Y_{j}=\varnothing$ for every $i \in I$, and $\left|Y_{i} \cap u d\right| \leq 1$ for every $i \in I$ and every $u \in U$. In addition, $d$ is transverse to its translates.
- Finiteness condition. Let $x$ and $y$ be two points of $T$. Since the action of $S$ on $d$ is discrete, there exists a constant $\varepsilon>0$ such that the following holds: for any $u \in U$, if the intersection $[x, y] \cap u d$ is non-degenerate, then the length of $[x, y] \cap u d$ is bounded from below by $\varepsilon$. Therefore, the $\operatorname{arc}[x, y]$ is covered by at most $\left\lfloor d^{\prime}(x, y) / \varepsilon\right\rfloor$ translates of the axis $d$ and at most $\left\lfloor d^{\prime}(x, y) / \varepsilon\right\rfloor+1$ distinct subtrees $Y_{j}$, where $d^{\prime}$ denotes the metric on $T$.
Thus, the family $\left(Y_{j}\right)_{j \in J} \cup\{u d \mid u \in U\}$ is a transverse covering of the tree $T$. We can now build the skeleton of this transverse covering in the sense of Guirardel (see Definition 2.17), denoted by $T^{\prime}$. Since the action of $U$ on $T$ is minimal, so is the action of $U$ on $T^{\prime}$, according to Lemma 4.9 of [Gui04]. One of the vertex group of $T^{\prime}$ is equal to $S$, by construction. This concludes the proof of the first case.

Second case. Suppose that the action of $S$ on $d$ has dense orbits. The previous argument no longer works (because $\varepsilon$ does not exist). Note that $S$ is virtually $\mathbb{Z}^{n}$ with $n \geq 2$.

Since the discriminating sequence $\left(\rho_{n}\right)$ coincides with inner automorphisms on $A$ and $B$, these groups are elliptic in $T$. We will apply Theorem 2.15 to the pair $(U,\{A, B\})$ (resp. $(U, A))$ in order to decompose $T$ as a graph of actions. This is enough to conclude because $d$ is one of the components of the graph of actions. Indeed, the action of $S$ on $d$ is indecomposable (see Definition 1.17 in [Gui08]), so $d$ is contained in one of the components of the graph of actions by Lemma 1.18 of [Gui08]. Let $\mathcal{C}$ denote this component. Note that each component given by Theorem 2.15 is either indecomposable or simplicial. Since $S \curvearrowright d$ has dense orbits, $\mathcal{C}$ is not simplicial. Thus, $\mathcal{C}$ is indecomposable. The axis $d \subset \mathcal{C}$ being transverse to its translates, $d$ is necessarily equal to $\mathcal{C}$.

Assume towards a contradiction that Theorem 2.15 does not give a splitting of $T$ as a graph of actions. Then, still by Theorem 2.15, the pair $(U, A)$ (resp. $(U,\{A, B\})$ ) splits over a finite subgroup $E$ which is either the pointwise stabilizer of an unstable arc, or the pointwise stabilizer of an infinite tripod whose normalizer contains the free group $F_{2}$. Let $Y$ be the Bass-Serre tree of this splitting. We will prove that $\Gamma$ is elliptic in $Y$, contradicting the fact that $U$ is one-ended relative to $\Gamma$. Let $Y_{\Gamma}$ be the minimal subtree of $\Gamma$. Let $Z$ be the tree of cylinders of the splitting $A *_{C}$ or $A *_{C} B$ of $\Gamma$. Its vertex groups are $A$ and $N$ in the first case, and $A, B$ and $N$ in the second case. In the cyclic case, there is only one edge group in $Z$, namely $C$; in the dihedral case, there are at most two edges groups $C_{1}$ and $C_{2}$ that contain $C$ with index 2. We claim that $Z$ dominates $Y_{\Gamma}$, i.e. that its vertex groups are elliptic in $Y_{\Gamma}$. Since $Y_{\Gamma}$ is a splitting relative to the pair $\{A, B\}$, we juste have to prove that $N$ is elliptic in $Y_{\Gamma}$. Since $N \subset S$, it is enough to observe that $S$ is elliptic in $Y$, as a one-ended group (because it is virtually $\mathbb{Z}^{n}$ with $n \geq 2$ ). Thus, the tree of cylinders $Z$ dominates $Y_{\Gamma}$. As a consequence, $E$ contains $C$ up to conjugation. Since $N_{U}(C)=S$ is virtually abelian, the normalizer $N_{U}(E)$ of $E$ is virtually abelian as well. It follows that $E$ is not the pointwise stabilizer of an infinite tripod whose normalizer contains the free group $F_{2}$. So $E$ is the stabilizer of an unstable arc $I \subset T$. Therefore, there exists a subarc $I^{\prime} \subset I$ whose stabilizer $E^{\prime}$ satisfies $E^{\prime} \supset E$ and $E^{\prime} \neq E$. The set of fixed points of $C$ is
exactly $d$. Since $E \supset C, \operatorname{Fix}(E)$ is contained in $d=\operatorname{Fix}(C)$, and since $d$ is transverse to its translates, $\operatorname{Fix}(E)=d$ or $\operatorname{Fix}(E)$ is one point of $d$. This second possibility cannot happen since $\operatorname{Fix}(E)$ contains $I$. Hence, $E$ is contained in $S$, so $E=S_{0}$ (the pointwise stabilizer of $d$ ). The same argument shows that $E^{\prime}=S_{0}=E$, a contradiction. As a conclusion, $T$ splits as a graph of actions one component of which is $d$. So $U$ splits as a graph of groups in which $S$ is a vertex group. This completes the second case.

It remains to construct a discriminating sequence of retractions $\left(r_{n}: L \rightarrow \Gamma\right)$. We distinguish two cases, depending on the type of $N_{G}(C)$. In the sequel, we denote by $\Delta$ a splitting of $U$ as a graph of groups in which $S$ is a vertex group.

Second step. Construction of the discriminating sequence of retractions $\left(r_{n}: L \rightarrow \Gamma\right)$.
A. The cyclic case. Suppose that $N_{G}(C)$ is of cyclic type. Then $S$ is an extension

$$
1 \rightarrow C \rightarrow S \xrightarrow{\chi} V \simeq \mathbb{Z}^{m} \rightarrow 1
$$

for some integer $m$. We claim that $\chi(z)$ has no root in $V$, i.e. that $\langle\chi(z)\rangle$ is cyclic maximal. This element can be written as $\chi(z)=v^{j}$ for some element $v \in V$ with no proper root, and some integer $j \neq 0$. We will prove that $j= \pm 1$. Each homomorphism $\rho_{n \mid S}: S \rightarrow G$ induces a homomorphism $\bar{\rho}_{n}: V \rightarrow G / C \simeq\langle t\rangle$. For every integer $n$, we have $\bar{\rho}_{n}(v)^{j}=t^{p_{n}}$. It follows that $j$ divides $p_{n}$, for every $n$. Since $\left(p_{n}\right)$ is a strictly increasing sequence of prime numbers, $j= \pm 1$.

In order to define the retraction $r_{n}: L \rightarrow \Gamma$, we need a presentation of $S$. Let $\left(v_{1}, v_{2}, \ldots, v_{m}\right)$ be a basis of $V$, with $v_{1}=v$. For $1 \leq i \leq m$, let $z_{i}$ be a preimage of $v_{i}$ in $L$. One can suppose that $z_{1}=z$. Each element $z_{i}$ induces an automorphism $\zeta_{i}$ of $C$, and each commutator $\left[z_{i}, z_{j}\right]$ is equal to an element $c_{i, j} \in C$. Here is a presentation of $S$ :

$$
\left\langle C, z_{1}, \ldots, z_{m} \mid \operatorname{ad}\left(z_{i}\right)_{\mid C}=\zeta_{i},\left[z_{i}, z_{j}\right]=c_{i, j}\right\rangle
$$

Let $v$ denote the vertex of $\Delta$ whose stabilizer is $S$. Note that any edge adjacent to $v$ in $\Delta$ has a stabilizer contained in $S_{0}=\left\langle C, z_{2}, \ldots, z_{m}\right\rangle$, because any stabilizer of a point of $d$ is contained in $S_{0}$. Let us refine $\Delta$ by replacing the vertex $v$ with the decomposition $S=S *_{S_{0}} S_{0}$ of $S$. More precisely,

- the $v$ vertex is replaced by a graph of groups with two vertices denoted by $v_{0}$ and $v_{1}$, linked by a single edge $e$, such that the stabilizers of $v_{0}$ and $e$ are equal to $S_{0}$ and the stabilizer of $v_{1}$ is equal to $S$;
- we replace each edge $\varepsilon=[v, w] \Delta$ with an edge $\left[v_{0}, w\right]$ if $w \neq v$, and with an edge [ $\left.v_{0}, v_{0}\right]$ if $w=v$, which is always possible since $U_{\varepsilon}$ is contained in $S_{0}$.
We denote by $\Delta^{\prime}$ this new decomposition of $U$ as a graph of groups. Then, let us consider a JSJ splitting of $L$ relative to $U$ over finite groups, and let $\Lambda$ be the splitting of $L$ obtained from this JSJ splitting by replacing the vertex fixed by $U$ with the splitting $\Delta^{\prime}$ of $U$. We keep the notations $v_{0}$ and $v_{1}$ for the vertices of $\Lambda$ corresponding to the vertices $v_{0}$ and $v_{1}$ of $\Delta^{\prime}$. Since all finite subgroups of $S$ are contained in $S_{0}$, we can assume without loss of generality (up to performing some slides of edges) that there is a only one edge $e$ adjacent to $v_{1}$ in $\Lambda$, namely the one that connects $v_{1}$ to $v_{0}$. Now, we collapse all the edges of $\Lambda$ other than $e$, and we get a decomposition of $L$ as an amalgamated product $L=L_{0} *_{S_{0}} S$, which can also be viewed as an HNN extension $L=L_{0} *_{S_{0}}$ with stable letter $z$.

We are now ready to define the retraction $r_{n}: L \rightarrow \Gamma$. First, we define $r_{n}$ on $S$. In order to do this, we follow the same strategy as in the proof of the particular case discussed above. Let $\gamma=z^{K!}$. We denote by $\tau_{n}$ the endomorphism of $\Gamma$ defined by $\tau_{n}=\operatorname{id}$ on $C$ and $\tau_{n}(z)=z \gamma^{n}$ (well-defined since $\gamma$ centralizes $C$ ). Let us define $r_{n}: S \rightarrow \Gamma$ by $r_{n}=\mathrm{id}$ on $\langle C, z\rangle$ and $r_{n}\left(z_{i}\right)=\tau_{f(n)} \circ \rho_{n}\left(z_{i}\right)$ for $2 \leq i \leq m$ (where $f: \mathbb{N} \rightarrow \mathbb{N}$ denotes a strictly increasing function that will be specified later). In order to verify that $r_{n}$ is well-defined, it suffices to show that $\left[r_{n}(z), r_{n}\left(z_{i}\right)\right]=r_{n}\left(c_{1, i}\right)$, since $r_{n}$ coincides with the identity on $C$. Recall that $\rho_{n}(z)=z \delta_{n}$ with $\delta_{n} \in D(\Gamma)$. As a consequence, $\tau_{f(n)} \circ \rho_{n}(z)=z z^{R_{n}}$ with $z^{R_{n}}$ in the center of $\Gamma$. Therefore,

$$
\tau_{f(n)} \circ \rho_{n}\left(\left[z, z_{i}\right]\right)=\left[z z^{R_{n}}, \tau_{f(n)} \circ \rho_{n}\left(z_{i}\right)\right]=\left[z, \tau_{f(n)} \circ \rho_{n}\left(z_{i}\right)\right]=c_{1, i}
$$

Hence, $\left[r_{n}(z), r_{n}\left(z_{i}\right)\right]=r_{n}\left(c_{1, i}\right)$, so $r_{n}$ is well-defined.
Since $L=S *_{S_{0}} L_{0}$ and since $r_{n}$ coincides with $\tau_{f(n)} \circ \rho_{n}$ on $S_{0}$, the morphism $r_{n}: S \rightarrow \Gamma$ extends to a morphism from $L$ to $\Gamma$ that coincides with $r_{n}$ on $S$ and with $\tau_{f(n)} \circ \rho_{n}$ on $L_{0}$. This new morphism is still denoted by $r_{n}$. Note that $r_{n}$ is a retraction from $L$ onto $\Gamma$. Indeed, $r_{n}(z)=z$ and $r_{n}=\tau_{f(n)} \circ \rho_{n}=\mathrm{id}$ on $A$, and $\Gamma=\langle z, A\rangle$.

To conclude, we will prove that the sequence $\left(r_{n}\right)$ is discriminating, provided that the function $f: \mathbb{N} \rightarrow \mathbb{N}$ is properly chosen. Let $F \subset L \backslash\{1\}$ be a finite set. For simplicity, one can assume that $F=\{x\}$, the proof being identical in the case where $F$ has more than one element.

If $x$ belongs to $L_{0}$, since the sequence $\left(\rho_{n}\right)$ is discriminating, we have $\rho_{n}(x) \neq 1$ for $n$ large. Since $\tau_{f(n)}: \Gamma \rightarrow \Gamma$ is injective, we have $\tau_{f(n)} \circ \rho_{n}(x)=r_{n}(x) \neq 1$. Now, suppose that $x$ does not belong to $L_{0}$. Then $x$ can be written as $x=y_{1} z^{n_{1}} y_{2} z^{n_{2}} \cdots y_{k} z^{n_{k}}$ with $k \geq 1, y_{i} \in L \backslash S_{0}$ and $n_{i} \neq 0$ for all $1 \leq i \leq k$ (except possibly $n_{k}$, which can be zero). Note that $S_{0}$ is the normalizer of $C$ in $L_{0}$. It follows from this observation that for $n$ sufficiently large, $\rho_{n}\left(y_{i}\right)$ does not belong to $N_{\Gamma}(C)=\langle C, z\rangle$. We can therefore write $\rho_{n}\left(y_{i}\right)$ as a product $a_{i, 1} z^{\ell_{i, 1}} a_{i, 2} z^{\ell_{i, 2}} \cdots a_{i, q_{i}} z^{\ell_{i, q_{i}}}$ with $q_{i} \geq 1, a_{i, j} \in A \backslash C$ for all $1 \leq j \leq q_{i}$ and $\ell_{i, j} \neq 0$ for all $1 \leq j \leq q_{i}-1$ (the integer $\ell_{i, q_{i}}$ can be zero). So $r_{n}\left(y_{i}\right)$ can be written as a reduced form as follows

$$
r_{n}\left(y_{i}\right)=\tau_{f(n)} \circ \rho_{n}\left(y_{i}\right)=a_{i, 1} z^{\ell_{i, 1} f(n)} a_{i, 2} z^{\ell_{i, 2} f(n)} \cdots a_{i, q_{i}} z^{\ell_{i, q_{i}} f(n)}
$$

To prove that $r_{n}(x)$ is non-trivial, it suffices to prove that the word obtained by concatenating the reduced forms of $r_{n}\left(y_{i}\right)$ and $z^{n_{i}}$ is still in reduced form in the splitting $\Gamma=A *_{C}$ with stable letter $z$, i.e. is of the form $r_{n}(x)=u_{1} z^{k_{1}} u_{2} z^{k_{2}} \cdots u_{M} z^{k_{M}}$ with $M \geq 2, k_{i} \neq 0$ and $u \in A \backslash C$ (except maybe $k_{M}=0$ and $u_{1} \in C$ ). Let's look at the subword at the junction of $r_{n}\left(y_{i}\right), z^{n_{i}}$ and $r_{n}\left(y_{i+1}\right)$, for $1 \leq i<k$. This subword is of the form $a_{i, q_{i}} z^{\ell_{i, q_{i}} f(n)} z^{n_{i}} a_{i+1,1}$. Since $i<k$, the integer $n_{i}$ is not zero. We distinguish two possibilities: either $\ell_{i, q_{i}}=0$, in which case there is nothing to be done, or $\ell_{i, q_{i}} \neq 0$, in which case we can choose $f(n)$ large enough so that $\ell_{i, q_{i}} f(n)+n_{i} \neq 0$.

As a conclusion, $f(n)$ can be chosen sufficiently large so that $r_{n}(x) \neq 1$, and the same proof is still valid if one replaces the singleton $\{x\}$ by a finite subset of $L \backslash\{1\}$. Hence, the sequence of retractions $\left(r_{n}: L \rightarrow \Gamma\right)$ is discriminating.
B. The dihedral case. Suppose that $N_{G}(C)$ is of dihedral type. Let us begin with an easy lemma about $D_{\infty}$-limit groups.

Lemma 6.19. Let $L$ be a group. Suppose that $\operatorname{Th}_{\forall}\left(D_{\infty}\right) \subset \operatorname{Th}_{\forall}(L)$. Then, either $L$ is torsion-free abelian, or $L$ is a semi-direct product $Z \rtimes\langle w\rangle$ with $Z$ torsion-free abelian, and $w$ an element of order 2 acting by -id on $Z$.

Proof. The universal sentence $\forall x \forall y\left(\left(x^{2} \neq 1\right) \wedge\left(y^{2} \neq 1\right) \wedge(x y \neq 1)\right) \Rightarrow\left((x y)^{2} \neq 1\right)$, which is satisfies by $D_{\infty}$, express the fact that the $\forall$-definable subset of $D_{\infty}$ composed of all elements of order $>2$ is a subgroup (if one adds 1). Moreover, one can express by means of universal sentences that this subgroup is torsion-free abelian, and has index at most 2. Therefore, any group $L$ such that $\operatorname{Th}_{\forall}\left(D_{\infty}\right) \subset \operatorname{Th}_{\forall}(L)$ contains a torsion-free abelian subgroup of index at most 2 . It follows that if $L$ is not torsion-free abelian, then it splits as a semi-direct product $Z \rtimes\langle w\rangle$ with $Z$ torsion-free abelian, and $w$ of order 2 . Last, the action of $w$ on $Z$ is described by the following universal sentence, satisfied by $D_{\infty}$ :

$$
\forall x \forall y\left((x \neq 1) \wedge\left(x^{2}=1\right) \wedge\left(y^{2} \neq 1\right)\right) \Rightarrow\left(x y x^{-1}=y^{-1}\right)
$$

This concludes the proof of Lemma 6.19.
Since $N_{G}(C)$ is of dihedral type, it follows from the lemma above that $S$ is an extension

$$
1 \rightarrow C \rightarrow S \stackrel{\chi}{\rightarrow} V \rtimes \mathbb{Z}_{2} \rightarrow 1
$$

with $V \simeq \mathbb{Z}^{m}$ such that $\chi(z) \in V$, for some integer $m$. We claim that $\chi(z)$ has no root in $V$. This element can be written as $\chi(z)=v^{j}$ for some element $v \in V$ with no proper root, and some integer $j \neq 0$. We will prove that $j= \pm 1$. Each homomorphism $\rho_{n \mid S}: S \rightarrow G$ induces a homomorphism $\bar{\rho}_{n}: V \rightarrow\langle t\rangle$. For every integer $n \geq n_{0}$, we have $\bar{\rho}_{n}(v)^{j}=t^{p_{n}}$. It follows that $j$ divides $p_{n}$, for every $n \geq n_{0}$. Since $\left(p_{n}\right)$ is a strictly increasing sequence of prime numbers, $j= \pm 1$.

Let $\left\{z_{1}, z_{2}, \ldots, z_{r}\right\} \subset S$ be a finite set, with $z_{1}=z$, such that $\left\{\chi\left(z_{1}\right), \ldots, \chi\left(z_{r}\right)\right\}$ is a basis of $V$. Before we construct the retraction $r_{n}: L \rightarrow \Gamma$, we need a splitting of $L$. Let $v$ denote the vertex of $\Delta$ whose stabilizer is $S$. We refine $\Delta$ by replacing $v$ by the decomposition $S=S_{1} *_{S_{0}} S_{2}$ where $S_{0}=\left\langle C, z_{2}, \ldots, z_{r}\right\rangle, S_{1}=S_{0} \rtimes\langle a\rangle$ and $S_{2}=S_{0} \rtimes\langle b\rangle$ with $b=z a$ (where $a$ and $b$ have been defined above). Note that any edge adjacent to $v$ in $\Delta$ has a stabilizer contained in a conjugate of $S_{1}$ or $S_{2}$ in $S$. We refine $\Delta$ by replacing $v$ by this splitting of $S$. Let $\Delta^{\prime}$ denote this new decomposition of $U$ as a graph of groups. Then, consider a JSJ decomposition of $L$ relative to $U$ over finite groups, and let $\Lambda$ denote the decomposition of $L$ obtained from this JSJ splitting by replacing the vertex fixed by $U$ with the splitting $\Delta^{\prime}$ of $U$. Then, collapsing edges if necessary, we obtain a decomposition of $L$ of the form

$$
L=L_{1} *_{S_{1}} * S *_{S_{2}} L_{2} \quad \text { our } \quad L=\left(L_{1} *_{S_{1}} * S\right) *_{S_{2}}
$$

First case: $L=L_{1} * S_{1} * S * S_{2} L_{2}$. The group $L$ can also be decomposed as $L=L_{1} * S_{0} L_{2}$. We will suppose that $\Gamma=A *_{C} B$, with $C$ is strictly contained in $A$ and in $B$. The proof is similar in the case where $\Gamma=A *_{C}$ (left to the reader).

Since $A$ and $B$ are elliptic in the decomposition $L=L_{1} *_{S_{0}} L_{2}$, and since $z$ has a translation length equal to 2 , one can suppose without loss of generality that $A \subset L_{1}$ et $B \subset L_{2}$.

Recall that the morphism $\rho_{n}$ coincides with the identity on $A$ and with the inner automorphism $\operatorname{ad}\left(\delta_{n}\right)$ on $B$, with $\delta_{n} \in D\left(N_{\Gamma}(C)\right)=\left\langle z^{2 K!}\right\rangle$. Set $\delta=z^{2 K!}$, so that
$\delta_{n}=\delta^{\lambda_{n}}=z^{2 K!\lambda_{n}}$ for a certain integer $\lambda_{n} \neq 0$ (which goes to infinity as $n$ goes to infinity.

We denote by $\tau_{n}$ the endomorphism of $\Gamma$ defined by $\tau_{n}=\mathrm{id}$ on $A$ and $\tau_{n}=\operatorname{ad}\left(\delta^{n}\right)$ on $B$ (well-defined since $\delta$ centralizes $C$ ). Let $f: \mathbb{N} \rightarrow \mathbb{N}$ be a strictly increasing function that will be specified later. The homomorphism $\tau_{f(n)} \circ \rho_{n}: L \rightarrow \Gamma$ coincides with $\operatorname{ad}\left(\tau_{f(n)}\left(\delta_{n}\right) \delta^{f(n)}\right)$ on $B$. Let $\gamma_{n}=\tau_{f(n)}\left(\delta_{n}\right) \delta^{f(n)}$. An easy calculation shows that $\gamma_{n}=z^{\mu_{n}}$ where $\mu_{n}=$ $2 K!\lambda_{n}(1+4 K!f(n))+2 K!f(n)$.

Let us define $r_{n}$ on $L$ by $r_{n}=\tau_{f(n)} \circ \rho_{n}$ on $L_{1}$ and $r_{n}=\operatorname{ad}\left(\gamma_{n}^{-1}\right) \circ \tau_{f(n)} \circ \rho_{n}$ on $L_{2}$. Note that $r_{n}$ is a retraction from $L$ onto $\Gamma=A *_{C} B$ (well-defined since $\gamma_{n}$ centralizes $S_{0}$ ). Let us summarize the properties of $r_{n}$.

$$
\begin{aligned}
& r_{n}(a)=a \\
& r_{n}(b)=b \\
& r_{n}(z)=z \\
& r_{n \mid S_{0}}=\tau_{f(n)} \circ \rho_{n \mid S_{0}} \\
& r_{n \mid L_{1}}=\tau_{f(n)} \circ \rho_{n \mid L_{1}} \\
& r_{n \mid L_{2}}=\operatorname{ad}\left(\gamma_{n}^{-1}\right) \circ \tau_{f(n)} \circ \rho_{n \mid S_{0}}
\end{aligned}
$$

To conclude, we will prove that the sequence $\left(r_{n}: L \rightarrow \Gamma\right)$ is discriminating provided that the sequence $(f(n))$ is properly chosen. Let us consider the decompositions

$$
L=L_{1} *_{S_{1}} * S *_{S_{2}} L_{2} \quad \text { and } \quad \Gamma=A *_{C_{1}} * N *_{C_{2}} B
$$

where $C_{1}$ and $C_{2}$ are overgroups of $C$ of index 2 . More precisely, $C_{1}=\langle C, a\rangle$ and $C_{2}=$ $\langle C, b\rangle$ where $a$ and $b$ denote two elements of order 2 modulo $C$ such that $z=b a$.

The sequences $\left(r_{n \mid L_{1}}\right)$ and $\left(r_{n \mid L_{2}}\right)$ are both discriminating since the sequence $\left(\rho_{n}\right)$ is discriminatig and since the homomorphisms $\tau_{f(n)}$ are injective. We claim that the sequence $\left(r_{n \mid S}\right)$ is discriminating as well. Let $F \subset S \backslash\{1\}$ be a finite set. For simplicity, we suppose that $F=\{s\}$, the proof being identical in the case where $F$ has more than one element. This element $s$ can be written as $s=z^{k} s_{0} a^{\varepsilon} \bmod C$ with $k \in \mathbb{Z}, s_{0} \in S_{0}$ and $\varepsilon \in\{0,1\}$, where $a$ is an element of order 2 modulo $C$ such that $S_{1}=\left\langle S_{0}, a\right\rangle$. We distinguish two cases. If $\varepsilon=1$, then $s z s^{-1}=z^{-1} \bmod C$, and this relation is preserved by $r_{n}$, so $r_{n}(s)$ is non-trivial. If $\varepsilon=0$, either $s_{0}$ has finite order, in which case there is nothing to be done, or $s_{0}$ has infinite order, in which case $\rho_{n}\left(s_{0}\right)$ has infinite order for $n$ large enough. Then $\rho_{n}\left(s_{0}\right)=z^{\ell_{n}} \bmod C$ with $\ell_{n} \neq 0$, so $r_{n}\left(s_{0}\right)=\tau_{f(n)} \circ \rho_{n}\left(s_{0}\right)=z^{\ell_{n}(1+4 K!f(n))} \bmod C$. For $f(n)$ large enough, the element $r_{n}(s)$ has infinite order. Hence, the sequence $\left(r_{n \mid S}\right)$ is discriminating. It remains to prove that $\left(r_{n}\right)$ is discriminating.

Let $x \in L$ be a non-trivial element. We will prove that $r_{n}(x)$ is non-trivial for $n$ large enough, by appropriately choosing the sequence of integers $(f(n))$. If $x$ belongs to a conjugate of one of the vertex groups of the graph of groups $L=L_{1} * S_{1} * S *_{S_{2}} L_{2}$, then $r_{n}(x) \neq 1$ by the previous paragraph. From now on, we assume that $x$ is not elliptic in this decomposition. Let us write $x$ as a non-trivial reduced word $x_{1} s_{1} x_{2} s_{2} x_{3} \cdots$ in the graph of groups $L=L_{1} *_{S_{1}} * S *_{S_{2}} L_{2}$, with $x_{i} \in L_{1}$ or $L_{2}$ and $s_{i} \in S$. By definition of a reduced word, the following three conditions hold.

- $x_{i}$ does not belong to $S_{1}=\left\langle S_{0}, a\right\rangle$ or $S_{2}=\left\langle S_{0}, b\right\rangle$.
- If $x_{i}$ and $x_{i+1}$ are both in $L_{1}$, then $s_{i}$ does not belong to $S_{1}$.
- If $x_{i}$ and $x_{i+1}$ are both in $L_{2}$, then $s_{i}$ does not belong to $S_{2}$.

We will prove that $r_{n}(x)$ can be written as a non-trivial reduced word in the graph of groups $\Gamma=A *_{C_{1}} N *_{C_{2}} B$, which implies that $r_{n}(x) \neq 0$. Note first that $r_{n}\left(s_{i}\right)$ belongs to $N$ since $S=N_{L}(C)$. Each element $r_{n}\left(x_{i}\right)$ can be decomposed as a reduced word $w_{i}$ in the graph of groups $\Gamma=A *_{C_{1}} N *_{C_{2}} B$. Let us consider the concatenation of these reduced words $w=w_{1} r_{n}\left(s_{1}\right) w_{2} r_{n}\left(s_{2}\right) w_{3} \cdots$. We will prove that $w$ is (almost) a reduced word in the decomposition $\Gamma=A *_{C_{1}} N *_{C_{2}} B$. The subwords of $x$ (viewed as a non-trivial reduced word in $L_{1} *_{S_{1}} * S *_{S_{2}} L_{2}$ ) are of one of the following three forms.

- Case I: $x_{i} s_{i} x_{i+1}$ with $x_{i}, x_{i+1} \in L_{1}\left(\right.$ or $\left.L_{2}\right)$.
- Case II: $x_{i} s_{i} x_{i+1}$ with $x_{i} \in L_{1}$ and $x_{i+1} \in L_{2}$ (or $x_{i} \in L_{2}$ and $x_{i+1} \in L_{1}$ ).
- Case III: $s_{i} x_{i} s_{i+1}$ with $x_{i} \in L_{1}$ (or $L_{2}$ ).

In each case, we will see that the corresponding subword $w_{i} r_{n}\left(s_{i}\right) w_{i+1}$ or $r_{n}\left(s_{i}\right) w_{i} r_{n}\left(s_{i+1}\right)$ of $w$ is (almost) reduced.

Case I. Let $x_{i} s_{i} x_{j}$ be a subword of $x$ with $s_{i} \in S$ and $x_{i}, x_{j} \in L_{1}$, where $j=i+1$ (the case $x_{i}, x_{j} \in L_{2}$ is identical). Since $x$ is reduced, $s_{i}$ does not belong to $S_{1}=\left\langle S_{0}, a\right\rangle$, so $s_{i}=z^{k} s_{0} a^{\varepsilon} \bmod C$ with $k \neq 0, s_{0} \in S_{0}$ and $\varepsilon \in\{0,1\}$. We have

$$
r_{n}\left(s_{i}\right)=z^{k+\ell_{n}(1+4 K!f(n))} a^{\varepsilon} \quad \bmod C
$$

where $\ell_{n}$ denotes the integer such that $\rho_{n}\left(s_{0}\right)=z^{\ell_{n}}$ (modulo $C$ ).
Then, let us decompose $r_{n}\left(x_{i}\right)$ and $r_{n}\left(x_{j}\right)$ as reduced words in $\Gamma=A *_{C_{1}} N *_{C_{2}} B$, where $C_{1}=\langle C, a\rangle$ et $C_{2}=\langle c, b\rangle$. First, we decompose $\rho_{n}\left(x_{i}\right)$ as a reduced word whose first and last letters belong to $N$. This word ends with $y_{i, n} n_{i, n}$ where $n_{i, n} \in N$ and $y_{i, n} \in A \backslash C_{1}$ or $y_{i, n} \in B \backslash C_{2}$. The element $n_{i, n}$ can be written as $n_{i, n}=z^{k_{i, n}} a^{\varepsilon_{i, n}} \bmod C$ with $k_{i, n} \in \mathbb{Z}$ and $\varepsilon_{i, n} \in\{0,1\}$. We decompose $\rho_{n}\left(x_{j}\right)$ in the same way. The corresponding reduced word begin with $n_{j, n} y_{j, n}$, where $n_{j, n} \in N$ and $y_{j, n} \in A \backslash C_{1}$ ou $B \backslash C_{2}$. Again, $n_{j, n}$ can be written as $n_{j, n}=z^{k_{j, n}} a^{\varepsilon_{j, n}} \bmod C$ where $k_{j, n} \in \mathbb{Z}$ and $\varepsilon_{j, n} \in\{0,1\}$. So we have
$\tau_{f(n)}\left(n_{i, n}\right)=z^{k_{i, n}(1+4 K!f(n))} a^{\varepsilon_{i, n}} \quad \bmod C \quad$ and $\quad \tau_{f(n)}\left(n_{j, n}\right)=z^{k_{j, n}(1+4 K!f(n))} a^{\varepsilon_{j, n}} \quad \bmod C$.
Subcase $i$. Suppose that $y_{i, n}$ and $y_{j, n}$ are both in $A$. At the junction of the concatenation of the reduced forms of $r_{n}\left(x_{i}\right), r_{n}\left(s_{i}\right)$ and $r_{n}\left(x_{j}\right)$, we see the subword

$$
y_{i, n} \omega_{n} y_{j, n}, \text { with } \omega_{n}=\tau_{f(n)}\left(n_{i, n}\right) r_{n}\left(s_{i}\right) \tau_{f(n)}\left(n_{j, n}\right)
$$

We have to prove that one can choose $f(n)$ so that $\omega_{n}$ does not belong to $C_{1}=\langle C, a\rangle$. Any easy calculation shows that

$$
\omega=z^{R_{n}} a^{\varepsilon_{i, n}+\varepsilon+\varepsilon_{j, n}}
$$

where $R_{n}$ is of the form

$$
R_{n}= \pm k+(1+4 K!f(n)) D
$$

for some integer $D$. Since the integer $k$ is not zero, one can always choose $f(n)$ in such a way that $R_{n}$ is non-zero. This concludes the first subcase.

Subcase ii. Suppose that $y_{i, n}$ and $y_{j, n}$ are both in $B$. Then

$$
\tau_{f(n)}\left(y_{i, n}\right)=\delta^{f(n)} y_{i, n} \delta^{-f(n)} \quad \text { and } \quad \tau_{f(n)}\left(y_{j, n}\right)=\delta^{f(n)} y_{j, n} \delta^{-f(n)}
$$

By concatenating $r_{n}\left(x_{i}\right), r_{n}\left(s_{i}\right)$ and $r_{n}\left(x_{j}\right)$, we see the subword

$$
y_{i, n} \delta^{-f(n)} z^{R_{n}} a^{\varepsilon_{i, n}+\varepsilon+\varepsilon_{j, n}} \delta^{f(n)} y_{j, n}=y_{i, n} z^{R_{n}^{\prime}} a^{\varepsilon_{i, n}+\varepsilon+\varepsilon_{j, n}} y_{j, n}
$$

where

$$
R_{n}^{\prime}=R_{n}-2 K!f(n)\left(1+(-1)^{\varepsilon_{i, n}+\varepsilon+\varepsilon_{j, n}+1}\right)
$$

Let us prove that the subword $z^{R_{n}^{\prime}} a^{\varepsilon_{i, n}+\varepsilon+\varepsilon_{j, n}}$ does not belong to $C_{2}=\langle C, b\rangle$. First, observe that this subword belongs to $C_{2}$ if and only if one of the following two conditions holds:

- $R_{n}^{\prime}=0$ and $\varepsilon_{i, n}+\varepsilon+\varepsilon_{j, n}=0 \bmod 2$, in which case $z^{R_{n}^{\prime}} a^{\varepsilon_{i, n}+\varepsilon+\varepsilon_{j, n}}=1 \bmod C$, or
- $R_{n}^{\prime}=1$ and $\varepsilon_{i, n}+\varepsilon+\varepsilon_{j, n}=1 \bmod 2$, in which case $z^{R_{n}^{\prime}} a^{\varepsilon_{i, n}+\varepsilon+\varepsilon_{j, n}}=b \bmod C$.

In the first case $R_{n}^{\prime}=R_{n}$ and we saw in the first subcase that $f(n)$ can be chosen large enough so that $R_{n} \neq 0$ (because $k \neq 0$ ). In the second case,

$$
\begin{aligned}
R_{n}^{\prime} & =R_{n}-4 K!f(n) \\
& = \pm k+(1+4 K!f(n))\left(k_{i, n} \pm \ell_{n} \pm k_{j, n}\right)-4 K!f(n)
\end{aligned}
$$

so

$$
R_{n}^{\prime}=1 \Leftrightarrow \pm k+(1+4 K!f(n))\left(k_{i, n} \pm \ell_{n} \pm k_{j, n}-1\right)=0 .
$$

But $k$ is non-zero, so $f(n)$ can be chosen sufficiently large so that the previous equality does not hold.

Subcase iii. If $y_{i, n} \in A$ and $y_{j, n} \in B$, or $y_{i, n} \in B$ and $y_{j, n} \in A$, there is nothing to be done.

Case II. Let us consider the subword $x_{i} s_{i} x_{j}$ of $x$ (viewed as word) with $x_{i} \in L_{1}, s_{i} \in S$ and $x_{j} \in L_{2}$ (the case where $x_{i} \in L_{2}$ and $x_{j} \in L_{1}$ can be tackled in exactly the same way), where $j=i+1$. The element $s_{i}$ can be decomposed as $s_{i}=z^{k} s_{0} a^{\varepsilon} \bmod C$ with $k \in \mathbb{Z}$ (note that $k$ may be zero here), $s_{0} \in S_{0}$ and $\varepsilon \in\{0,1\}$. So we have

$$
r_{n}\left(s_{i}\right)=z^{k+\ell_{n}(1+4 K!f(n))} a^{\varepsilon} \quad \bmod C
$$

where $\ell_{n}$ is the integer such that $\rho_{n}\left(s_{0}\right)=z^{\ell_{n}}$. Then, as above, we decompose $r_{n}\left(x_{i}\right)$ and $r_{n}\left(x_{j}\right)$ as reduced words in the decomposition $\Gamma=A *_{C_{1}} N *_{C_{2}} B$. With the same notations, we have
$\tau_{f(n)}\left(n_{i, n}\right)=z^{k_{i, n}(1+4 K!f(n))} a^{\varepsilon_{i, n}} \quad \bmod C \quad$ et $\quad \tau_{f(n)}\left(n_{j, n}\right)=z^{k_{j, n}(1+4 K!f(n))} a^{\varepsilon_{j, n}} \quad \bmod C$.
As in Case I, there are three subcases because $y_{i, n}$ and $y_{j, n}$ may be in $A$ or in $B$. We will suppose that $y_{i, n} \in A$ and $y_{j, n} \in A$. The reader can check that the three other cases can be solved in the same manner.

By concatenating the words corresponding to $r_{n}\left(x_{i}\right), r_{n}\left(s_{i}\right)$ and $r_{n}\left(x_{j}\right)$, we see the subword

$$
y_{i, n} \tau_{f(n)}\left(n_{i, n}\right) r_{n}\left(s_{i}\right) z^{-\mu_{n}} \tau_{f(n)}\left(n_{j, n}\right) y_{j, n}=y_{i, n} z^{R_{n}} a^{\varepsilon_{i, n}+\varepsilon+\varepsilon_{j, n}} y_{j, n},
$$

where

$$
\begin{aligned}
R_{n} & =k_{i, n}(1+4 K!f(n))+(-1)^{\varepsilon_{i, n}}\left(k+\ell_{n}(1+4 K!f(n))\right)+(-1)^{\varepsilon_{i, n}+\varepsilon}\left(k_{j, n}(1+4 K!f(n))-\mu_{n}\right) \\
& = \pm k+(1+4 K!f(n))\left(k_{i, n} \pm \ell_{n} \pm k_{j, n}\right) \pm \mu_{n} \\
& = \pm k+2 K!f(n)\left(2 \alpha_{n} \pm 4 K!\lambda_{n} \pm 1\right)+\left(\alpha_{n} \pm 2 K!\lambda_{n}\right) .
\end{aligned}
$$

where $\alpha_{n}=k_{i, n} \pm \ell_{n} \pm k_{j, n}$ and $\mu_{n}=(1+4 K!f(n)) 2 K!\lambda_{n}+2 K!f(n)$. The integer $\mu_{n}$ comes from the fact that $r_{n}=\operatorname{ad}\left(z^{-\mu_{n}}\right) \circ \tau_{f(n)} \circ \rho_{n}$ on $\left.L_{2}\right)$. We claim that $f(n)$ can be chosen in such a way that $z^{R_{n}} a^{\varepsilon_{i, n}+\varepsilon+\varepsilon_{j, n}} \notin C_{1}=\langle C, a\rangle$. Indeed, for $f(n)$ large enough, $R_{n} \neq 0$ since $2 \alpha_{n} \pm 4 K!\lambda_{n} \pm 1$ is odd so non-zero.

Case III. Consider a subword $s_{i} x_{i} s_{j}$ with $s_{i}, s_{j} \in S$ and $x_{i} \in L_{1}$ (or $x_{i} \in L_{2}$ ), where $j=i+1$.

Since the word representing $x$ is reduced, $x_{i}$ does not belong to $S$, so $\rho_{n}\left(x_{i}\right)$ does not belong to $N$. Hence, the decomposition of $\rho_{n}(x)$ as a reduced word in $\Gamma=A *_{C_{1}} N *_{C_{2}} B$ is of the form $n_{1} y_{1} \cdots y_{r} n_{r}$ with $r \geq 1, y_{k} \in A \backslash C$ or $B \backslash C$, and $n_{1}, n_{r} \in N$ (maybe zero), so there is nothing to be done.

We will use Lemma 6.17 to prove Theorem 6.16.
6.2.3. Proof of Theorem 6.16. Let $G$ be a hyperbolic group. Suppose that $G$ splits over a finite subgroup $C$ whose normalizer $N$ is virtually cyclic. Let $\Gamma=G *_{N} N^{\prime}$ be a legal small extension of $G$. We shall prove that $\operatorname{Th}_{\forall \exists}(G)=\operatorname{Th}_{\forall \exists}(\Gamma)$. By Lemma 6.20 below, it suffices to prove that $\operatorname{Th}_{\forall \exists}(G) \subset \operatorname{Th}_{\forall \exists}(\Gamma)$.

Lemma 6.20. Let $G$ be a hyperbolic group. Suppose that $G$ splits over a finite subgroup $C$ whose normalizer $N$ is virtually cyclic. Let $\Gamma=G *_{N} N^{\prime}$ be a legal small extension of $G$. Then $G$ is a legal small extension of $\Gamma$ (viewed as abstract groups).

Proof. There exists an injective twist $\varphi: \Gamma \rightarrow G \subset \Gamma$ (one can take any homomorphism of the small test sequence $\left(\varphi_{n}: \Gamma \rightarrow G\right)_{n \in \mathbb{N}}$ whose existence was proved above). Let $N^{\prime \prime}=N_{\varphi(\Gamma)}(C)$. The group $G$ can be decomposed as $G=\varphi(\Gamma) *_{N^{\prime \prime}} N$. The inclusion of $N^{\prime \prime}$ into $N$ is legal, an there exists a legal embedding of $N$ into $N^{\prime \prime}$ (for example $\iota^{\prime} \circ \iota$, with the same notations as above).

Before proving Theorem 6.16, we prove that Lemma 6.17 remains true, more generally, if one replaces the system of equations and inequations by a boolean combination of equations and inequations.

Corollary 6.21. Let $\Gamma$ be a legal small extension of $G$, and let $\left(\varphi_{n}: \Gamma \rightarrow G\right)_{n \in \mathbb{N}}$ be a small test sequence. Let

$$
\bigvee_{k=1}^{N}\left(\Sigma_{k}(\boldsymbol{x}, \boldsymbol{y})=1 \wedge \Psi_{k}(\boldsymbol{x}, \boldsymbol{y}) \neq 1\right)
$$

be a disjunction of systems of equations and inequations, where $\boldsymbol{x}$ is a p-tuple of variables and $\boldsymbol{y}$ is a $q$-tuple of variables. Let $\gamma \in \Gamma^{p}$. Suppose that $G$ satisfies the following condition: for every integer $n$, there exists $\boldsymbol{g}_{n} \in G^{q}$ such that

$$
\bigvee_{k=1}^{N}\left(\Sigma_{k}\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}\right)=1 \wedge \psi_{k}\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}\right) \neq 1\right)
$$

Then there exists $\gamma^{\prime} \in \Gamma^{q}$ such that

$$
\bigvee_{k=1}^{N}\left(\Sigma_{k}\left(\gamma, \gamma^{\prime}\right)=1 \wedge \Psi_{k}\left(\gamma, \gamma^{\prime}\right) \neq 1\right)
$$

Proof. Up to extracting a subsequence of $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$ (which is still a test sequence), one can assume that there exists an integer $1 \leq k \leq N$ such that, for every integer $n$, there exits $\boldsymbol{g}_{n} \in G^{q}$ such that $\Sigma_{k}\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}\right)=1$ and $\Psi_{k}\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}\right) \neq 1$. Proposition 6.17 applies and asserts the existence of a tuple $\gamma^{\prime} \in \Gamma^{q}$ satisfying $\Sigma_{k}\left(\gamma, \gamma^{\prime}\right)=1$ and $\Psi_{k}\left(\gamma, \gamma^{\prime}\right) \neq 1$, which concludes the proof.

We now prove Theorem 6.16.
Proof. According to Lemma 6.20, it suffices to prove that $\operatorname{Th}_{\forall \exists}(G) \subset \operatorname{Th}_{\forall \exists}(\Gamma)$. Let $\theta$ be a $\forall \exists$-sentence such that $G \models \theta$. Let us prove that $\Gamma \models \theta$. The sentence $\theta$ has the following form:

$$
\theta: \forall \boldsymbol{x} \exists \boldsymbol{y} \bigvee_{k=1}^{N}\left(\Sigma_{k}(\boldsymbol{x}, \boldsymbol{y})=1 \wedge \Psi_{k}(\boldsymbol{x}, \boldsymbol{y}) \neq 1\right)
$$

where $\boldsymbol{x}$ is a $p$-tuple of variables and $\boldsymbol{y}$ is a $q$-tuple of variables. Let $\gamma$ a $p$-tuple of elements of $\Gamma$. For every integer $n$, there exists $\boldsymbol{g}_{n} \in G^{q}$ such that

$$
G \models \bigvee_{k=1}^{N}\left(\Sigma_{k}\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}\right)=1 \wedge \Psi_{k}\left(\varphi_{n}(\gamma), \boldsymbol{g}_{n}\right) \neq 1\right)
$$

By Lemma 6.21, there exists $\gamma^{\prime} \in \Gamma^{q}$ such that

$$
\Gamma \models \bigvee_{k=1}^{N}\left(\Sigma_{k}\left(\gamma, \gamma^{\prime}\right)=1 \wedge \Psi_{k}\left(\gamma, \gamma^{\prime}\right) \neq 1\right)
$$

Hence, $\Gamma \models \theta$.

$$
\text { 7. Proof of }(5) \Rightarrow(1)
$$

We are now ready to prove the implication $(5) \Rightarrow(1)$ of Theorem 1.23. In fact, we prove a stronger result, since we only assume that $G$ and $G^{\prime}$ are hyperbolic.

Theorem 7.1 (Implication (5) $\Rightarrow(1)$ of Theorem 1.23). Let $G, G^{\prime}$ be two hyperbolic groups. Suppose that there exist two multiple legal extensions $\Gamma$ and $\Gamma^{\prime}$ of $G$ and $G^{\prime}$ respectively, such that $\Gamma \simeq \Gamma^{\prime}$. Then $\operatorname{Th}_{\forall \exists}(G)=\operatorname{Th}_{\forall \exists}\left(G^{\prime}\right)$.

Proof. By definition of a multiple legal extension, there exists a finite sequence of groups $G=G_{0} \subset G_{1} \subset \cdots \subset G_{n} \simeq \Gamma$ where $G_{i+1}$ is a legal large or small extension of $G_{i}$ in the sense of Definitions 1.6 or 1.13 , for every integer $0 \leq i \leq n-1$. According to Theorems 1.9 and 1.14, we have $\operatorname{Th}_{\forall \exists}\left(G_{i}\right)=\operatorname{Th}_{\forall \exists}\left(G_{i+1}\right)$, for every $0 \leq i \leq n-1$. Thus, $G$ and $\Gamma$ have the same $\forall \exists$-theory. Similarly, $G^{\prime}$ and $\Gamma^{\prime}$ have the same $\forall \exists$-theory. But $\Gamma$ and $\Gamma^{\prime}$ are isomorphic, so $\operatorname{Th}_{\forall \exists}(\Gamma)=\operatorname{Th}_{\forall \exists}\left(\Gamma^{\prime}\right)$. Hence, $G$ and $G^{\prime}$ have the same $\forall \exists$-theory.

## 8. Proof of $(4) \Rightarrow(5)$

This section is dedicated to a proof of the implication $(4) \Rightarrow(5)$ of Theorem 1.23 , that is the following result.

Proposition 8.1 (Implication $(4) \Rightarrow(5)$ of Theorem 1.23). Let $G$ and $G^{\prime}$ be two virtually free groups. Suppose that there exist two strongly special homomorphisms $\varphi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}: G^{\prime} \rightarrow G$. Then, there exist two multiple legal extensions $\Gamma$ and $\Gamma^{\prime}$ of $G$ and $G^{\prime}$ respectively, such that $\Gamma \simeq \Gamma^{\prime}$.

While in the previous sections we stated and proved results in the general context of hyperbolic groups (with torsion), the present section is specific to virtually free groups. However, we believe that the construction of multiple legal extensions should play a role in a classification of hyperbolic groups up to elementary equivalence as well.

There are, in brief, three increasing levels of complexity in the proof of Proposition 8.1 above.
(1) We assume that all edge groups in reduced Stallings splittings of $G$ and $G^{\prime}$ are equal. In other words, we suppose that there is only one cylinder in these splittings (see paragraph 2.7 for the definition of a cylinder). We refer the reader to Corollary 8.37.
(2) We assume that all edge groups in reduced Stallings splittings $T$ and $T^{\prime}$ of $G$ and $G^{\prime}$ have the same cardinality. The importance of the previous point appears when one considers the trees of cylinders $T_{c}$ and $T_{c}^{\prime}$ of $T$ and $T^{\prime}$ (see paragraph 2.7 for the definition of the tree of cylinders). See Proposition 8.43.
(3) In the general case, different cardinalities of edge groups may coexist in reduced Stallings splittings of $G$ and $G^{\prime}$. The proof of Proposition 8.1 is by induction on the number of edges in reduced Stallings splittings of $G$ and $G^{\prime}$. By carefully collapsing certain edges, we can assume that there is only one cardinality of edge groups in the splittings we consider, and we can use the same techniques as in the second point above.
As usual, we denote by $K_{G}$ the maximal order of a finite subgroup of $G$. Note that, under the hypotheses of Proposition 8.1, the integers $K_{G}$ and $K_{G^{\prime}}$ are equal, because strongly special morphisms are injective on finite subgroups. We define $K:=K_{G}=K_{G^{\prime}} \geq 1$. Note that this integer is preserved by legal extensions. In the sequel, we assume that the maximal order of a finite subgroup in all virtually free groups we consider is at most equal to $K$.

Before proving Proposition 8.1, we need to introduce new definitions and to prove some lemmas.

### 8.1. Preliminaries.

### 8.1.1. Strongly special pair of homomorphisms.

Definition 8.2. Let $G$ and $G^{\prime}$ be two groups. Given two morphisms $\varphi, \varphi^{\prime} \in \operatorname{Hom}\left(G, G^{\prime}\right)$, we use the notation $\varphi \sim \varphi^{\prime}$ if, for every finite subgroup $C$ of $G$, there exists an element $g^{\prime} \in G^{\prime}$ such that $\varphi^{\prime}=\operatorname{ad}\left(g^{\prime}\right) \circ \varphi$ on $C$.

Definition 8.3. Let $G$ and $G^{\prime}$ be two groups. Let $\varphi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}: G^{\prime} \rightarrow G$ be two homomorphisms. The pair $\left(\varphi, \varphi^{\prime}\right)$ is said to be strongly special if the following two conditions hold.
(1) $\varphi$ and $\varphi$ are strongly special.
(2) $\varphi^{\prime} \circ \varphi \sim \operatorname{id}_{G}$ and $\varphi \circ \varphi^{\prime} \sim \operatorname{id}_{G^{\prime}}$.

Note that if $\varphi: G \rightarrow G^{\prime}$ and $\varphi: G^{\prime} \rightarrow G$ are both strongly special, then $\varphi^{\prime} \circ \varphi$ is strongly special. As a consequence, taking $\psi=\varphi$ and $\psi^{\prime}=\varphi^{\prime} \circ\left(\varphi \circ \varphi^{\prime}\right)^{k}$ for a suitable $k$, one gets the following result.

Lemma 8.4. Let $G$ and $G^{\prime}$ be two groups. Let $\varphi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}: G^{\prime} \rightarrow G$ be two strongly special homomorphisms. Suppose that $G$ and $G^{\prime}$ have finitely many conjugacy classes of finite subgroups. Then there exists a strongly special pair $\left(\psi, \psi^{\prime}\right)$.

According to the previous lemma, in order to prove Proposition 8.1, it suffices to prove the following result.

Proposition 8.5. Let $G$ and $G^{\prime}$ be two virtually free groups. Suppose that there exists a strongly special pair of homomorphisms $\left(\varphi: G \rightarrow G^{\prime}, \varphi^{\prime}: G^{\prime} \rightarrow G\right)$. Then there exist two multiple legal extensions $\Gamma$ and $\Gamma^{\prime}$ of $G$ and $G^{\prime}$ respectively, such that $\Gamma \simeq \Gamma^{\prime}$.
8.1.2. Smallest order of an edge group in a reduced Stallings splitting.

Definition 8.6. Given an infinite virtually free group $G$, we denote by $m(G)$ the smallest order of an edge group in a reduced Stallings splitting of $G$. Note that this integer does not depend on a particular reduced Stallings splitting of $G$, because conjugacy classes of edge groups are the same in all reduced Stallings splittings of $G$, since one can pass from a reduced Stallings splitting to another by a sequence of slide moves. If $G$ and $G^{\prime}$ are two virtually free groups, we define $m_{G, G^{\prime}}=\min \left(m(G), m\left(G^{\prime}\right)\right)$.

### 8.1.3. m-splittings.

Definition 8.7. Let $m \geq 1$ be an integer. Let $G$ be a virtually free group. A $m$-splitting of $G$ as a graph of groups is a non-trivial splitting of $G$ over subgroups of order exactly $m$.

Lemma 8.8. Let $m \geq 1$ be an integer. Let $G$ be a virtually free group, and let $T$ be a reduced $m$-splitting of $G$. Suppose that $T$ has a vertex group of order exactly $m$. Then, $G$ is finite-by-free.
Proof. Suppose that there exists a vertex $v$ of $T$ such that $\left|G_{v}\right|=m$. Since $T / G$ is a reduced splitting of $G$ over edge groups of order $m$, the existence of a vertex group of order exactly $m$ implies that the underlying graph of the graph of groups $T / G$ has only one vertex, i.e. is a bouquet of circles. Hence, all edge groups and vertex groups of $T$ are equal to $G_{v}$. As a consequence, $G_{v}$ is the unique maximal finite normal subroup of $G$, and the quotient group $G / G_{v}$ is the fundamental group of a bouquet of circles, i.e. a free group. Hence, the group $G$ is $G_{v}$-by-free, with $G_{v}$ finite.
8.1.4. Strongly $(>m)$-special homomorphisms. We need to slightly weaken the definitions of a strongly special homomorphism and of a strongly special pair of homomorphisms. The following definitions are suitable for proofs by induction.
Definition 8.9. Let $G$ and $G^{\prime}$ be virtually free groups. Let $m \geq 0$ be an integer. A homomorphism $\varphi: G \rightarrow G^{\prime}$ is said to be a strongly $(>m)$-special homomorphism if it satisfies the following four properties:
(1) $\varphi$ is injective on finite subgroups;
(2) if $C_{1}$ and $C_{2}$ are two non-conjugate finite subgroups of $G$ of order $>m$, then $\varphi\left(C_{1}\right)$ and $\varphi\left(C_{2}\right)$ are non-conjugate in $G^{\prime}$;
(3) if $C$ is a finite subgroup of $G$ of order $>m$ whose normalizer $N_{G}(C)$ is nonelementary, then the normalizer $N_{G^{\prime}}(\varphi(C))$ is non-elementary and

$$
\varphi\left(E_{G}\left(N_{G}(C)\right)\right)=E_{G^{\prime}}\left(N_{G^{\prime}}(\varphi(C))\right) .
$$

In particular, if the finite group $E_{G}\left(N_{G}(C)\right)$ is equal to $C$, then

$$
E_{G^{\prime}}\left(N_{G^{\prime}}(\varphi(C))\right)=\varphi(C) ;
$$

(4) if $C$ is a finite subgroup of $G$ of order $>m$ whose normalizer is virtually cyclic infinite maximal, then $N_{G^{\prime}}(\varphi(C))$ is virtually cyclic infinite maximal, and the restriction $\varphi_{\mid N_{G}(C)}: N_{G}(C) \rightarrow N_{G^{\prime}}(\varphi(C))$ is $K$-nice, with $K$ the maximal order of a finite subgroup of $G$ (see Definition 1.12).
We define strongly $(\geq m)$-special homomorphisms in the same way.
Remark 8.10. A homomorphism is strongly special (see Definition 1.22) if and only if it is strongly ( $>0$ )-special.
Definition 8.11. Let $G$ and $G^{\prime}$ be virtually free groups. Let $\varphi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}: G^{\prime} \rightarrow G$ be two homomorphisms. The pair $\left(\varphi, \varphi^{\prime}\right)$ is said to be a strongly $(>m)$-special pair if the following three conditions hold:
(1) $\varphi$ and $\varphi^{\prime}$ are strongly ( $>m$ )-special (see Definition 8.9);
(2) $\varphi^{\prime} \circ \varphi \sim \operatorname{id}_{G}$, which means that for every finite subgroup $C \subset G$, there exists an element $g \in G$ such that $\varphi^{\prime} \circ \varphi$ and $\operatorname{ad}(g)$ coincide on $C$;
(3) $\varphi \circ \varphi^{\prime} \sim \operatorname{id}_{G^{\prime}}$.

We define strongly ( $\geq m$ )-special pairs in the same way.
8.1.5. Preservation of specialness. The following lemma shows that the property of being strongly $(\geq m)$-special is preserved by composition.
Lemma 8.12 (Composition of strongly ( $\geq m$ )-special homomorphisms). Let $G, G^{\prime}$ and $G^{\prime \prime}$ be virtually free groups. Let $m \geq 1$ be an integer. Let $\varphi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}: G^{\prime} \rightarrow G^{\prime \prime}$ be homomorphisms. Suppose that $\varphi$ and $\varphi^{\prime}$ are strongly $(\geq m)$-special. Then $\varphi^{\prime} \circ \varphi$ is strongly ( $\geq m$ )-special.
Remark 8.13. We also prove that if $\varphi$ and $\varphi^{\prime}$ satisfy the first three conditions of Definition 8.9, then $\varphi^{\prime} \circ \varphi$ satisfies the first three conditions of Definition 8.9.

Proof. There are four conditions that need to be verified.
Condition 1. Since $\varphi$ and $\varphi^{\prime}$ are injective on finite subgroups of $G$ and $G^{\prime}, \varphi^{\prime} \circ \varphi$ is injective on finite subgroups of $G$ as well.

Condition 2. If $C_{1}$ and $C_{2}$ are two non-conjugate finite subgroups of $G$ of order $\geq m$, then $\varphi\left(C_{1}\right)$ and $\varphi\left(C_{2}\right)$ are two non-conjugate subgroups of $G^{\prime}$ of order $\geq m$, hence $\varphi^{\prime} \circ \varphi\left(C_{1}\right)$ and $\varphi^{\prime} \circ \varphi\left(C_{2}\right)$ are non-conjugate in $G^{\prime \prime}$.

Condition 3. If $C$ is a finite subgroup of $G$ of order $\geq m$ whose normalizer in $G$ is non-elementary, then $N_{G^{\prime}}(\varphi(C))$ is non-elementary and $\varphi\left(E_{G}\left(N_{G}(C)\right)\right)$ is equal to $E_{G^{\prime}}\left(N_{G^{\prime}}(\varphi(C))\right)$, since $\varphi$ is strongly $(\geq m)$-special. Note that $|\varphi(C)|=|C| \geq m$. Hence, since $\varphi^{\prime}$ is strongly $(\geq m)$-special, the group $N_{G^{\prime \prime}}\left(\varphi^{\prime}(\varphi(C))\right)$ is non-elementary and the following equality holds: $\varphi^{\prime}\left(E_{G^{\prime}}\left(N_{G^{\prime}}(\varphi(C))\right)\right)=E_{G^{\prime \prime}}\left(N_{G^{\prime \prime}}\left(\varphi^{\prime}(\varphi(C))\right)\right)$.

Condition 4. If $C$ is a finite subgroup of $G$ of order $\geq m$ whose normalizer in $G$ is virtually cyclic infinite maximal, then $N_{G^{\prime}}(\varphi(C))$ is virtually cyclic infinite maximal, and the restriction of $\varphi$ to $N_{G}(C)$ is $K$-nice (see Definition 1.12), because $\varphi$ is strongly ( $\geq m$ )special. Since $\varphi^{\prime}$ is strongly $(\geq m)$-special, the group $N_{G^{\prime \prime}}\left(\varphi^{\prime}(\varphi(C))\right)$ is virtually cyclic maximal, and the restriction of $\varphi^{\prime}$ to $N_{G^{\prime}}(\varphi(C))$ is $K$-nice. Hence, the restriction of $\varphi^{\prime} \circ \varphi$ to $N_{G}(C)$ is $K$-nice, as the composition of $K$-nice homomorphisms.

We now prove that the first three conditions of Definition 8.9 are preserved by the equivalence relation $\sim$ (see Definition 8.2).

Lemma 8.14. Let $G$ and $G^{\prime}$ be two virtually free groups, and let $\varphi, \psi: G \rightarrow G^{\prime}$ be two homomorphisms. Suppose that $\psi \sim \varphi$. If $\varphi$ satisfies conditions 1 to 3 of Definition 8.9, then $\psi$ satisfies conditions 1 to 3 of Definition 8.9.

Proof. There are three conditions that need to be verified.
Condition 1. By definition of $\sim$, the homomorphisms $\varphi$ and $\psi$ coincide up to conjugacy on finite subgroups. Since $\varphi$ is injective on finite subgroups of $G$, the homomorphism $\psi$ is injective on finite subgroups as well.

Condition 2. If $C_{1}$ and $C_{2}$ are non-conjugate finite subgroups of $G$ of order $\geq m$, then $\varphi\left(C_{1}\right)$ and $\varphi\left(C_{2}\right)$ are non-conjugate in $G^{\prime}$, because $\varphi$ is $(\geq m)$-special. In addition $\psi\left(C_{1}\right)$ is conjugate to $\varphi\left(C_{1}\right)$ and $\psi\left(C_{2}\right)$ is conjugate to $\varphi\left(C_{2}\right)$. Hence, $\psi\left(C_{1}\right)$ and $\psi\left(C_{2}\right)$ are non-conjugate in $G$.

Condition 3. If $C$ is a finite subgroup of $G$ of order $\geq m$ whose normalizer in $G$ is non-elementary, then $N_{G^{\prime}}(\varphi(C))$ is non-elementary and $\varphi\left(E_{G}\left(N_{G}(C)\right)\right)$ is equal to $E_{G^{\prime}}\left(N_{G^{\prime}}(\varphi(C))\right.$ ), since $\varphi$ is strongly $(\geq m)$-special. The group $\psi(C)$ being conjugate to $\varphi(C)$, its normalizer is non-elementary and the following equality holds: $\psi\left(E_{G}\left(N_{G}(C)\right)\right)=$ $E_{G^{\prime}}\left(N_{G^{\prime}}(\psi(C))\right)$.

### 8.1.6. Preliminary lemmas about legal extensions.

Lemma 8.15. Let $G$ be a non-elementary virtually free group. Let $C$ be a finite subgroup of $G$. Suppose that the group $\Gamma=\left\langle G, t \mid \operatorname{ad}(t)_{\mid C}=\mathrm{id}_{C}\right\rangle$ is a legal large extension of $G$. Let $i$ denote the inclusion of $G$ into $\Gamma$, and let $r: \Gamma \rightarrow G$ denote the retraction defined by $r_{\mid G}=\mathrm{id}_{G}$ and $r(t)=1$. Then $r$ and $i$ are strongly special, and $i \circ r \sim \mathrm{id}_{\Gamma}$.

Proof. Let $T$ be the Bass-Serre tree of the splitting $\Gamma=G *_{\mathrm{id}_{C}}$, and let $v$ denote a vertex of $T$ fixed by $G$. Note that this vertex is unique, because the infinite vertex group $G$ is not equal to the adjacent edge group $C$, which is finite.

First, let us prove that the retraction $r$ is strongly special. There are four conditions that need to be verified.

Condition 1. Since every finite subgroup of $\Gamma$ is conjugate to a subgroup of $G$, the retraction $r$ is injective on finite subgroups of $\Gamma$.

Condition 2. Let $A$ and $B$ be two non-conjugate finite subgroups of $\Gamma$. One can suppose without loss of generality that they are contained in $G$. Therefore, $r(A)=A$ and $r(B)=B$ are non-conjugate in $G$.

Condition 3. Now, let $A$ be a finite subgroup of $\Gamma$ whose normalizer $N:=N_{\Gamma}(A)$ is non-elementary. One can suppose without loss of generality that $A$ is contained in $G$. We distinguish two cases.

First case. If $A$ is not contained in a conjugate of $C$ in $G$, then $v$ is the unique fixed point of $A$ in $T$. It follows that $N_{\Gamma}(A)$ fixes the vertex $v$. Hence, $N_{\Gamma}(A)=N_{\Gamma}(A) \cap G=$ $N_{G}(A)$. This shows in particular that $N_{G}(r(A))$ is non-elementary. Moreover, note that $E_{\Gamma}\left(N_{\Gamma}(A)\right) \supset A$ only fixes $v$. This implies that $E_{\Gamma}\left(N_{\Gamma}(A)\right)=E_{G}\left(N_{\Gamma}(A)\right)=E_{G}\left(N_{G}(A)\right)$. Hence, we have $r\left(E_{\Gamma}\left(N_{\Gamma}(A)\right)\right)=E_{G}\left(N_{G}(r(A))\right)$.

Second case. Otherwise, one can suppose without loss of generality that $A$ is contained in $C$. Then $N_{G}(C)$ has a subgroup of finite index that centralizes $A$. Since $N_{G}(C)$ is non-elementary by definition of a large extension, the normalizer $N_{G}(A)=N_{G}(r(A))$ is non-elementary as well. Now, let us prove that $r\left(E_{\Gamma}\left(N_{\Gamma}(A)\right)\right)=E_{G}\left(N_{G}(r(A))\right)$. First, we prove that $E_{\Gamma}\left(N_{G}(A)\right)$ is contained in $C$. Let us observe that there exists an integer $n \geq 1$ such that, for every $g \in N_{G}(C)$, the element $g^{n}$ normalizes (and even centralizes) $A$. Then, recall that $E_{\Gamma}\left(N_{G}(A)\right)$ is equal to the intersection of all $M(g) \subset \Gamma$ where $g$ runs through the set $N_{G}(A)^{0}$ consisting of all elements of $N_{G}(A)$ of infinite order. Hence, we have:

$$
E_{\Gamma}\left(N_{G}(A)\right)=\bigcap_{g \in N_{G}(A)^{0}} M(g) \subset \bigcap_{g \in N_{G}(C)^{0}} M\left(g^{n}\right) \stackrel{(*)}{=} \bigcap_{g \in N_{G}(C)^{0}} M(g)=E_{\Gamma}\left(N_{G}(C)\right)=C .
$$

Note that the equality (*) follows from the fact that $M\left(g^{n}\right)=M(g)$ for any non-trivial integer $n$. We have proved that $E_{\Gamma}\left(N_{G}(A)\right)$ is contained in $C$, hence in $G$. This shows that the following equality holds:

$$
\begin{equation*}
E_{\Gamma}\left(N_{G}(A)\right)=E_{G}\left(N_{G}(A)\right) . \tag{5}
\end{equation*}
$$

In addition, recall that the stable letter $t$ centralizes $C$. In particular, $t$ centralizes $E_{\Gamma}\left(N_{G}(A)\right)$. Moreover $N_{G}(A)$ normalizes $E_{\Gamma}\left(N_{G}(A)\right)$, by definition of $E_{\Gamma}\left(N_{G}(A)\right)$. Thus, the group $N_{\Gamma}(A)=\left\langle N_{G}(A), t\right\rangle$ normalizes $E_{\Gamma}\left(N_{G}(A)\right)$, which implies that $E_{\Gamma}\left(N_{G}(A)\right)$ is contained in $E_{\Gamma}\left(N_{\Gamma}(A)\right)$, by definition of $E_{\Gamma}\left(N_{\Gamma}(A)\right)$. The reverse inclusion is obvious since $N_{G}(A)$ is contained in $N_{\Gamma}(A)$. Hence, we have

$$
\begin{equation*}
E_{\Gamma}\left(N_{\Gamma}(A)\right)=E_{\Gamma}\left(N_{G}(A)\right) . \tag{6}
\end{equation*}
$$

By combining the two equalities (5) and (6), we get the equality $E_{\Gamma}\left(N_{\Gamma}(A)\right)=E_{G}\left(N_{G}(A)\right)$, i.e. $r\left(E_{\Gamma}\left(N_{\Gamma}(A)\right)=E_{G}\left(N_{G}(r(A))\right)\right.$, which concludes.

Condition 4. Let $A$ be a finite subgroup of $\Gamma$ whose normalizer is virtually $\mathbb{Z}$ maximal. One can suppose without loss of generality that $A$ is contained in $G$. Note that $A$ is not contained in a conjugate of $C$ in $G$, otherwise $N_{G}(A)$ would be non-elementary (see above). Thus, the vertex $v$ is the unique fixed point of $A$ in $T$. Therefore, $N_{\Gamma}(A)$ and $N_{G}(A)$ are equal, which implies that $N_{G}(A)$ is virtually cyclic maximal in $\Gamma$. In addition, $r$ coincides with the identity on $N_{\Gamma}(A)$; in particular, it is $K$-nice.

We have proved that the retraction $r$ is strongly special. Now, let us prove that the inclusion $i: G \subset \Gamma$ is strongly special.

Condition 1. The inclusion is injective on finite subgroups.
Condition 2. Let $A$ and $B$ be two finite subgroups of $G$. If $B=\gamma A \gamma^{-1}$ for a certain element $\gamma \in \Gamma$, then $B=r(\gamma) \operatorname{Ar}(\gamma)^{-1}$.

Condition 3. Let $A$ be a finite subgroup of $G$ whose normalizer $N_{G}(A)$ is non-elementary. Then $N_{\Gamma}(A)$ is non-elementary. We have to prove that $E_{\Gamma}\left(N_{\Gamma}(A)\right)$ and $E_{G}\left(N_{G}(A)\right)$ are equal. We distinguish two cases. If $A$ is not contained in a conjugate of $C$ in $G$, then $N_{\Gamma}(A)=N_{G}(A)$ and $E_{\Gamma}\left(N_{\Gamma}(A)\right)=E_{G}\left(N_{G}(A)\right)$ (same proof as above). Otherwise, one can suppose without loss of generality that $A$ is contained in $C$. Then one can prove that $E_{\Gamma}\left(N_{G}(A)\right)$ is contained in $C$ and deduce that $E_{\Gamma}\left(N_{\Gamma}(A)\right)=E_{G}\left(N_{G}(A)\right)$ (same proof as above).

Condition 4. Let $A$ be a finite subgroup of $G$ whose normalizer is virtually $\mathbb{Z}$ maximal. Note that $A$ is not contained in a conjugate of $C$ in $G$, otherwise $N_{G}(A)$ would be nonelementary. Thus, the vertex $v$ is the unique fixed point of $A$ in $T$. Therefore, $N_{\Gamma}(A)$ fixes $v$, so $N_{\Gamma}(A)$ and $N_{G}(A)$ are equal. Let $M$ be the maximal virtually cyclic subgroup of $\Gamma$ containing $N_{\Gamma}(A)$. Since $N_{\Gamma}(A)$ has finite index in $M$ and fixes the vertex $v$, the group $M$ fixes the vertex $v$ as well. Thus $M$ is contained in $G$. Since $N_{G}(A)$ is maximal and contained in $M$, it is equal to $M$. This proves that $N_{\Gamma}(A)$ is virtually cyclic infinite maximal. In addition, the restriction of the inclusion $i$ to $N_{G}(A)$ is $K$-nice.

We have proved that $i$ is strongly special. It remains to prove that $i \circ r \sim \mathrm{id}_{\Gamma}$. If $A$ is a finite subgroup of $\Gamma$, then there exists an element $\gamma \in \Gamma$ such that $\gamma A \gamma^{-1}$ is contained in $G$. Consequently, $i \circ r$ coincides with $\operatorname{ad}\left(r(\gamma)^{-1} \gamma\right)$ on $A$.

We need an analogous result for legal small extensions. First, we prove an easy lemma.
Lemma 8.16. Let $G$ be a virtually free group. Suppose that $\Gamma=G *_{N} N^{\prime}$ is a legal small extension of $G$. By definition, there exists a nice emebedding $j: N^{\prime} \hookrightarrow N$. This homomorphism extends to a monomorphism $j: \Gamma \hookrightarrow G$.

Proof. By definition, $G$ splits as $A *_{C} B$ or $A *_{C}$ over a finite subgroup $C$ whose normalizer is $N$. Moreover, $N$ is assumed to be non-elliptic in the splitting. The corresponding tree of cylinders gives a splitting $\Lambda$ of $G$ as a graph of groups whose vertices are $A, N$ and $B$ (only in the first case), and whose edge groups are equal to $C$ or contain $C$ as a finite subgroup of index 2 . Since $j$ coincides on each finite subgroup of $N \subset N^{\prime}$ with an inner automorphism, it extends to a homomorphism $j: \Gamma \rightarrow G$ that coincides with inner automorphisms on $A$ and $B$ (see Lemma 2.27). Let $\Lambda^{\prime}$ be the splitting of $\Gamma$ obtained from $\Lambda$ be replacing $N$ by $N^{\prime}$. One can see that $j$ maps a non-trivial reduced word in the splitting $\Lambda^{\prime}$ of $\Gamma$ to a non-trivial reduced word in the splitting $\Lambda$ of $G$. This shows that $j$ is injective.

Lemma 8.17. Let $G$ be a non-elementary virtually free group. Let $\Gamma$ be a legal small extension of $G$. Let $i$ denote the inclusion of $G$ into $\Gamma$ and let $j: \Gamma \hookrightarrow G$ denote $a$ monomorphism as in Lemma 8.16. Then $i$ and $j$ are strongly special. Moreover, $i \circ j \sim \mathrm{id}_{\Gamma}$.

Proof. Let $T$ be the Bass-Serre tree of the splitting $\Gamma=G *_{i_{C}}$, and let $v$ denote a vertex of $T$ fixed by $G$. Note that this vertex is unique, because the vertex group $G$ is not equal to the adjacent edge group $C$.

By symmetry, it is enough to prove that $j$ is strongly special. There are four conditions that need to be verified.

Condition 1. By definition, $j$ is injective on finite subgroups of $\Gamma$.
Condition 2. Since $i \circ j$ maps every finite subgroup of $\Gamma$ to a conjugate of itself, $j$ maps non-conjugate finite subgroups of $\Gamma$ to non-conjugate finite subgroups of $\Gamma$.

Condition 3. Let $A$ be a finite subgroup of $\Gamma$. One can suppose without loss of generality that $i \circ j(A)=A$. Let $N:=N_{\Gamma}(A)$. The inclusions $j(N) \subset N_{G}(j(A))$ and $i\left(N_{G}(j(A))\right) \subset$ $N$ show that $N$ is non-elementary (respectively virtually $\mathbb{Z}$ ) if and only if $N_{G}(j(A))$ is non-elementary (respectively virtually $\mathbb{Z}$ ).

Suppose that $N$ is non-elementary and let $E:=E_{\Gamma}(N)$. Since $E$ is finite, one can suppose without loss of generality that $i \circ j(E)=E$. We claim that $j(E)$ is equal $E_{G}\left(N_{G}(j(A))\right)$. Recall that a $\Gamma$-chain is a tuple $\left(\gamma_{1}, \ldots, \gamma_{c}\right)$ of elements of $\Gamma$ of infinite
order such that the inclusions

$$
\begin{equation*}
M\left(\gamma_{1}\right) \supset\left(M\left(\gamma_{1}\right) \cap M\left(\gamma_{2}\right)\right) \supset \cdots \supset\left(M\left(\gamma_{1}\right) \cap \cdots \cap M\left(\gamma_{c}\right)\right) \tag{7}
\end{equation*}
$$

are all strict (see Definition 4.1), and that the complexity $c:=c(N)$ of $N$ is the maximal size of a $\Gamma$-chain of elements of $N$ (see Definition 4.2). Let $\left(\gamma_{1}, \ldots, \gamma_{c}\right)$ be a $\Gamma$-chain of elements of $N$. By injectivity of $j$, each $j\left(\gamma_{k}\right)$ has infinite order, for $1 \leq k \leq c$. Moreover, the sequence of proper inclusions 7 is mapped by $j$ to a sequence of proper inclusions, which proves that the tuple $\left(j\left(\gamma_{1}\right), \ldots, j\left(\gamma_{c}\right)\right)$ is a $G$-chain of elements of $N_{G}(j(A))$. In particular, we have $c(N) \leq c\left(N_{G}(j(A))\right)$. Symmetrically, $c\left(N_{G}(j(A))\right) \leq c(N)$. Therefore, the complexities $c(N)$ and $c\left(N_{G}(j(A))\right)$ are the same. This implies that $E_{G}\left(N_{G}(j(A))\right)$ is equal to the intersection $\cap_{1 \leq k \leq c} M\left(j\left(\gamma_{k}\right)\right)$ (see Lemma 4.4). Hence, the following holds:

$$
j(E)=j\left(\bigcap_{1 \leq k \leq c} M\left(\gamma_{k}\right)\right) \subset \bigcap_{1 \leq k \leq c} j\left(M\left(\gamma_{k}\right)\right) \subset \bigcap_{1 \leq k \leq c} M\left(j\left(\gamma_{k}\right)\right)=E_{G}\left(N_{G}(j(A))\right)
$$

Symmetrically, $i\left(E_{G}\left(N_{G}(j(A))\right)\right.$ is contained in $E$. Hence, $j(E)=E_{G}\left(N_{G}(j(A))\right)$.
Condition 4. Last, if $N=N_{\Gamma}(A)$ is virtually $\mathbb{Z}$ maximal, then $N_{G}(j(A))$ is virtually $\mathbb{Z}$ maximal. In addition, $j_{\mid N}$ is $K$-nice.

The following lemma shows that the relation $\sim$ is preserved by left of right composition with any homomorphism.

Lemma 8.18. Let $G, G^{\prime}$ and $G^{\prime \prime}$ be virtually free groups. Let $\varphi: G \rightarrow G^{\prime}$ and $\psi: G \rightarrow G^{\prime}$ be two homomorphisms. Suppose that $\varphi \sim \psi$. Then, the following hold:

- if $\rho: G^{\prime} \rightarrow G^{\prime \prime}$ is a homomorphism, then $\rho \circ \varphi \sim \rho \circ \psi$;
- if $\rho: G^{\prime \prime} \rightarrow G$ is a homomorphism, then $\varphi \circ \rho \sim \psi \circ \rho$.

Proof. Let $\rho: G^{\prime} \rightarrow G^{\prime \prime}$ be a homomorphism, and let $C$ be a finite subgroup of $G$. By hypothesis, there exists an element $g^{\prime} \in G^{\prime}$ such that $\varphi_{\mid C}=\operatorname{ad}\left(g^{\prime}\right) \circ \psi_{\mid C}$. By left composing this equality by $\rho$, one gets $\rho \circ \varphi_{\mid C}=\operatorname{ad}\left(\rho\left(g^{\prime}\right)\right) \circ \rho \circ \psi_{\mid C}$.

Let $\rho: G^{\prime \prime} \rightarrow G$ be a homomorphism, and let $C$ be a finite subgroup of $G^{\prime \prime}$. By hypothesis, since $\rho(C)$ is finite, there exists an element $g^{\prime} \in G^{\prime}$ such that $\varphi_{\mid \rho(C)}=\operatorname{ad}\left(g^{\prime}\right) \circ$ $\psi_{\mid \rho(C)}$, that is $\varphi \circ \rho_{\mid C}=\operatorname{ad}\left(g^{\prime}\right) \circ \psi \circ \rho_{\mid C}$.

We now prove a lemma that will be crucial in the proof of Proposition 8.44.
Lemma 8.19. Let $G$ and $G^{\prime}$ be two non-elementary virtually free groups, and let $\Gamma$ be a legal extension of $G$. Let $m \geq 1$ be an integer, let $\varphi: G \rightarrow G^{\prime}$ be a homomorphism satisfying conditions 1 to 3 of Definition 8.9, and let $\psi: \Gamma \rightarrow G^{\prime}$ be a homomorphism. If $\psi_{\mid G} \sim \varphi$, then $\psi$ satisfies conditions 1 to 3 of Definition 8.9.

Proof. First, let us suppose that $\Gamma$ is a legal large extension of $G$. Let $i$ denote the inclusion of $G$ into $\Gamma$, and let $r: \Gamma \rightarrow G$ be the retraction as in Lemma 8.15. First, note that $\psi_{\mid G}=\psi \circ i$. Therefore $\psi \circ i \sim \varphi$. By the second point of Lemma 8.18, we have $\psi \circ i \circ r \sim \varphi \circ r$. Moreover, $i \circ r$ is equivalent (in the sense of $\sim$ ) to the identity of $\Gamma$ according to Lemma 8.15, so $\psi \circ i \circ r$ is equivalent to $\psi$, by the first point of Lemma 8.18. As a consequence, $\psi$ is equivalent to $\varphi \circ r$. Recall that $r$ is strongly special thanks to Lemma 8.15. In particular, $r$ is strongly $(\geq m)$-special, so $r$ satisfies conditions 1 to 3 of Definition 8.9. In addition, $\varphi$ satisfies conditions 1 to 3 of Definition 8.9 by assumption. It follows
from Remark 8.13 below Lemma 8.12 that $\varphi \circ r$ satisfies conditions 1 to 3 of Definition 8.9. Hence, by Lemma 8.14, the morphism $\psi$ satisfies conditions 1 to 3 of Definition 8.9.

Now, suppose that $\Gamma$ is a legal small extension of $G$. Let $i$ denote the inclusion of $G$ into $\Gamma$, and let $j: \Gamma \hookrightarrow G$ denote a monomorphism as in Lemma 8.16. First, note that $\psi_{\mid G}=\psi \circ i$. Therefore $\psi \circ i \sim \varphi$. By the second point of Lemma 8.18, we have $\psi \circ i \circ j \sim \varphi \circ j$. Moreover, $i \circ j \sim \operatorname{id}_{\Gamma}$, so $\psi \circ i \circ j \sim \psi$. As a consequence, $\psi \sim \varphi \circ j$. Since $\varphi$ is satisfies conditions 1 to 3 of Definition 8.9 , and since $j$ is strongly special (in particular strongly ( $\geq m$ )-special) thanks to Lemma 8.17, it follows from Remark 8.13 below Lemma 8.12 that $\varphi \circ j$ satisfies conditions 1 to 3 of Definition 8.9. Hence, by Lemma 8.14, the homomorphism $\psi$ satisfies the first three conditions of Definition 8.9.

The following lemma is an immediate consequence of Lemma 8.19 above.
Lemma 8.20 (Extension of a strongly ( $\geq m$ )-special homomorphism). Let $G$ and $G^{\prime}$ be two non-elementary virtually free groups, and let $\Gamma$ be a legal extension of $G$. Let $m \geq 1$ be an integer, let $\varphi: G \rightarrow G^{\prime}$ be a strongly $(\geq m)$-special homomorphism and $\psi: \Gamma \rightarrow G^{\prime} a$ homomorphism. If $\psi_{\mid G} \sim \varphi$ and if $\psi$ satisfies the fourth condition of Definition 8.9, then $\psi$ is strongly $(\geq m)$-special.

The following lemma shows that strongly $(\geq m)$-special homomorphisms behave nicely with respect to legal extensions of the target group.
Lemma 8.21. Let $G$ and $G^{\prime}$ be two non-elementary virtually free groups, and let $\Gamma^{\prime}$ be a legal (large or small) extension of $G^{\prime}$. Let $i$ denote the inclusion of $G$ into $\Gamma$. Let $m \geq 1$ be an integer and let $\varphi: G \rightarrow G^{\prime}$ be a strongly $(\geq m)$-special homomorphism. Then $i \circ \varphi: G \rightarrow \Gamma^{\prime}$ is strongly $(\geq m)$-special.

Proof. By Lemmas 8.15 and 8.17, the inclusion $i$ is strongly special, in particular strongly $(\geq m)$-special. Then, by Lemma $8.12, i \circ \varphi$ is strongly $(\geq m)$-special.

Lemma 8.22 (Restriction of a strongly ( $\geq m$ )-special pair). Let $G$ and $G^{\prime}$ be two virtually free groups. Suppose that they are not finite-by-free. Let $m$ denote the integer $m_{G, G^{\prime}}$. Let $\varphi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}: G^{\prime} \rightarrow G$ be two homomorphisms such that $\left(\varphi, \varphi^{\prime}\right)$ is a strongly $(\geq m)$ special pair. Let $H$ be a m-factor of $G$. Suppose that $\varphi(H)$ is contained in a m-factor $H^{\prime}$ of $G^{\prime}$, and that $\varphi^{\prime}\left(H^{\prime}\right) \subset H$. Then the pair $\left(\varphi_{\mid H}, \varphi_{\mid H^{\prime}}^{\prime}\right)$ is strongly $(>m)$-special.

Proof. Let $T$ be a reduced $m$-JSJ tree of $G$. First, we will prove the following preliminary observations:
(1) if $C$ is a finite subgroup of $H$ of order $>m$, then $N_{G}(C)=N_{H}(C)$ and

$$
E_{G}\left(N_{G}(C)\right)=E_{H}\left(N_{H}(C)\right)
$$

(2) if $C_{1}$ and $C_{2}=g C_{1} g^{-1}$ are two subgroups of $H$ of order $>m$ with $g \in G$, then $g$ belongs to $H$.
By definition of a $m$-factor, there exists a vertex $v \in T$ such that $H=G_{v}$. The vertex $v$ is the unique vertex of $T$ fixed by $C$, because $|C|>m$ and edge groups of $T$ have order $m$. This implies that $N_{G}(C)$ fixes $v$, i.e. that $N_{G}(C)$ is contained in $H$. Hence, $N_{G}(C)=N_{H}(C)$. For the same reason, $E_{G}\left(N_{G}(C)\right) \supset C$ is contained in $H$, which proves that $E_{G}\left(N_{G}(C)\right)=E_{H}\left(N_{H}(C)\right)$. The proof of the second point is similar.

Now, let us prove that $\varphi_{\mid H}: H \rightarrow H^{\prime}$ is strongly $(>m)$-special. There are four points that need to be satisfied.

Condition 1. The restriction $\varphi_{\mid H}$ is injective on finite subgroups of $H$, because $\varphi$ is injective on finite subgroups of $G$.

Condition 2. Let $C_{1}$ and $C_{2}$ be two non-conjugate finite subgroups of $H$ of order $>m$. By the second preliminary observation, these groups are non-conjugate in $G$. Since $\varphi$ is $(\geq m)$-special, $\varphi\left(C_{1}\right)$ and $\varphi\left(C_{2}\right)$ are non-conjugate in $G^{\prime}$. Thus, $\varphi\left(C_{1}\right)$ and $\varphi\left(C_{2}\right)$ are non-conjugate in $H^{\prime}$.

Condition 3. If $C$ is a finite subgroup of $H$ of order $>m$ whose normalizer $N_{H}(C)$ is nonelementary, then $N_{G}(C)$ is non-elementary. This implies that $N_{G^{\prime}}(\varphi(C))$ is non-elementary, because $\varphi$ is strongly $(\geq m)$-special. Moreover, we have $N_{G^{\prime}}(\varphi(C))=N_{H^{\prime}}(\varphi(C))$ according to the first preliminary observation. Hence, $N_{H^{\prime}}(\varphi(C))$ is non-elementary. In addition, we have

$$
\varphi\left(E_{G}\left(N_{G}(C)\right)\right)=E_{G^{\prime}}\left(N_{G^{\prime}}(\varphi(C))\right),
$$

since $\varphi$ is strongly $(\geq m)$-special. It follows that

$$
\varphi\left(E_{H}\left(N_{H}(C)\right)\right)=E_{H^{\prime}}\left(N_{H^{\prime}}(\varphi(C))\right),
$$

because, by the first preliminary observation,

$$
E_{G}\left(N_{G}(C)\right)=E_{H}\left(N_{H}(C)\right) \quad \text { and } \quad E_{G^{\prime}}\left(N_{G^{\prime}}(\varphi(C))\right)=E_{H^{\prime}}\left(N_{H^{\prime}}(\varphi(C))\right) .
$$

Condition 4. Let $C$ be a finite subgroup of $H$ of order $>m$ such that $N_{H}(C)$ is virtually cyclic infinite maximal. The morphism $\varphi$ being strongly $(\geq m)$-special, the normalizer of $\varphi(C)$ in $G^{\prime}$ is virtually cyclic infinite maximal and the restriction of $\varphi$ to $N_{G}(C)$ is $K$-nice in the sense of Definition 1.12. Since $N_{H}(C)=N_{G}(C)$ and $N_{H^{\prime}}(\varphi(C))=N_{G^{\prime}}(\varphi(C))$, the restriction of $\varphi$ to $N_{H}(C)$ is $K$-nice.

We have proved that $\varphi_{\mid H}$ is strongly $(>m)$-special. Since the same arguments remain valid with $\varphi^{\prime}$ instead of $\varphi$, the restriction $\varphi_{\mid H^{\prime}}^{\prime}$ is strongly $(>m)$-special as well.

It remains to prove that the pair $\left(\varphi_{\mid H}, \varphi_{\mid H^{\prime}}^{\prime}\right)$ is strongly $(>m)$-special. To that end, let us consider a finite subgroup $C$ of $H$ of order $>m$. Since $\varphi^{\prime} \circ \varphi \sim \mathrm{id}_{G}$, there exists an element $g \in G$ such that $\varphi^{\prime} \circ \varphi(C)=g C g^{-1}$. Since $\varphi^{\prime} \circ \varphi(H)$ is contained in $H$ by assumption, the groups $C$ and $g C g^{-1}$ belong to $H$. By the preliminary observation, $g$ belongs to $H$. Hence, $\varphi^{\prime} \circ \varphi$ maps every finite subgroup of $H$ of order $>m$ to a conjugate of itself in $H$. Symmetrically, $\varphi \circ \varphi^{\prime}$ maps every finite subgroup of $H^{\prime}$ of order $>m$ to a conjugate of itself in $H^{\prime}$.

### 8.1.7. Legal $(\geq m)$-extensions.

Definition 8.23. Let $m \geq 1$ be an integer. Let $\Gamma$ be a virtually free group, and let $G$ be a subgroup of $\Gamma$. We say that $\Gamma$ is a multiple legal $(\geq m)$-extension of $G$ if there exist nested subgroups $G=G_{1} \subset G_{2} \subset \cdots \subset G_{n}=\Gamma$ and integers $\left(k_{i}\right)_{1 \leq i \leq n-1}$ such that $k_{i} \geq m$ and $G_{i+1}$ is a legal large or small $k_{i}$-extension of $G_{i}$ (see Definitions 1.6 and 1.13) for every $1 \leq i \leq n-1$. If $n=2$, we simply say that $\Gamma$ is a legal $(\geq m)$-extension of $G$. In the same way, we define multiple legal $(>m)$-extensions and multiple legal $m$-extensions of $G$ if $k_{i}>m$ or $k_{i}=m$ respectively.

Lemma 8.24. Let $m \geq 1$ be an integer. Let $G$ be a virtually free group, and let $\Delta$ be a $m$-splitting of $G$ as a graph of groups. Let $k \geq m$ be an integer, let $v$ be a vertex of $\Delta$ and let $\widehat{G}_{v}$ be a legal large $k$-extension of $G_{v}$. Then the group $\widehat{G}$ obtained from $G$ by replacing $G_{v}$ by $\widehat{G}_{v}$ in $\Delta$ is a legal large $k$-extension of $G$.

Proof. By definition of a legal large $k$-extension, there is a subgroup $C$ of $G_{v}$ of order $k$ such that $\widehat{G}_{v}=\left\langle G_{v}, t \mid[t, c]=1, \forall c \in C\right\rangle$, with $N_{G_{v}}(C)$ non-elementary and $E_{G_{v}}\left(N_{G_{v}}(C)\right)=C$. Thus, the normalizer of $C$ in $G$ is non-elementary, and we only have to prove that $E:=$ $E_{G}\left(N_{G}(C)\right)=C$. Note that the inclusion $C \subset E$ always holds, because $E$ is the unique maximal finite subgroup of $G$ normalized by $N_{G}(C)$. It remains to prove that $E \subset C$.

Let $T$ be the Bass-Serre tree of $\Delta$, endowed with the action of $G$. We shall still denote by $v$ a lift in $T$ of the vertex $v$ of $\Delta$. As a first step, we shall prove that $E_{G}\left(N_{G_{v}}(C)\right)$ fixes the vertex $v \in T$. Assume towards a contradiction that $E_{G}\left(N_{G_{v}}(C)\right)$ does not fix $v$. Then the inclusion $C \subset E_{G}\left(N_{G_{v}}(C)\right)$ is strict. This shows in particular that $E_{G}\left(N_{G_{v}}(C)\right)$ has order $>|C| \geq m$. Since $E_{G}\left(N_{G_{v}}(C)\right)$ is finite, it fixes a vertex $w \neq v$ of $T$, and this vertex is unique because $E_{G}\left(N_{G_{v}}(C)\right)$ has order $>m$. It follows that $N_{G_{v}}(C)$ fixes $w$ as well. Hence, $N_{G_{v}}(C)$ is contained in the finite group $G_{w} \cap G_{v}$, contradicting the fact that $N_{G_{v}}$ is non-elementary. We have proved that $E_{G}\left(N_{G_{v}}(C)\right)$ fixes $v$. As a consequence, the following equality holds:

$$
\begin{equation*}
E_{G_{v}}\left(N_{G_{v}}(C)\right)=E_{G}\left(N_{G_{v}}(C)\right) \tag{8}
\end{equation*}
$$

Now, let us assume towards a contradiction that $C$ is strictly contained in $E$. Since $E$ is finite, it fixes a vertex $w$ of $T$. Moreover, this vertex is unique since $|E|>|C|=k \geq m$. It follows that $N_{G}(E)$ is contained in $G_{w}$. But $N_{G}(C)$ is contained in $N_{G}(E)$ by definition of $E$, hence $N_{G}(C)$ fixes $w$. Since $N_{G_{v}}(C)$ is infinite, it fixes only $v$ in $T$, which proves that $w=v$. As a consequence $N_{G}(C)=N_{G_{v}}(C)$, and therefore

$$
\begin{equation*}
E_{G}\left(N_{G}(C)\right)=E_{G}\left(N_{G_{v}}(C)\right) \tag{9}
\end{equation*}
$$

By combining equations (8) and (9), we get $E_{G}\left(N_{G}(C)\right)=E_{G_{v}}\left(N_{G_{v}}(C)\right)$, i.e. $E=C$, contradicting the assumption that $C$ is strictly contained in $E$. As a conclusion, we have proved that $E=C$. This proves that $\widehat{G}$ is a legal large $k$-extension of $G$.

We need an analogous result for small extensions.
Lemma 8.25. Let $m \geq 1$ be an integer. Let $G$ be a virtually free group, and let $\Delta$ be a $m$-splitting of $G$ as a graph of groups. Let $v$ be a vertex of $\Delta$. Let $\Delta_{v}$ be a one edge splitting of $G_{v}$ over a finite group $C$ of order $k \geq m$ whose normalizer $N_{G_{v}}(C)$ is virtually cyclic and non-elliptic in $\Delta_{v}$. Let $\widehat{G}_{v}$ be a legal small $k$-extension of $G_{v}$. If $N_{G_{v}}(C)=N_{G}(C)$, then the group $\widehat{G}$ obtained from $G$ by replacing $G_{v}$ by $\widehat{G}_{v}$ in $\Delta$ is a legal small $k$-extension of $G$.

Proof. We only need to verify that $C$ is an edge group in a splitting of $G$ in which $N_{G}(C)$ is non-elliptic. First, note that for any edge $e$ of $\Delta$ incident to $v$, the edge group $G_{e}$ is contained in a conjugate of $A$ or $B$, as a finite group. Let $\Delta^{\prime}$ be the splitting of $G$ obtained from $\Delta$ by replacing the vertex $v$ by the splitting $\Delta_{v}$ of $G_{v}$, and let $\varepsilon$ be the new edge of $\Delta^{\prime}$ coming from $\Delta_{v}$. By collapsing all edges of $\Delta^{\prime}$ different from $\varepsilon$, we get a one edge splitting of $G$ over $C$ in which $N_{G}(C)$ is non-elliptic.
Remark 8.26. Let $T$ be the Bass-Serre tree of $\Delta$. We still denote by $v$ a lift in $T$ of the vertex $v$ of $\Delta$. Let us observe that the equality $N_{G_{v}}(C)=N_{G}(C)$ holds if $C$ is not an edge group of $\Delta$, i.e. if $v$ is the unique vertex of $T$ fixed by $C$, because in this case $N_{G}(C)$ fixes $v$ as well, which implies that $N_{G_{v}}(C)=N_{G}(C) \cap G_{v}=N_{G}(C)$. For instance, if $k=|C|>m$, then $v$ is the unique vertex of $T$ fixed by $C$.

The following lemma allows us to iterate Lemmas 8.24 and 8.25 above.
Lemma 8.27. Let $m \geq 1$ be an integer. Let $G$ be a virtually free group, and let $\Delta$ be a $m$-splitting of $G$ as a graph of groups. Let $v$ and $w$ be two distinct vertices of $\Delta$. Let $\widehat{G}_{v}$ and $\widehat{G}_{w}$ be two legal $(\geq m)$-extensions of $G_{v}$ and $G_{w}$. If the extension $\widehat{G}_{v}$ (respectively $\left.G_{w}\right)$ is small, suppose that $N_{G_{v}}(C)=N_{G}(C)$ (respectively $N_{G_{w}}(C)=N_{G}(C)$ ), where $C$ is the edge group of the one edge splitting of $G_{v}$ (respectively $G_{w}$ ) associated with the small extension. Then the group $\widehat{G}$ obtained from $G$ by replacing $G_{v}$ by $\widehat{G}_{v}$ and $G_{w}$ by $\widehat{G}_{w}$ in $\Delta$ is a multiple legal $(\geq m)$-extension of $G$.

Proof. Let $\Gamma$ be the group obtained from $G$ by replacing $G_{v}$ by $\widehat{G}_{v}$. By Lemmas 8.24 and 8.25, $\Gamma$ is a legal $(\geq m)$-extension of $G$. We claim that $\widehat{G}$ is a legal $(\geq m)$-extension of $\Gamma$. Note that $\Gamma_{w}=G_{w}$. We distinguish two cases. If $\widehat{G}_{w}$ is a large extension of $G_{w}$, there is no condition to be checked and Lemma 8.24 claims that $\widehat{G}$ is a legal $(\geq m)$-extension of $\Gamma$. If $\widehat{G}_{w}$ is a small extension of $G_{w}$, the group $N_{\Gamma}(C)$ is equal to $N_{G}(C)$, which is equal to $N_{G_{w}}(C)$ by assumption. Since $\Gamma_{w}=G_{w}$, we have $N_{\Gamma}(C)=N_{\Gamma_{w}}(C)$. Hence Lemma 8.25 applies and guarantees that $\widehat{G}$ is a legal $(\geq m)$-extension of $\Gamma$.

By iterating Lemma 8.27, we get the following result.
Corollary 8.28. Let $m \geq 1$ be an integer. Let $G$ be a virtually free group and let $\Delta$ be a $m$-splitting of $G$ as a graph of groups. For every vertex $v$ of $\Delta$, let $\widehat{G}_{v}$ be a multiple legal $(\geq m)$-extension of $G_{v}$. If the extension $\widehat{G}_{v}$ is small, suppose that the edge group of the one edge splitting of $G_{v}$ associated with the small extension has order $>m$. Then the group $\widehat{G}$ obtained from $G$ by replacing every $G_{v}$ by $\widehat{G}_{v}$ in $\Delta$ is a multiple legal $(\geq m)$-extension of $G$.
8.1.8. Property $\mathcal{P}_{m}$.

Definition 8.29. Let $G$ and $G^{\prime}$ be two virtually free groups. Let $m$ denote the integer $m_{G, G^{\prime}}$. Let $\varphi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}: G^{\prime} \rightarrow G$ be two homomorphisms. We say that the tuple $\left(G, G^{\prime}, \varphi, \varphi^{\prime}\right)$ has property $\mathcal{P}_{m}$ if the following two conditions hold:
(1) the pair $\left(\varphi, \varphi^{\prime}\right)$ is strongly $(\geq m)$-special;
(2) $\varphi^{\prime} \circ \varphi$ maps each $m$-factor of $G$ isomorphically to a conjugate of itself, and $\varphi \circ \varphi^{\prime}$ maps each $m$-factor of $G^{\prime}$ isomorphically to a conjugate of itself.

Remark 8.30. Let $G_{1}, \ldots, G_{p}$ and $G_{1}^{\prime}, \ldots, G_{p^{\prime}}^{\prime}$ be two sets of representatives of the $m$-factors of $G$ and $G^{\prime}$ respectively. If $\left(G, G^{\prime}, \varphi, \varphi^{\prime}\right)$ has $\mathcal{P}_{m}$, then $p=p^{\prime}$ and, up to renumbering $G_{1}, \ldots, G_{p}$, the homomorphism $\varphi$ maps each $G_{i}$ isomorphically to a conjugate of $G_{i}^{\prime}$, and $\varphi$ maps each $G_{i}^{\prime}$ isomorphically to a conjugate of $G_{i}$. Indeed, let $T$ be a reduced $m$-JSJ splitting of $G$, and let $H$ be a vertex group of $T$, that is a $m$-factor of $G$. Since $\varphi^{\prime} \circ \varphi$ is injective on $H$, the morphism $\varphi$ is injective on $H$ as well. Hence $\varphi(H) \simeq H$ is $(\leq m)$-rigid. As a consequence, $\varphi(H)$ is contained in a vertex group $H^{\prime}$ of $T^{\prime}$. We claim that $\varphi$ induces an isomorphism from $H$ to $H^{\prime}$. First, note that $\varphi^{\prime}\left(H^{\prime}\right)$ is contained in a vertex group $K$ of $T$, for the same reason as above. Therefore, $\varphi^{\prime} \circ \varphi(H)$ is contained in $K$. Moreover, we know that $\varphi^{\prime} \circ \varphi(H)=H^{g}$ for some $g \in G$. It follows that $H^{g}$ is contained in $K$. Since $T$ is reduced and since $H^{g}$ and $K$ are two vertex groups of $T$, we have $H^{g}=K$. Likewise,
$\varphi^{\prime}\left(H^{g}\right)=H^{\prime g^{\prime}}$ for some $g^{\prime} \in G^{\prime}$. Hence, the following series of inclusions holds:

$$
H \stackrel{\varphi}{\hookrightarrow} H^{\prime} \stackrel{\varphi^{\prime}}{\hookrightarrow} H^{g} \stackrel{\varphi}{\hookrightarrow} H^{\prime g^{\prime}} .
$$

Recall that the homomorphism $\varphi \circ \varphi^{\prime}$ is surjective from $H^{\prime}$ onto $H^{\prime g^{\prime}}$. Thus, $\varphi$ induces an isomorphism from $H^{g}$ to $H^{\prime g^{\prime}}$, and it follows that $\varphi$ induces an isomorphism from $H$ to $H^{\prime}$.

### 8.1.9. Expansions.

Definition 8.31. Let $G$ and $G^{\prime}$ be two virtually free groups. Let $m$ denote the integer $m_{G, G^{\prime}}$. Let $\varphi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}: G^{\prime} \rightarrow G$ be two homomorphisms. Let $\Gamma$ and $\Gamma$ be two virtually free groups containing $G$ and $G^{\prime}$ respectively, and let $\psi: \Gamma \rightarrow \Gamma^{\prime}$ and $\psi^{\prime}: \Gamma^{\prime} \rightarrow \Gamma$ be two homomorphisms. We say that $\left(\Gamma, \Gamma^{\prime}, \psi, \psi^{\prime}\right)$ is a $(\geq m)$-expansion of $\left(G, G^{\prime}, \varphi, \varphi^{\prime}\right)$ if the following conditions are satisfied:
(1) $\Gamma$ and $\Gamma^{\prime}$ are two multiple legal $(\geq m)$-extensions of $G$ and $G^{\prime}$;
(2) $\psi_{\mid G} \sim \varphi$ and $\psi_{\mid G^{\prime}}^{\prime} \sim \varphi^{\prime}$;

In the same way, we define $(>m)$-expansions.
Remark 8.32. Let $\mathcal{U}=\left(G, G^{\prime}, \varphi, \varphi^{\prime}\right)$ be a tuple as in Definition 8.31 above. If $\mathcal{U}_{1}$ is a ( $\geq m$ )-expansion of $\mathcal{U}$, and if $\mathcal{U}_{2}$ is a $(\geq m)$-expansion of $\mathcal{U}_{1}$, then $\mathcal{U}_{2}$ is a $(\geq m)$-expansion of $\mathcal{U}$.
8.2. Finite extensions of free products. In this section, we are concerned with the case where there is only one cylinder in the trees we consider, which means that all edge groups are equal. This particular case will play a crucial role in the proof of Proposition 8.44, which uses extensively the trees of cylinders.

Given a group $G$ and a subgroup $C \subset G$, we denote by $\operatorname{Aut}_{G}(C)$ the following subgroup of $\operatorname{Aut}(C)$ :

$$
\operatorname{Aut}_{G}(C)=\left\{\sigma \in \operatorname{Aut}(C) \mid \exists g \in N_{G}(C), \operatorname{ad}(g)_{\mid C}=\sigma\right\} .
$$

Lemma 8.33. Let $G$ and $G^{\prime}$ be two non-elementary hyperbolic groups. Let $T$ and $T^{\prime}$ be two simplicial trees endowed with actions of $G$ and $G^{\prime}$ respectively. Suppose that all edge groups of $T$ and $T^{\prime}$ are equal, and let $C$ and $C^{\prime}$ denote these edge groups. Suppose in addition that $T$ and $T^{\prime}$ have the same number of orbits of vertex groups, say $p$. Let $G_{1}, \ldots, G_{p}$ and $G_{1}^{\prime}, \ldots, G_{p}^{\prime}$ be some representatives of the vertex groups of $T$ and $T^{\prime}$. Suppose that the following two conditions hold:

- there exists a strongly $(\geq|C|)$-special homomorphism $\varphi: G \rightarrow G^{\prime}$ that maps each subgroup $G_{i}$ isomorphically to a conjugate of $G_{i}^{\prime}$,
- and there exists a strongly $\left(\geq\left|C^{\prime}\right|\right)$-special homomorphism $\varphi^{\prime}: G^{\prime} \rightarrow G$ that maps each subgroup $G_{i}^{\prime}$ isomorphically to a conjugate of $G_{i}$.
Then $C$ and $C^{\prime}$ have the same order $m$, and there exists a $(\geq m)$-expansion ( $\left.\widehat{G}, \widehat{G}^{\prime}, \widehat{\varphi}, \widehat{\varphi}^{\prime}\right)$ of $\left(G, G^{\prime}, \varphi, \varphi^{\prime}\right)$ such that $\widehat{\varphi}$ and $\widehat{\varphi}^{\prime}$ are bijective and satisfy the following two conditions:
- for every $1 \leq i \leq p$, there exists an element $g_{i}^{\prime} \in \widehat{G}^{\prime}$ such that

$$
\varphi_{\mid G_{i}}=\operatorname{ad}\left(g_{i}^{\prime}\right) \circ \widehat{\varphi}_{\left.\right|_{G_{i}}},
$$

where $\varphi$ is viewed as a homomorphism from $G$ to $\widehat{G}^{\prime}$;

- for every $1 \leq i \leq p$, there exists an element $g_{i} \in \widehat{G}$ such that

$$
\varphi_{\mid G_{i}^{\prime}}^{\prime}=\operatorname{ad}\left(g_{i}\right) \circ \widehat{\varphi}_{\mid G_{i}^{\prime}}^{\prime}
$$

where $\varphi^{\prime}$ is viewed as a homomorphism from $G^{\prime}$ to $\widehat{G}$.
Remark 8.34. It is worth noticing that in the particular case where $T$ and $T^{\prime}$ are m-JSJ splittings of $G$ and $G^{\prime}$ respectively (which is equivalent to say that the vertex groups of $T$ and $T^{\prime}$ are $m$-rigid), the conclusion of the lemma can be reformulated as follows: there exists a $(\geq m)$-expansion $\left(\widehat{G}, \widehat{G}^{\prime}, \widehat{\varphi}, \widehat{\varphi}^{\prime}\right)$ of $\left(G, G^{\prime}, \varphi, \varphi^{\prime}\right)$ with property $\mathcal{P}_{m}$. However, the lemma is stated in a more general context because, at some point in the proof (more precisely in the third case of the second step of the proof of Proposition 8.42), we will be considering some splittings that are not $m$-JSJ splittings.
Remark 8.35. The groups $\widehat{G}$ and $\widehat{G}^{\prime}$ constructed in the proof below are obtained by performing legal large extensions over $C$ and $C^{\prime}$ only.
Proof. Note that $C$ and $C^{\prime}$ are normal in $G$ and $G^{\prime}$. As a first step, we shall prove that $\varphi(C)=C^{\prime}$ and $\varphi^{\prime}\left(C^{\prime}\right)=C$. Since $\varphi$ is strongly $(\geq|C|)$-special, and since $N_{G}(C)=G$ is non-elementary, we have

$$
\varphi\left(E_{G}\left(N_{G}(C)\right)\right)=E_{G^{\prime}}\left(N_{G^{\prime}}(\varphi(C))\right)
$$

The left-hand side of this equation is equal to $\varphi(C)$. Indeed, $N_{G}(C)=G$ and $E_{G}(G)=C$ since $C$ is the unique maximal finite normal subgroup of $G$. The right-hand side of the equation contains $C^{\prime}$. Indeed, since $C^{\prime}$ is a normal subgroup of $G^{\prime}$, it is in particular normalized by $N_{G^{\prime}}(\varphi(C)) \subset G^{\prime}$; hence, $C^{\prime}$ is contained in the unique maximal finite subgroup of $G^{\prime}$ normalized by $N_{G^{\prime}}(\varphi(C))$, namely $E_{G^{\prime}}\left(N_{G^{\prime}}(\varphi(C))\right)$. We have proved that $C^{\prime}$ is contained in $\varphi(C)$. Likewise, we have $C \subset \varphi^{\prime}\left(C^{\prime}\right)$.

Since the homomorphisms $\varphi$ and $\varphi^{\prime}$ are injective on finite subgroups, the inclusions $C^{\prime} \subset \varphi(C)$ and $C \subset \varphi^{\prime}\left(C^{\prime}\right)$ show that $\varphi(C)=C^{\prime}$ and $\varphi^{\prime}\left(C^{\prime}\right)=C$. More precisely, $\varphi$ induces an isomorphism from $C$ to $C^{\prime}$, and $\varphi^{\prime}$ induces an isomorphism from $C^{\prime}$ to $C$. In particular, the finite groups $C$ and $C^{\prime}$ have the same order denoted by $m$.

We will now define the groups $\widehat{G}$ and $\widehat{G}^{\prime}$. First, let us define a homomorphism $\bar{\varphi}$ : $\operatorname{Aut}_{G}(C) \rightarrow \operatorname{Aut}_{G^{\prime}}\left(C^{\prime}\right)$ as follows: for every $\theta=\operatorname{ad}(g)_{\mid C} \in \operatorname{Aut}_{G}(C)$, set

$$
\bar{\varphi}(\theta)=\varphi_{\mid C} \circ \theta \circ\left(\varphi_{\mid C}\right)^{-1}=\operatorname{ad}(\varphi(g))_{\mid C^{\prime}} \text { independent from the choice of } g
$$

Note that this homomorphism is injective. Indeed, if there exists an element $c \in C$ such that $g c g^{-1} \neq c$, then $\varphi(g) \varphi(c) \varphi(g)^{-1} \neq \varphi(c)$, because $g c g^{-1}$ belongs to $C$ and $\varphi$ is injective on $C$. Likewise, $\varphi^{\prime}$ induces a monomorphism $\operatorname{Aut}_{G^{\prime}}\left(C^{\prime}\right) \hookrightarrow \operatorname{Aut}_{G}(C)$. As a consequence, $\operatorname{Aut}_{G}(C)$ and $\operatorname{Aut}_{G^{\prime}}\left(C^{\prime}\right)$ have the same order, say $\ell$. Set $\operatorname{Aut}_{G}(C)=\left\{\theta_{1}, \ldots, \theta_{\ell}\right\}$ and $\operatorname{Aut}_{G^{\prime}}\left(C^{\prime}\right)=\left\{\theta_{1}^{\prime}, \ldots, \theta_{\ell}^{\prime}\right\}$ with $\theta_{i}^{\prime}=\bar{\varphi}\left(\theta_{i}\right)$ for every $1 \leq i \leq \ell$.

Note that the groups $G$ and $G^{\prime}$ split respectively as
$1 \rightarrow C \rightarrow G \rightarrow Q=Q_{1} * \cdots * Q_{p} * F_{k} \rightarrow 1$ and $1 \rightarrow C^{\prime} \rightarrow G^{\prime} \rightarrow Q^{\prime}=Q_{1}^{\prime} * \cdots * Q_{p}^{\prime} * F_{k^{\prime}} \rightarrow 1$
where $Q_{i}$ is the image in $Q$ of a conjugate of $G_{i}$, and $Q_{i}^{\prime}$ is the image in $Q^{\prime}$ of a conjugate of $G_{i}^{\prime}$. Up to replacing $G_{i}$ by a conjugate of itself, one can suppose that $G_{i}$ is the preimage of $Q_{i}$ in $G$, for every $1 \leq i \leq p$. Likewise, one can suppose that $G_{i}^{\prime}$ is the preimage of $Q_{i}^{\prime}$ for every $1 \leq i \leq p$. Let $\left\{x_{1}, \ldots, x_{k}\right\}$ be a generating set of the free group $F_{k}$, and let $t_{i}$ be a preimage of $x_{i}$ in $G$, for every $1 \leq i \leq k$. Each element $t_{i} \in G$ induces by conjugacy an
automorphism $\theta_{s(i)} \in \operatorname{Aut}_{G}(C)$. Let $H$ denote the subgroup $G_{1} *_{C} \cdots *_{C} G_{p} \subset G$, preimage of $Q_{1} * \cdots * Q_{p}$ in $G$. We define $t_{i}^{\prime}, \theta_{s^{\prime}(i)}^{\prime}$ and $H^{\prime}$ in the same manner.

The group $G$ admits the following finite presentation:

$$
G=\left\langle H, t_{1}, \ldots, t_{k} \mid \operatorname{ad}\left(t_{i}\right)_{\mid C}=\theta_{s(i)} \forall i \in \llbracket 1, k \rrbracket\right\rangle .
$$

Similarly, the group $G^{\prime}$ has a finite presentation of the form

$$
G^{\prime}=\left\langle H^{\prime}, t_{1}^{\prime}, \ldots, t_{k^{\prime}}^{\prime} \mid \operatorname{ad}\left(t_{i}^{\prime}\right)_{\mid C^{\prime}}=\theta_{s^{\prime}(i)}^{\prime} \forall i \in \llbracket 1, k^{\prime} \rrbracket\right\rangle .
$$

Let $n=\max \left(k, k^{\prime}\right)-k$ and $n^{\prime}=\max \left(k, k^{\prime}\right)-k^{\prime}$, so that $n+k=n^{\prime}+k^{\prime}$. Let us define the overgroups $\widehat{G}$ and $\widehat{G}$ of $G$ and $G^{\prime}$ as follows:

$$
\begin{aligned}
& \widehat{G}=\left\langle\begin{array}{l|ll}
G, t_{k+1}, \ldots, t_{k+\ell}, \ldots, t_{k+\ell+n} & \begin{array}{ll}
\operatorname{ad}\left(t_{i}\right)_{\mid C}=\theta_{i} & \forall i \in \llbracket k+1, k+\ell \rrbracket \\
\operatorname{ad}\left(t_{i}\right)_{\mid C}=\operatorname{id}_{C} & \forall i \geq k+\ell+1
\end{array}
\end{array}\right\rangle, \\
& \widehat{G}^{\prime}=\left\langle\begin{array}{l|l}
G^{\prime}, t_{k+1}^{\prime}, \ldots, t_{k^{\prime}+\ell}^{\prime}
\end{array}, \ldots, t_{k^{\prime}+\ell+n^{\prime}}^{\prime} \left\lvert\, \begin{array}{cc}
\operatorname{ad}\left(t_{t}^{\prime}\right)_{\mid C^{\prime}}=\theta_{i}^{\prime} & \forall i \in \llbracket k^{\prime}+1, k^{\prime}+\ell \rrbracket \\
\operatorname{ad}\left(t_{i}^{\prime}\right)_{\mid C^{\prime}}=\operatorname{id}_{C^{\prime}} & \forall i \geq k^{\prime}+\ell+1
\end{array}\right.\right\rangle .
\end{aligned}
$$

Note that $\widehat{G}$ is a multiple legal large $m$-extension of $G$. We can see that by defining a finite sequence of groups $\left(\widehat{G}_{q}\right)_{0 \leq q \leq \ell+n}$ by $\widehat{G}_{0}=G$ and $\widehat{G}_{q+1}=\left\langle\widehat{G}_{q}, t_{k+q+1}\right\rangle$ for $0 \leq q<\ell+n$, and by observing that $\widehat{G}=\widehat{G}_{\ell+n}$, and that $\widehat{G}_{q+1}$ is a legal $|C|$-extension of $\widehat{G}_{q}$ for every $q$, because $\operatorname{ad}\left(t_{k+q+1}\right)_{\mid C}$ belongs to $\operatorname{Aut}_{G}(C)$. In the same way, the group $\widehat{G}^{\prime}$ is a legal large $\left|C^{\prime}\right|$-extension of $G^{\prime}$.

We will now construct the isomorphisms $\widehat{\varphi}: \widehat{G} \rightarrow \widehat{G}^{\prime}$ and $\widehat{\varphi}^{\prime}: \widehat{G}^{\prime} \rightarrow \widehat{G}$ satisfying the expected conditions. Let $N:=\ell+k+n=\ell+k^{\prime}+n^{\prime}$. Up to renumbering the elements $t_{i}$, one can assume that $\operatorname{ad}\left(t_{i}\right)_{\mid C}=\theta_{i}$ for every $1 \leq i \leq \ell$. Then, for every $i \geq \ell+1$, there exists an integer $1 \leq j \leq \ell$ such that $\operatorname{ad}\left(t_{i}\right)_{\mid C}=\operatorname{ad}\left(t_{j}\right)_{\mid C}$, because $\operatorname{Aut}_{G}(C)=\left\{\theta_{1}, \ldots, \theta_{\ell}\right\}$ and $\operatorname{ad}\left(t_{i}\right)_{\mid C}$ belongs to $\operatorname{Aut}_{G}(C)$. Hence, up to replacing $t_{i}$ by $t_{j}^{-1} t_{i}$, one can assume without loss of generality that $\theta_{i}=\mathrm{id}_{C}$. Now, $\widehat{G}$ has the following presentation:

$$
\widehat{G}=\left\langle\begin{array}{l|l}
H, t_{1}, \ldots, t_{N} & \left.\begin{array}{rr}
\operatorname{ad}\left(t_{i}\right)_{\mid C}=\theta_{i} & \forall i \in \llbracket 1, \ell \rrbracket \\
\left.\operatorname{ad}\left(t_{i}\right)\right|_{\mid C}=\operatorname{id}_{C} & \forall i \geq \ell+1
\end{array}\right\rangle . . . . ~
\end{array}\right.
$$

Likewise, $\widehat{G}^{\prime}$ has a presentation of the following form:

We are now ready to define $\widehat{\varphi}$ and $\widehat{\varphi}^{\prime}$. By assumption, $\varphi\left(G_{i}\right)=g_{i}^{\prime} G_{i}^{\prime} g_{i}^{\prime-1}$ for some $g_{i}^{\prime} \in G^{\prime}$. Since Aut ${ }_{G^{\prime}}\left(C^{\prime}\right)=\left\{\operatorname{ad}\left(t_{j}^{\prime}\right)_{\mid C^{\prime}}, 1 \leq j \leq \ell\right\}$, there exists an integer $\sigma(i) \in \llbracket 1, \ell \rrbracket$ such that $\operatorname{ad}\left(g_{i}^{\prime}\right)_{\mid C^{\prime}}=\left.\operatorname{ad}\left(t_{\sigma(i)}^{\prime}\right)\right|_{C^{\prime}}$. Recall that $H=G_{1} *_{C} \cdots *_{C} G_{p}$. First, let us define a homomorphism $\psi: H \rightarrow \widehat{G}^{\prime}$ by

$$
\psi_{\mid G_{i}}=\operatorname{ad}\left(t_{\sigma(i)}^{\prime} g_{i}^{\prime-1}\right) \circ \varphi_{\mid G_{i}}
$$

for every $1 \leq i \leq p$. This homomorphism is well-defined since the element $t_{\sigma(i)}^{\prime} g_{i}^{\prime-1}$ of $G^{\prime}$ centralizes $C^{\prime}$.
Then, let us define $\widehat{\varphi}: \widehat{G} \rightarrow \widehat{G}^{\prime}$ by $\widehat{\varphi}_{\mid H}=\psi$ and $\widehat{\varphi}\left(t_{i}\right)=t_{i}^{\prime}$ for every $1 \leq i \leq N$. This homomorphism is well-defined because $\operatorname{ad}\left(t_{i}\right)_{\mid C}=\theta_{i}$ and $\operatorname{ad}\left(t_{i}^{\prime}\right)_{\mid C^{\prime}}=\varphi_{C} \circ \theta_{i} \circ\left(\varphi_{C}\right)^{-1}=\theta_{i}^{\prime}$.

Last, note that

$$
\widehat{\varphi}\left(G_{i}\right)=t_{\sigma(i)}^{\prime} G_{i}^{\prime} t_{\sigma(i)}^{\prime}-1=\widehat{\varphi}\left(t_{\sigma(i)}\right) G_{i}^{\prime} \widehat{\varphi}\left(t_{\sigma(i)}\right)^{-1}
$$

i.e.

$$
G_{i}^{\prime}=\widehat{\varphi}\left(t_{\sigma(i)}^{-1} G_{i} t_{\sigma(i)}\right) .
$$

Hence, the image of $\widehat{\varphi}$ contains $G_{i}^{\prime}$, for every $1 \leq i \leq p$ and $t_{i}^{\prime}=\widehat{\varphi}\left(t_{i}\right)$ for every $1 \leq i \leq N$. As a consequence, since $\widehat{G}^{\prime}$ is generated by $G_{1}^{\prime}, \ldots, G_{p}^{\prime}, t_{1}^{\prime}, \ldots, t_{N}^{\prime}$, the homomorphism $\widehat{\varphi}$ is surjective. Likewise, there exists an epimorphism $\widehat{\varphi}^{\prime}: \widehat{G}^{\prime} \rightarrow \widehat{G}$ that coincides with $\varphi^{\prime}$ on each $G_{i}^{\prime}$ up to conjugacy. Since hyperbolic groups are Hopfian, the epimorphism $\widehat{\varphi}^{\prime} \circ \widehat{\varphi}: \widehat{G} \rightarrow \widehat{G}$ is an automorphism. Hence, $\widehat{\varphi}$ and $\widehat{\varphi}^{\prime}$ are two isomorphisms.
Remark 8.36. This remark will be useful for proving that there exists an algorithm that takes as input two finite presentations of virtually free groups, and decides whether these groups have the same $\forall \exists$-theory or not. We keep the same notations as in the proof above. Let $r$ be the rank of $G$ (that is the smallest cardinality of a generating set for $G$ ), and let $r^{\prime}$ be the rank of $G^{\prime}$. Note that $k \leq r$ and $k^{\prime} \leq r^{\prime}$. We constructed the groups $\widehat{G}$ and $\widehat{G}^{\prime}$ from $G$ and $G^{\prime}$ by performing less than $\max \left(k, k^{\prime}\right)+\ell \leq \max \left(r, r^{\prime}\right)+|C|$ ! legal large extensions.

We now consider reduced Stallings splittings of virtually free groups $G$ and $G^{\prime}$. If all edge groups are equal, then Lemma 8.33 applies. Here below are two consequences of Lemma 8.33 in this context. These results will be useful in the proof of the general case of the implication (4) $\Rightarrow$ (5) of Theorem 1.23 (see Proposition 8.44).

Corollary 8.37. Let $Q=Q_{1} * \cdots * Q_{p} * F_{k}$ and $Q^{\prime}=Q_{1}^{\prime} * \cdots * Q_{p^{\prime}}^{\prime} * F_{k^{\prime}}$ be two free products of finite groups with a free group. Suppose that $Q$ and $Q^{\prime}$ are non-elementary. Let $G$ and $G^{\prime}$ be two finite extensions

$$
1 \rightarrow C \rightarrow G \rightarrow Q \rightarrow 1 \quad \text { and } \quad 1 \rightarrow C^{\prime} \rightarrow G^{\prime} \rightarrow Q^{\prime} \rightarrow 1 .
$$

Suppose that there exist two homomorphisms $\varphi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}: G^{\prime} \rightarrow G$ such that the pair $\left(\varphi, \varphi^{\prime}\right)$ is strongly $\left(\geq m_{G, G^{\prime}}\right)$-special. Then $C$ and $C^{\prime}$ have the same order $m_{G, G^{\prime}}$, and there exists a $\left(\geq m_{G, G^{\prime}}\right)$-expansion $\left(\Gamma, \Gamma^{\prime}, \psi, \psi^{\prime}\right)$ of $\left(G, G^{\prime}, \varphi, \varphi^{\prime}\right)$ such that $\psi: \Gamma \rightarrow \Gamma^{\prime}$ and $\psi^{\prime}: \Gamma^{\prime} \rightarrow \Gamma$ are bijective.
Proof. For every $1 \leq i \leq p$, let $G_{i}$ be a preimage of $Q_{i}$ in $G$ and for every $1 \leq i \leq p^{\prime}$, let $G_{i}^{\prime}$ be a preimage of $Q_{i}^{\prime}$ in $G^{\prime}$. In order to establish the existence of $\Gamma$ and $\Gamma^{\prime}$, we shall use Lemma 8.33. To that end, it is enough to verify that the following three conditions are satisfied (up to renumbering the $G_{i}$ ):

- $p=p^{\prime}$,
- $\varphi$ maps each $G_{i}$ isomorphically to a conjugate of $G_{i}^{\prime}$,
- and $\varphi^{\prime}$ maps each $G_{i}^{\prime}$ isomorphically to a conjugate of $G_{i}$.

Since every finite subgroup of $G^{\prime}$ is contained in a conjugate of some $G_{i}^{\prime}$, there exists a map $\sigma: \llbracket 1, p \rrbracket \rightarrow \llbracket 1, p^{\prime} \rrbracket$ such that $\varphi\left(G_{i}\right)$ is contained in a conjugate of $G_{\sigma(i)}^{\prime}$, for every
$1 \leq i \leq p$. Likewise, there exists a map $\sigma^{\prime}: \llbracket 1, p^{\prime} \rrbracket \rightarrow \llbracket 1, p \rrbracket$ such that $\varphi^{\prime}\left(G_{i}^{\prime}\right)$ is contained in a conjugate of $G_{\sigma^{\prime}(i)}$, for every $1 \leq i \leq p^{\prime}$.

Since $\left(\varphi, \varphi^{\prime}\right)$ is a strongly $\left(\geq m_{G, G^{\prime}}\right)$-special pair and $\left|G_{i}\right| \geq|C| \geq m_{G, G^{\prime}}$ for every $1 \leq i \leq p$, the subgroup $\varphi^{\prime} \circ \varphi\left(G_{i}\right)$ of $G$ is conjugate to $G_{i}$. Hence, $\sigma^{\prime} \circ \sigma$ is the identity of $\llbracket 1, p \rrbracket$. Likewise, $\sigma \circ \sigma^{\prime}$ is the identity of $\llbracket 1, p^{\prime} \rrbracket$. It follows that $p=p^{\prime}$ and that $\sigma^{\prime}=\sigma^{-1}$, which concludes the proof.

Note that the previous proposition holds in particular if $G$ and $G^{\prime}$ are both finite-by-free. We need to prove that this result remains true if only one of these two groups is assumed to be finite-by-free.

Corollary 8.38. Let $G$ and $G^{\prime}$ be two virtually free groups. Suppose that $G$ is finite-by-free (possibly finite or finite-by-Z $)$. Suppose that there exists a strongly $\left(\geq m_{G, G^{\prime}}\right)$-special pair of homomorphisms $\left(\varphi: G \rightarrow G^{\prime}, \varphi^{\prime}: G^{\prime} \rightarrow G\right)$. Then there exists a $\left(\geq m_{G, G^{\prime}}\right)$-expansion $\left(\Gamma, \Gamma^{\prime}, \psi, \psi^{\prime}\right)$ of $\left(G, G^{\prime}, \varphi, \varphi^{\prime}\right)$ such that $\psi: \Gamma \rightarrow \Gamma^{\prime}$ and $\psi^{\prime}: \Gamma^{\prime} \rightarrow \Gamma$ are bijective.

Proof. Since $G$ is finite-by-free, there is a unique finite normal subgroup $C \subset G$ such that $G / C \simeq F_{n}$, with $n \geq 0$. Let $T^{\prime}$ be a reduced Stallings tree of $G^{\prime}$. First, note that all vertex groups of $T^{\prime}$ have order equal to $|C|$. Indeed, if $v$ is a vertex of $T^{\prime}$, then $\varphi^{\prime}\left(G_{v}^{\prime}\right)$ is a subgroup of $C$. Hence $\varphi \circ \varphi\left(G_{v}^{\prime}\right)$ is contained in $\varphi(C)$, which is of order $|C|$. The vertex group $G_{v}^{\prime}$ being finite maximal (since $T^{\prime}$ is reduced), and $\varphi \circ \varphi\left(G_{v}^{\prime}\right)$ being conjugate to $G_{v}^{\prime}$, we have $\left|G_{v}^{\prime}\right|=|C|$.

In order to prove that $G^{\prime}$ is finite-by-free, it suffices to show that all edge groups of $T^{\prime}$ have order equal to $|C|$, as all vertex groups of $T^{\prime}$ have order equal to $|C|$. Assume towards a contradiction that there is an edge $e=[v, w]$ of $T^{\prime}$ such that $\left|G_{e}^{\prime}\right|<|C|$. Since $G_{v}^{\prime}$ and $G_{w}^{\prime}$ have order $|C|$, we have $\varphi^{\prime}\left(G_{v}^{\prime}\right)=\varphi^{\prime}\left(G_{w}^{\prime}\right)=C$. It follows that $G_{v}^{\prime}$ and $G_{w}^{\prime}$ are conjugate in $G^{\prime}$ since $\varphi^{\prime}$, being ( $\geq m_{G, G^{\prime}}$ )-strongly special, maps non-conjugate finite subgroups of $G^{\prime}$ of order $\geq m_{G, G^{\prime}}$ to non-conjugate finite subgroups of $G$. Let $t$ be an element of $G^{\prime}$ such that $G_{w}^{\prime}=t G_{v}^{\prime} t^{-1}$, let $E_{1}:=G_{e}^{\prime}$ and $E_{2}:=t E_{1} t^{-1}$.

Let $S$ be the tree obtained from $T^{\prime}$ by collapsing all edges of $T^{\prime}$ that are not in the $G^{\prime}$-orbit of $e$. The segment $[w, t v]$ fixed by $G_{w}^{\prime}=t G_{v}^{\prime} t^{-1}$ is collapsed to a point in $S$. Hence $t$ has a translation length equal to 1 in $S$, i.e. $t$ is a stable letter in the splitting of $G$ as an HNN extension whose $S$ is the Bass-Serre tree. Let $x$ be the image of $v$ (or $w$ ) in $S$ and let $H=G_{x}^{\prime}$ be its stabilizer. Note that $E_{1} \subset G_{w}^{\prime} \subset H$ and $E_{2} \subset G_{w}^{\prime} \subset H$. We have $G^{\prime}=\left\langle H, t \mid t x t^{-1}=\alpha(x), \forall x \in E_{1}\right\rangle=H_{\alpha: E_{1} \rightarrow E_{2}}$ where $\alpha$ denotes an isomorphism from $E_{1}$ to $E_{2}$. Observe that $x$ is the unique vertex of $S$ fixed by $G_{w}^{\prime}$, because $\left|G_{w}^{\prime}\right|>\left|E_{1}\right|$. Therefore $N_{G^{\prime}}\left(G_{w}^{\prime}\right)$ fixes $x$, i.e. $N_{G^{\prime}}\left(G_{w}^{\prime}\right) \subset H$.

Now, let us observe that the homomorphism $\varphi \circ \varphi^{\prime}$ coincides on the finite subgroup $G_{w}^{\prime}$ with an inner automorphism $\operatorname{ad}\left(g^{\prime}\right)$, for a certain $g^{\prime} \in G^{\prime}$. Up to replacing $\varphi$ by $\operatorname{ad}\left(g^{\prime-1}\right) \circ \varphi$, one can assume without loss of generality that $\varphi \circ \varphi^{\prime}$ coincides with the identity on $G_{w}^{\prime}$. In particular, $\varphi \circ \varphi^{\prime}$ coincides with the identity on $E_{1}$ and $E_{2}$. Let $z:=\varphi \circ \varphi^{\prime}(t)$. We have $z E_{1} z^{-1}=E_{2}$ and $t E_{1} t^{-1}=E_{2}$. Therefore $z^{-1} t$ normalizes $E_{1}$. In addition, $z$ normalizes $G_{w}^{\prime}$; indeed, $G_{w}^{\prime}=t G_{v}^{\prime} t^{-1}$ and $G_{w}^{\prime}=\varphi \circ \varphi^{\prime}\left(G_{w}^{\prime}\right)=\varphi \circ \varphi^{\prime}\left(G_{v}^{\prime}\right)$, thus $G_{w}^{\prime}=\varphi \circ \varphi^{\prime}(t) G_{w}^{\prime} \varphi^{\prime} \circ \varphi^{\prime}(t)^{-1}$. Hence, $z$ belongs to $H$ since $N_{G^{\prime}}\left(G_{w}^{\prime}\right) \subset H$. Thus, up to replacing $t$ by $z^{-1} t$ in the previous splitting of $G^{\prime}$ as an HNN extension, we get a splitting of $G^{\prime}$ of the form $G^{\prime}=\left\langle H, t \mid t x t^{-1}=\alpha(x), \forall x \in E_{1}\right\rangle$ where $\alpha$ denotes an automorphism of $E_{1}$. This shows that $N_{G^{\prime}}\left(E_{1}\right)$ is infinite and that $E_{G^{\prime}}\left(N_{G^{\prime}}\left(E_{1}\right)\right)=E_{1}$. By applying
the strongly special homomorphism $\varphi^{\prime}$ to this equality, we get $E_{G}\left(N_{G}\left(\varphi^{\prime}\left(E_{1}\right)\right)\right)=\varphi^{\prime}\left(E_{1}\right)$. This is a contradiction, because $\left|\varphi^{\prime}\left(E_{1}\right)\right|<|C|$ and $C$ is normal in $G$.

As a conclusion, all edge groups of $T^{\prime}$ have order $|C|$. As mentionned above, this shows that the group $G^{\prime}$ is finite-by-free. Let $C^{\prime} \subset G^{\prime}$ be the unique finite normal subgroup such that $G^{\prime} / C^{\prime}$ is free. Note that $|C|=\left|C^{\prime}\right|=m_{G, G^{\prime}}$ and $G^{\prime}=N_{G^{\prime}}\left(C^{\prime}\right)$. Since $\varphi^{\prime}$ is strongly ( $\geq m_{G, G^{\prime}}$ )-special, $\varphi^{\prime}\left(G^{\prime}\right)$ is non-elementary as soon as $G^{\prime}$ is non-elementary, and $\varphi^{\prime}\left(G^{\prime}\right)$ is infinite as soon as $G^{\prime}$ is infinite. By symmetry, $\varphi(G)$ is non-elementary as soon as $G$ is non-elementary, and $\varphi(G)$ is infinite as soon as $G^{\prime}$ is infinite. Consequently, $G$ and $G^{\prime}$ are simultaneously finite, virtually $\mathbb{Z}$ or non-elementary. We treat the three cases separately.

First case. Suppose that $G$ and $G^{\prime}$ are finite. Since the homomorphisms $\varphi$ and $\varphi^{\prime}$ are injective on finite groups, they are bijective, and one can take $\Gamma=G$ and $\Gamma^{\prime}=G^{\prime}$.

Second case. Suppose that $G$ and $G^{\prime}$ are virtually $\mathbb{Z}$. Note that $G^{\prime}$ can be written as $G^{\prime}=G *_{G} G^{\prime}$, where the embedding of $G$ into $G$ is the identity, and the embedding of $G$ into $G^{\prime}$ is the nice embedding $\varphi: G \hookrightarrow G^{\prime}$. Moreover, $\varphi^{\prime}: G^{\prime} \hookrightarrow G$ is a nice embedding. Hence $G^{\prime}$ is a legal small extension of $G$. One can take $\Gamma=\Gamma^{\prime}=G^{\prime}$.

Third case. Suppose that $G$ and $G^{\prime}$ are non-elementary. Then the existence of $\Gamma$ and $\Gamma^{\prime}$ is an immediate consequence of Proposition 8.37 above.
8.3. A property of the tree of cylinders. Let $G$ be a virtually free group. Let $m \geq 1$ be an integer, and let $T$ be a $m$-splitting of $G$. Recall that the tree of cylinders $T_{c}$ (see [GL11] and Section 2.7) is the bipartite tree whose set of vertices $V\left(T_{c}\right)$ is the disjoint union of the following two sets:

- the set of vertices $x$ of $T$ which belong to at least two cylinders, denoted by $V_{0}\left(T_{c}\right)$;
- the set of cylinders of $T$, denoted by $V_{1}\left(T_{c}\right)$.

There is an edge $\varepsilon=(x, Y)$ between $x \in V_{0}\left(T_{c}\right)$ and $Y \in V_{1}\left(T_{c}\right)$ in $T_{c}$ if and only if $x \in Y$. If $Y=\operatorname{Fix}\left(G_{e}\right)$ is the cylinder associated with an edge $e \in T$, then the stabilizer $G_{Y}$ of $Y$ is $N_{G}\left(G_{e}\right)$.

Lemma 8.39. Let $G$ be a virtually free group. Let $m \geq 1$ be an integer, and let $T$ be a m-splitting of $G$. Let $T_{c}$ denote the tree of cylinders of $T$. Let $\varphi$ be an endomorphism of $G$. Suppose that $\varphi$ maps every vertex group of $T_{c}$ isomorphically to a conjugate of itself, and every finite subgroup of $G$ isomorphically to a conjugate of itself. Then $\varphi$ is an automorphism.

Proof. If $T_{c}$ is a point (i.e. if there is a unique cylinder in $T$ ), then $G$ is a vertex group of $T_{c}$ and $\varphi$ is an automorphism. From now on, we suppose that $T_{c}$ is not a point.

As a first step, we build a $\phi$-equivariant map $f: T \rightarrow T$. Let $v_{1}, \ldots, v_{n}$ be some representatives of the orbits of vertices of $T$. For every $1 \leq i \leq n$, there exists an element $g_{i} \in G$ such that $\phi\left(G_{v_{i}}\right)=G_{v_{i}}^{g_{i}}$. We let $f\left(v_{i}\right)=g_{i} \cdot v_{i}$. Then we extend $f$ linearly on edges of $T$.

We claim that the map $f$ induces a $\phi$-equivariant map $f_{c}: T_{c} \rightarrow T_{c}$. Indeed, for each cylinder $Y=\operatorname{Fix}(C) \subset T$, the image $f(Y)$ is contained in $\operatorname{Fix}(\varphi(C))$ of $T$, which is a cylinder (not a point) since $\varphi(C)$ is conjugate to $C$. If $v \in T$ belongs to two cylinders, so does $f(v)$. This allows us to define $f_{c}$ on vertices of $T_{c}$, by sending $v \in V_{0}\left(T_{c}\right)$ to $f(v) \in V_{0}\left(T_{c}\right)$ and $Y \in V_{1}\left(T_{c}\right)$ to $f(Y) \in V_{1}\left(T_{c}\right)$. If $(v, Y)$ is an edge of $T_{c}$, then $f_{c}(v)$ and $f_{c}(Y)$ are adjacent in $T_{c}$.

We shall prove that $f_{c}$ does not fold any pair of edges and, therefore, that $f_{c}$ is injective. Assume towards a contradiction that there exist a vertex $v$ of $T_{c}$, and two distinct vertices $w$ and $w^{\prime}$ adjacent to $v$ such that $f_{c}(w)=f_{c}\left(w^{\prime}\right)$.

First, assume that $v$ is not a cylinder. Since $T_{c}$ is bipartite, $w$ and $w^{\prime}$ are two cylinders, associated with two edges $e$ and $e^{\prime}$ of $T$. Since $f_{c}(w)=f_{c}\left(w^{\prime}\right)$, we have $\phi\left(G_{\varepsilon}\right)=\phi\left(G_{\varepsilon^{\prime}}\right)$ by definition of $f_{c}$. But $\phi$ is injective on $G_{v}$ by hypothesis, and $G_{\varepsilon}, G_{\varepsilon^{\prime}}$ are two distinct subgroups of $G_{v}$ (by definition of a cylinder). This is a contradiction.

Now, assume that $v=Y_{\varepsilon}$ is a cylinder. Since $f_{c}(w)=f_{c}\left(w^{\prime}\right)$, there exists an element $g \in G$ such that $w^{\prime}=g \cdot w$. As a consequence $\phi(g)$ belongs to $\phi\left(G_{w}\right)$, so one can assume that $\phi(g)=1$ up to multiplying $g$ by an element of $G_{w}$. In particular, it follows that $g$ does not belong to $N_{G}\left(G_{\varepsilon}\right)=G_{v}$, since $\phi$ is injective in restriction to $N_{G}\left(G_{\varepsilon}\right)=G_{v}$. Then observe that $G_{\varepsilon} \subset G_{w}, G_{\varepsilon} \subset G_{w^{\prime}}$ and $g G_{\varepsilon} g^{-1} \subset g G_{w} g^{-1}=G_{w^{\prime}}$. We have $G_{\varepsilon} \neq g G_{\varepsilon} g^{-1}$ since $g$ does not lie in $N_{G}\left(G_{\varepsilon}\right)$, but $\phi\left(G_{\varepsilon}\right)=\phi\left(g G_{\varepsilon} g^{-1}\right)$ since $\phi(g)=1$. This contradicts the injectivity of $\phi$ on $G_{w^{\prime}}$.

Hence, $f_{c}$ is injective. It follows that $\phi$ is injective. Indeed, let $g$ be an element of $G$ such that $\phi(g)=1$. Then $f_{c}(g \cdot v)=f_{c}(v)$ for each vertex $v$ of $T_{c}$, so $g \cdot v=v$ for each vertex $v$ of $T_{c}$. But $\phi$ is injective on vertex groups of $T_{c}$, so $g=1$.

It remains to prove the surjectivity of $\phi$. We begin by proving the surjectivity of $f_{c}$. It suffices to prove the local surjectivity. Let $v$ be a vertex of $T$ and $e$ an edge adjacent to $v$. Up to conjugacy, we can assume that $f_{c}(v)=v$ and $f_{c}(e)=e$. We thus have $f_{c}\left(G_{v} \cdot e\right)=\phi\left(G_{v}\right) \cdot f_{c}(e)=G_{v} \cdot f_{c}(e)=G_{v} \cdot e$. Therefore, all the translates of $e$ by an element of $G_{v}$ are in the image of $f_{c}$, which proves the surjectivity of $f_{c}$. It remains to prove the surjectivity of $\phi$. Let $g \in G$ and let $w$ be a vertex. There are two vertices $v$ and $v^{\prime}$ such that $f_{c}(v)=w$ and $f_{c}\left(v^{\prime}\right)=g w$. Hence there exists $h \in G$ such that $v^{\prime}=h v$, so $f_{c}\left(v^{\prime}\right)=f_{c}(h v)=\phi(h) w$, i.e. $g w=\phi(h) w$, so $g^{-1} \phi(h)$ belongs to $G_{w}=\phi\left(G_{v}\right)$, hence $g=\phi(h) g^{\prime}$ with $g^{\prime} \in G_{v}$. As a consequence, $\phi$ is surjective.

### 8.4. A key proposition.

Definition 8.40. Let $G$ and $G^{\prime}$ be two virtually free groups, and let $\varphi, \psi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}, \psi^{\prime}: G^{\prime} \rightarrow G$ be homomorphisms. We say that $\left(\psi, \psi^{\prime}\right)$ is a power of $\left(\varphi, \varphi^{\prime}\right)$ if there exist two integers $n, n^{\prime} \geq 0$ such that $\psi_{\mid G}=\varphi \circ\left(\varphi^{\prime} \circ \varphi\right)^{n}$ and $\psi_{\mid G^{\prime}}^{\prime}=\varphi^{\prime} \circ\left(\varphi \circ \varphi^{\prime}\right)^{n^{\prime}}$.

Definition 8.41. Let $G$ and $G^{\prime}$ be two virtually free groups, and let $\varphi, \psi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}, \psi^{\prime}: G^{\prime} \rightarrow G$ be homomorphisms. The notation $\left(\psi, \psi^{\prime}\right) \sim\left(\varphi, \varphi^{\prime}\right)$ means that $\psi \sim \varphi$ and $\psi^{\prime} \sim \varphi^{\prime}$.

Proposition 8.42. Let $G$ and $G^{\prime}$ be two virtually free groups. Let $m$ denote the integer $m_{G, G^{\prime}}$. Let $\varphi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}: G^{\prime} \rightarrow G$ be two homomorphisms. If $\left(G, G^{\prime}, \varphi, \varphi^{\prime}\right)$ has property $\mathcal{P}_{m}$, then there exists a pair $\left(\psi: G \rightarrow G^{\prime}, \psi^{\prime}: G^{\prime} \rightarrow G\right)$ which is equivalent (in the sense of $\sim$ ) to a power of $\left(\varphi, \varphi^{\prime}\right)$ and a m-expansion $\left(\widehat{G}, \widehat{G}^{\prime}, \widehat{\varphi}, \widehat{\varphi}^{\prime}\right)$ of $\left(G, G^{\prime}, \psi, \psi^{\prime}\right)$ such that $\widehat{\varphi}$ and $\widehat{\varphi}^{\prime}$ are isomorphisms.

Proof. Let $T$ and $T^{\prime}$ be reduced $m$-JSJ splittings of $G$ and $G^{\prime}$. First, let us observe that $\varphi$ maps every $m$-factor of $G$ isomorphically to a $m$-factor of $G^{\prime}$ and that $\varphi^{\prime}$ maps every $m$-factor of $G^{\prime}$ isomorphically to a $m$-factor of $G$ (see Remark 8.30).

If $G$ or $G^{\prime}$ is finite-by-free, the result is an immediate consequence of Corollary 8.38. From now on, we suppose that $G$ and $G^{\prime}$ are not finite-by-free. We decompose the proof of the lemma into three steps.

Step 1. We claim that there exists a $m$-expansion $\left(G_{1}, G_{1}^{\prime}, \varphi_{1}, \varphi_{1}^{\prime}\right)$ of $\left(G, G^{\prime}, \varphi, \varphi^{\prime}\right)$ such that $\varphi_{1}$ and $\varphi_{1}^{\prime}$ maps edge groups of $m$-JSJ splittings $T_{1}$ and $T_{1}^{\prime}$ of $G_{1}$ and $G_{1}^{\prime}$ to edge groups of $T_{1}^{\prime}$ and $T_{1}$ respectively. ${ }^{1}$

Proof of Step 1. If $\varphi(C)$ is an edge group of $T^{\prime}$ for every edge group $C$ of $T$, and if $\varphi^{\prime}\left(C^{\prime}\right)$ is an edge group of $T$ for every edge group $C^{\prime}$ of $T^{\prime}$, then one can take $G_{1}=G$, $\varphi_{1}=\varphi, G_{1}^{\prime}=G^{\prime}$, and $\varphi_{1}^{\prime}=\varphi^{\prime}$. Now, let us suppose that there is an edge $e$ of $T$ such that $\varphi\left(G_{e}\right)$ is not the stabilizer of an edge of $T^{\prime}$. Let $C:=G_{e}$. We shall prove that the group $\widehat{G}^{\prime}=\left\langle G^{\prime}, t \mid \operatorname{ad}(t)_{\mid \varphi(C)}=\operatorname{id}_{\varphi(C)}\right\rangle$ is a legal $m$-extension of $G^{\prime}$. Note that $\varphi(C)$ is an edge group in any $m$-JSJ tree $\widehat{T}^{\prime}$ of $\widehat{G}$. In addition, one easily sees that the homomorphism $\widehat{\varphi}^{\prime}: \widehat{G^{\prime}} \rightarrow G$ defined by $\widehat{\varphi}^{\prime}(t)=1$ and $\widehat{\varphi}^{\prime}\left(g^{\prime}\right)=\varphi\left(g^{\prime}\right)$ for every $g^{\prime} \in G^{\prime}$ satisfies the following three conditions:

- the pair $\left(\varphi, \hat{\varphi}^{\prime}\right)$ is strongly $(\geq m)$-special;
- $\hat{\varphi}_{G^{\prime}}^{\prime} \sim \varphi^{\prime}$;
- $\widehat{\varphi}^{\prime}$ maps every $m$-factor of $\widehat{G}^{\prime}$ isomorphically to a $m$-factor of $G$.

Hence, one can define the group $G_{1}^{\prime}$, and symmetrically the group $G_{1}$, by iterating the construction described above finitely many times, since $T$ and $T^{\prime}$ have only finitely many orbits of edges.

It remains to prove that the group $\widehat{G}^{\prime}=\left\langle G^{\prime}, t \mid \operatorname{ad}(t)_{\mid \varphi(C)}=\operatorname{id}_{\varphi(C)}\right\rangle$ is a legal $m$-extension of $G^{\prime}$, under the hypothesis that $\varphi(C)$ is not contained in the stabilizer of an edge of $T^{\prime}$.

Since the group $\varphi(C)$ is not contained in the stabilizer of an edge of $T^{\prime}$, it fixes a unique vertex $v^{\prime}$ of $T^{\prime}$. There exists an edge $e=[v, w]$ of $T$ such that $G_{e}=C, \varphi\left(G_{v}\right) \subset G_{v^{\prime}}^{\prime}$ and $\varphi\left(G_{w}\right) \subset G_{v^{\prime}}^{\prime}$. Moreover, recall that $\varphi$ maps $G_{v}$ and $G_{w}$ isomorphically to $m$-factors of $G^{\prime}$. Therefore, the following equalities hold: $\varphi\left(G_{v}\right)=\varphi\left(G_{w}\right)=G_{v^{\prime}}^{\prime}$ and $\varphi^{\prime} \circ \varphi\left(G_{v}\right)=\varphi^{\prime} \circ \varphi\left(G_{w}\right)$. Since $\varphi^{\prime} \circ \varphi$ maps every $m$-factor of $G$ to a conjugate of itself, there exists an element $g \in G$ such that $G_{w}=g G_{v} g^{-1}$. Thus we have $\varphi\left(G_{v}\right)=\varphi\left(g G_{v} g^{-1}\right)=\varphi(g) \varphi\left(G_{v}\right) \varphi(g)^{-1}$. This shows that $\varphi(g)$ belongs to $N_{G^{\prime}}\left(\varphi\left(G_{v}\right)\right)$. Since $G$ is not finite-by-free, Lemma 8.8 asserts that $G_{v}$ has order $>m$. This implies that $N_{G^{\prime}}\left(\varphi\left(G_{v}\right)\right)=\varphi\left(G_{v}\right)$. Hence $\varphi(g)$ belongs to $\varphi\left(G_{v}\right)$. There is an element $h \in G_{v}$ such that $\varphi(g)=\varphi(h)$. Let $k=g h^{-1}$, so that $\varphi(k)=1$ and $w=g v=k v$. Note that $k \neq 1$, since $w=k v \neq v$. Now, note that $\varphi(C)=\varphi\left(k C k^{-1}\right)$. Since $C$ and $k C k^{-1}$ are contained in $G_{w}$, and since $\varphi$ is injective on $G_{w}$, this proves that $C=k C k^{-1}$, i.e. that $k$ belongs to the normalizer $N_{G}(C)$ of $C$ in $G$. In particular, $N_{G}(C)$ must be non-elementary, otherwise $\varphi$ would be injective on $N_{G}(C)$, contradicting the fact that $\varphi(k)=1$. In order to prove that the group $\widehat{G}^{\prime}$ defined above is a legal large $m$-extension of $G^{\prime}$, we need to prove that $\varphi(C)=E_{G^{\prime}}\left(N_{G^{\prime}}(\varphi(C))\right)$. First, let us prove that $C=E_{G}\left(N_{G}(C)\right)$. Note that the inclusion $C \subset E_{G}\left(N_{G}(C)\right)$ always holds, because $E_{G}\left(N_{G}(C)\right)$ is the unique maximal finite subgroup of $C$ normalized by $N_{G}(C)$. Assume towards a contradicton that the inclusion $C \subset E_{G}\left(N_{G}(C)\right)$ is strict. Then $E_{G}\left(N_{G}(C)\right)$ has order $>m$, so it fixes a unique vertex $x \in T$, because edge groups of $T$ have order

[^0]equal to $m$. This implies that $x$ is fixed by $N_{G}(C)$. But $N_{G}(C)$ is not elliptic in $T$ since the element $k \in N_{G}(C)$ acts hyperbolically on $T$. This is a contradiction. We have proved that $E_{G}\left(N_{G}(C)\right)=C$. It follows that $E_{G^{\prime}}\left(N_{G^{\prime}}(\varphi(C))\right)=\varphi(C)$, because $\varphi$ is strongly $(\geq m)$-special and $C$ has order $m$. Hence, the group $G_{1}^{\prime}=\left\langle G^{\prime}, t \mid \operatorname{ad}(t)_{\mid \varphi(C)}=\operatorname{id}_{\varphi(C)}\right\rangle$ is a legal large $m$-extension of $G$, which concludes the proof of the first step.

Now, up to replacing $\left(G, G^{\prime}, \varphi, \varphi^{\prime}\right)$ with $\left(G_{1}, G_{1}^{\prime}, \varphi_{1}, \varphi_{1}^{\prime}\right)$, one can suppose that $\left(G, G^{\prime}, \varphi, \varphi^{\prime}\right)$ has the property of Step 1.

Step 2. We claim that there exists a power $\left(\rho, \rho^{\prime}\right)$ of $\left(\varphi, \varphi^{\prime}\right)$ and a $m$-expansion $\left(G_{2}, G_{2}^{\prime}, \varphi_{2}, \varphi_{2}^{\prime}\right)$ of $\left(G, G^{\prime}, \rho, \rho^{\prime}\right)$ such that the following two conditions hold:

- for every edge group $C$ of $T_{2}$, the group $\varphi_{2}(C)$ is an edge group of $T_{2}^{\prime}$ and $\varphi_{2}$ maps $N_{G_{2}}(C)$ isomorphically to $N_{G_{2}^{\prime}}\left(\varphi_{2}(C)\right)$;
- for every edge group $C^{\prime}$ of $T_{2}^{\prime}$, the group $\varphi_{2}^{\prime}$ is an edge group of $T_{2}$ and $\varphi_{2}^{\prime}$ maps $N_{G_{2}^{\prime}}\left(C^{\prime}\right)$ isomorphically to $N_{G_{2}}\left(\varphi_{2}^{\prime}\left(C^{\prime}\right)\right)$.

Proof of Step 2. Let $T$ be a $m$-JSJ splitting of $G$, and let $T^{\prime}$ be a $m$-JSJ splitting of $G^{\prime}$. Let $C_{1}, \ldots, C_{q}$ be a set of representatives of the conjugacy classes of edge groups of $T$. Let $C_{1}^{\prime}, \ldots, C_{q^{\prime}}^{\prime}$ be a set of representatives of the conjugacy classes of edge groups of $T^{\prime}$. Thanks to the first step, we know that $q=q^{\prime}$ and, up to renumbering the edges of $T$, one can assume that $\varphi\left(C_{i}\right)=g_{i}^{\prime} C_{i}^{\prime} g_{i}^{\prime-1}$ for a certain element $g_{i}^{\prime} \in G_{1}^{\prime}$ and that $\varphi^{\prime}\left(C_{i}^{\prime}\right)=g_{i} C_{i} g_{i}^{-1}$ for a certain element $g_{i} \in G$. For every $1 \leq i \leq q$, let $N_{i}=N_{G}\left(C_{i}\right)$ and $N_{i}^{\prime}=N_{G^{\prime}}\left(C_{i}^{\prime}\right)$. Let $T_{c}$ and $T_{c}^{\prime}$ be the trees of cylinders of $T$ and $T^{\prime}$. Recall that $N_{1}, \ldots, N_{q}$ are the new vertex groups of $T_{c}$ and that $N_{1}^{\prime}, \ldots, N_{q}^{\prime}$ are the new vertex groups of $T_{c}^{\prime}$.

Let $i \in \llbracket 1, q \rrbracket$. Let $\varphi_{i}=\operatorname{ad}\left(g_{i}^{\prime-1}\right) \circ \varphi_{\mid N_{i}}$ and $\varphi_{i}^{\prime}=\operatorname{ad}\left(g_{i}{ }^{-1}\right) \circ \varphi_{\mid N_{i}^{\prime}}^{\prime}$. Let $Y_{i}$ be the cylinder of $C_{i}$ in $T$. Recall that $Y_{i}$ is connected (see Section 2.7). Moreover, note that $N_{i}$ acts cocompactly on $Y_{i}$, because two edges of $Y_{i}$ are in the same $G$-orbit if and only if they are in the same $N_{i}$-orbit. As a consequence, the action of $N_{i}$ on $Y_{i}$ gives a decomposition of $N_{i}$ as a graph of groups, all of whose edges groups are equal to $C_{i}$. Let $Y_{i}^{\prime}$ be the cylinder of $C_{i}^{\prime}$ in $T_{1}^{\prime}$.

We claim that, for every $1 \leq i \leq q$, there exists a power $\left(\rho_{i}, \rho_{i}^{\prime}\right)$ of $\left(\varphi_{i}, \varphi_{i}^{\prime}\right)$ and a $m$ expansion $\left(\widehat{N}_{i}, \widehat{N}_{i}^{\prime}, \widehat{\varphi}_{i}, \widehat{\varphi}_{i}^{\prime}\right)$ of $\left(N_{i}, N_{i}^{\prime}, \rho_{i}, \rho_{i}^{\prime}\right)$ such that $\widehat{\varphi}_{i}: \widehat{N}_{i} \rightarrow \widehat{N}_{i}^{\prime}$ and $\widehat{\varphi}_{i}^{\prime}: \widehat{N}_{i}^{\prime} \rightarrow \widehat{N}_{i}$ are bijective and coincide with $\rho_{i}$ and $\rho_{i}^{\prime}$, up to conjugacy, on the edge groups adjacent to the vertices fixed by $N_{i}$ and $N_{i}^{\prime}$ in $T_{c}$ and $T_{c}^{\prime}$ (this condition on the edge groups will be necessary in order to apply Lemma 2.27).

The homomorphisms $\varphi$ and $\varphi^{\prime}$ being strongly $(\geq m)$-special, and the edge groups of $T$ and $T^{\prime}$ having order equal to $m$, the groups $N_{i}$ and $N_{i}^{\prime}$ are simultaneously finite, virtually cyclic infinite, or non-elementary. We treat separately the three cases.

First case. If $N_{i}$ and $N_{i}^{\prime}$ are finite, $\varphi_{\mid N_{i}}: N_{i} \rightarrow N_{i}^{\prime}$ and $\varphi_{\mid N_{i}^{\prime}}: N_{i}^{\prime} \rightarrow N_{i}$ are injective. Thus, they are bijective. There is nothing to be done: we simply take $\widehat{N}_{i}=N_{i}, \widehat{N}_{i}^{\prime}=N_{i}^{\prime}$, $\widehat{\varphi}_{i}=\varphi_{\mid N_{i}}$ and $\widehat{\varphi}_{i}^{\prime}=\varphi_{\mid N_{i}^{\prime}}^{\prime}$.

Second case. Suppose that $N_{i}$ and $N_{i}^{\prime}$ are virtually cyclic infinite. Let us observe that $N_{i}$ is elliptic in $T$ if and only if $N_{i}^{\prime}$ is elliptic in $T$. Indeed, if $N_{i}$ fixes a vertex $v \in T$, then $\varphi\left(N_{i}\right)$ fixes the vertex $v^{\prime}$ fixed by $\varphi\left(G_{v}\right)$ in $T^{\prime}$. Then, note that $\varphi\left(N_{i}\right)$ has finite index in $N_{i}^{\prime}$, because $\varphi\left(N_{i}\right)$ is infinite and $N_{i}^{\prime}$ is virtually cyclic. It follows that $N_{i}^{\prime}$ fixes $v^{\prime}$.

First subcase. If $N_{i}$ and $N_{i}^{\prime}$ are elliptic in $T$ and $T^{\prime}$, then $\varphi$ and $\varphi^{\prime}$ induce isomorphisms between $N_{i}$ and $N_{i}^{\prime}$, because $\varphi$ and $\varphi^{\prime}$ induce isomorphisms between vertex groups of $T$ and $T^{\prime}$. There is nothing to be done: we simply take $\widehat{N}_{i}=N_{i}, \widehat{N}_{i}^{\prime}=N_{i}^{\prime}, \widehat{\varphi}_{i}=\varphi_{\mid N_{i}}$ and $\widehat{\varphi}_{i}^{\prime}=\varphi^{\prime}{ }_{\mid N_{i}^{\prime}}$.

Second subcase. If $N_{i}$ and $N_{i}^{\prime}$ are not elliptic in $T$ and $T^{\prime}$, we take $\widehat{N}_{i}=\widehat{N}_{i}^{\prime}=N_{i}^{\prime}$, and we take for $\widehat{\varphi}_{i}$ and $\widehat{\varphi}_{i}^{\prime}$ the identity of $N_{i}^{\prime}$. The group $\widehat{N}_{i}$ is a legal small extension of $N_{i}$, with nice embeddings $\varphi_{i}: N_{i} \hookrightarrow \widehat{N}_{i}$ and $\varphi_{i}^{\prime}: \widehat{N}_{i} \hookrightarrow N_{i}$, and the group $\widehat{N}_{i}^{\prime}$ is a legal small extension of $N_{i}^{\prime}$, with nice embeddings $\iota=\varphi_{i} \circ \varphi_{i}^{\prime}: \widehat{N}_{i}^{\prime} \hookrightarrow N_{i}^{\prime}$ and $\iota^{\prime}=\varphi_{i} \circ \varphi_{i}^{\prime}: N_{i}^{\prime} \hookrightarrow \widehat{N}_{i}^{\prime}$.


Note that the edge groups adjacent to the vertices fixed by $N_{i}$ and $N_{i}^{\prime}$ in $T_{c}$ and $T_{c}^{\prime}$ are finite. Indeed, let $e$ be an edge of $T_{c}$ adjacent to the vertex fixed by $N_{i}$ in $T_{c}$. Observe that $G_{e}$ is elliptic in $T$, by definition of the tree of cylinders $T_{c}$. As a consequence, if $G_{e} \subset N_{i}$ were infinite, then $N_{i}$ would be ellitptic in $T$, contradicting our hypothesis. As a conclusion, $\widehat{\varphi}_{i}$ and $\hat{\varphi}_{i}^{\prime}$ coincide with $\varphi_{i}$ and $\varphi_{i}^{\prime}$, up to conjugacy, on the edge groups adjacent to the vertices fixed by $N_{i}$ and $N_{i}^{\prime}$ in $T_{c}$ and $T_{c}^{\prime}$

Third case. Last, suppose that $N_{i}$ and $N_{i}^{\prime}$ are non-elementary. Recall that the inclusion $C_{i} \subset E_{G}\left(N_{i}\right)$ always holds because $E_{G}\left(N_{i}\right)$ is the unique maximal finite subgroup of $G$ normalized by $N_{i}$. Likewise, $C_{i}^{\prime}$ is contained in $E_{G^{\prime}}\left(N_{i}^{\prime}\right)$. We distinguish two cases.

First subcase. If $E_{i}:=E_{G}\left(N_{i}\right)$ contains $C_{i}$ strictly, it has order $>m$. Therefore, it fixes a unique vertex $v_{i} \in T$, and $N_{i}$ fixes $v_{i}$ as well. By definition of a strongly ( $\geq m$ )special homomorphism, $\varphi\left(E_{i}\right)=E_{i}^{\prime}:=E_{G^{\prime}}\left(N_{G^{\prime}}\left(\varphi\left(C_{i}\right)\right)\right)$ and $\varphi\left(C_{i}\right)$ is conjugate to $C_{i}^{\prime}$. Consequently, $N_{i}^{\prime}$ fixes the unique vertex $v_{i}^{\prime}$ of $T^{\prime}$ fixed by $\varphi\left(E_{i}\right)$. Since $\varphi$ induces an isomorphism from $(G)_{v_{i}}$ to $\left(G^{\prime}\right)_{v_{i}^{\prime}}$, it induces an isomorphism from $N_{i}$ to $N_{i}^{\prime}$. There is nothing to be done: we simply take $\widehat{N}_{i}=N_{i}, \widehat{N}_{i}^{\prime}=N_{i}^{\prime}, \widehat{\varphi}_{i}=\varphi_{\mid N_{i}}$ and $\widehat{\varphi}_{i}^{\prime}=\varphi_{\mid N_{i}^{\prime}}^{\prime}$.

Second subcase. If $E_{G}\left(N_{i}\right)=C_{i}$, then $E_{G^{\prime}}\left(N_{i}^{\prime}\right)=C_{i}^{\prime}$ since $\varphi$ is strongly $(\geq m)$-special. We will use Proposition 8.33 in order to establish the existence of a power $\left(\rho_{i}, \rho_{i}^{\prime}\right)$ of $\left(\varphi_{i}, \varphi_{i}^{\prime}\right)$ and of a $m$-expansion ( $\widehat{N}_{i}, \widehat{N}_{i}^{\prime}, \widehat{\varphi_{i}}, \widehat{\varphi}_{i}^{\prime}$ ) of ( $N_{i}, N_{i}^{\prime}, \rho_{i}, \rho_{i}^{\prime}$ ) satisfying the properties announced above. Before using Proposition 8.33, we will prove that the cylinders $Y_{i}$ and $Y_{i}^{\prime}$ of $C_{i}$ and $C_{i}^{\prime}$, endowed with actions of $N_{i}$ and $N_{i}^{\prime}$ respectively, satisfy the following conditions:
(1) $Y_{i}$ and $Y_{i}^{\prime}$ are $m$-splittings of $N_{i}$ and $N_{i}^{\prime}$ with the same number of orbit of vertices;
(2) $\varphi_{i}$ and $\varphi_{i}^{\prime}$ induce bijections between the conjugacy classes of vertices of $Y_{i}$ and $Y_{i}^{\prime}$, and induce isomorphisms between the vertex groups.
First, note that each vertex group of the $N_{i}$-tree $Y_{i}$ is of the form $N_{i} \cap G_{v}$ for some $v \in Y_{i}$. By hypothesis, $\varphi^{\prime} \circ \varphi\left(G_{v}\right)=g G_{v} g^{-1}$ for some $g \in G$. Let $\psi^{\prime}=\operatorname{ad}\left(g^{-1}\right) \circ \varphi^{\prime}$ and $\psi=\varphi$, so that $\psi^{\prime} \circ \psi\left(G_{v}\right)=G_{v}$. Since $\psi^{\prime} \circ \psi$ maps non-conjugate finite subgroups to non-conjugate finite subgroups, and since $G_{v}$ has only finitely many conjugacy classes of finite subgroups, there exists an integer $n \geq 1$ such that $\left(\psi^{\prime} \circ \psi\right)^{n}\left(C_{i}\right)=g_{v} C_{i} g_{v}^{-1}$ with $g_{v} \in G_{v}$. Let $\rho^{\prime}=\operatorname{ad}\left(g_{v}\right) \circ\left(\psi^{\prime} \circ \psi\right)^{n-1} \circ \psi^{\prime}$ and $\rho=\psi$, so that $\rho^{\prime} \circ \rho\left(G_{v}\right)=G_{v}$ and $\rho^{\prime} \circ \rho\left(C_{i}\right)=C_{i}$. As a consequence, $\rho^{\prime} \circ \rho\left(N_{i}\right) \subset N_{i}$.

Let $v_{1}, \ldots, v_{r}$ be some representatives of the $G$-orbits of vertices of $Y_{i}$. We can define iteratively two homomorphisms $\rho: G \rightarrow G^{\prime}$ and $\rho^{\prime}: G^{\prime} \rightarrow G$ such that, for every $1 \leq j \leq r$, there exists an element $g_{j} \in G$ such that ad $\left(g_{j}\right) \circ \rho^{\prime} \circ \rho\left(G_{v_{j}}\right)=G_{v_{j}}$ and $\operatorname{ad}\left(g_{j}\right) \circ \rho^{\prime} \circ \rho\left(C_{i}\right)=C_{i}$. Up to replacing $\rho^{\prime}$ by $\operatorname{ad}\left(g_{j}^{-1}\right) \circ \rho^{\prime}$, we can suppose without loss of generality that $g_{1}=1$. Hence $\rho^{\prime} \circ \rho\left(C_{i}\right)=C_{i}$ and $\operatorname{ad}\left(g_{j}\right) \circ \rho^{\prime} \circ \rho\left(C_{i}\right)=C_{i}$ for every $j \geq 2$. This shows that $g_{j}$ normalizes $C_{i}$, i.e. that $g_{j}$ belongs to $N_{i}$.

We have proved that the homomorphism $\rho^{\prime} \circ \rho$ maps every vertex group $N_{i} \cap G_{v}$ of $N_{i}$ isomorphically to a $N_{i}$-conjugate of itself. Moreover, one can suppose that $\rho \circ \rho^{\prime}$ maps every vertex group of $N_{i}^{\prime}$ isomorphically to a $N_{i}^{\prime}$-conjugate of itself (we repeat the same operation described above with $N_{i}^{\prime}$ instead of $N_{i}$, and this does not affect the property satisfied by $\left.\rho^{\prime} \circ \rho\right)$. Note that the pair $\left(\rho, \rho^{\prime}\right)$ is a power of $\left(\varphi, \varphi^{\prime}\right)$.

Now, the existence of a $m$-expansion $\left(\widehat{N}_{i}, \widehat{N}_{i}^{\prime}, \widehat{\varphi}_{i}, \widehat{\varphi}_{i}^{\prime}\right)$ of $\left(N_{i}, N_{i}^{\prime}, \rho_{i}, \rho_{i}^{\prime}\right)$ such that $\widehat{\varphi}_{i}$ : $\widehat{N}_{i} \rightarrow \widehat{N}_{i}^{\prime}$ and $\widehat{\varphi}_{i}^{\prime}: \widehat{N}_{i}^{\prime} \rightarrow \widehat{N}_{i}$ are bijective and coincide with $\rho_{i}$ and $\rho_{i}^{\prime}$, up to conjugacy, on the edge groups adjacent to the vertices fixed by $N_{i}$ and $N_{i}^{\prime}$ in $T_{c}$ and $T_{c}^{\prime}$ follows from Lemma 8.33. This concludes the proof of the second subcase.

The group $G_{2}$ obtained from $G$ by replacing each vertex group $N_{i}$ of $T_{c}$ by $\widehat{N}_{i}$ is a multiple legal $m$-extension of $G$. Similarly, the group $G_{2}^{\prime}$ obtained from $G^{\prime}$ by replacing each vertex group $N_{i}^{\prime}$ of $T_{c}$ by $\widehat{N}_{i}^{\prime}$ is a multiple legal $m$-extension of $G^{\prime}$.

Last, since the morphisms $\widehat{\varphi}_{i}: \widehat{N}_{i} \rightarrow \widehat{N}_{i}^{\prime}$ and $\widehat{\varphi}_{i}^{\prime}: \widehat{N}_{i}^{\prime} \rightarrow \widehat{N}_{i}$ coincide with $\varphi_{i}$ and $\varphi_{i}^{\prime}$, up to conjugacy, on the vertex groups of $Y_{i}$ and $Y_{i}^{\prime}$, and since every edge group of $T_{c}$ and $T_{c}^{\prime}$ is contained in a vertex group of $Y_{i}$ or $Y_{i}^{\prime}$, Lemma 2.27 guarantees the existence of the homomorphisms $\varphi_{2}: G_{2} \rightarrow G_{2}^{\prime}$ and $\varphi_{2}^{\prime}: G_{2}^{\prime} \rightarrow G_{2}$ announced above.

Step 3. We now prove that the homomorphisms $\varphi_{2}: G_{2} \rightarrow G_{2}^{\prime}$ and $\varphi_{2}^{\prime}: G_{2}^{\prime} \rightarrow G_{2}$ constructed previously are bijective. To that end, we use Lemma 8.39. Let $T_{2}$ and $T_{2}^{\prime}$ denote two recuced $m$-JSJ splittings of $G_{2}$ and $G_{2}^{\prime}$, and let $T_{2, c}$ and $T_{c 2, c}^{\prime}$ be their trees of cylinders. Recall that $V\left(T_{2, c}\right)=V_{0}\left(T_{2, c}\right) \sqcup V_{1}\left(T_{2, c}\right)$, where $V_{0}\left(T_{2, c}\right)$ denotes the set of vertices of $T$ belonging to at least two distinct cylinders, and $V_{1}\left(T_{2, c}\right)$ denotes the set of cylinders of $T$. Observe that the following facts hold.

- $\varphi_{2}$ maps every vertex group of $V_{1}\left(T_{2, c}\right)$ isomorphically to a vertex group of $V_{1}\left(T_{2, c}^{\prime}\right)$, and $\varphi_{2}^{\prime}$ maps every vertex group of $V_{1}\left(T_{2, c}^{\prime}\right)$ isomorphically to a vertex group of $V_{1}\left(T_{2, c}\right)$.
- $\varphi_{2}$ maps every vertex group of $V_{0}\left(T_{2, c}\right)$ isomorphically to a vertex group of $V_{0}\left(T_{2, c}^{\prime}\right)$, and $\varphi_{2}^{\prime}$ maps every vertex group of $V_{0}\left(T_{2, c}^{\prime}\right)$ isomorphically to a vertex group of $V_{0}\left(T_{2, c}\right)$.
The first point is a consequence of Step 2. The second point follows from the fact that $v \in T$ belongs to two cylinders if and only if there exists two distinct edge groups $C_{1} \subset\left(G_{2}\right)_{v}$ and $C_{2} \subset\left(G_{2}\right)_{v}$. By Step $1, \varphi_{2}\left(C_{1}\right)$ and $\varphi_{2}\left(C_{2}\right)$ are edge groups of $T^{\prime}$, and they are distinct because $\varphi_{1}$ is injective on vertex groups of $T$. Consequently, $\varphi_{2}\left(\left(G_{2}\right)_{v}\right)$ is a vertex group of $T^{\prime}$. Last, Lemma 8.39 ensures that $\varphi_{2}^{\prime} \circ \varphi_{2}$ is an automorphism of $G_{2}$. Thus, $\varphi_{2}$ and $\varphi_{2}^{\prime}$ are two isomorphisms. This concludes the proof.
8.5. Proof of $(4) \Rightarrow(5)$.
8.5.1. A particular case. We first prove the implication $(4) \Rightarrow(5)$ of Theorem 1.23 in a particular case.

Proposition 8.43. Let $G$ and $G^{\prime}$ be two virtually free groups. Let $T$ and $T^{\prime}$ be two reduced JSJ-splittings of $G$ and $G^{\prime}$ over finite groups. Suppose that all edges groups of $T$ and $T^{\prime}$ have the same order, say m. If there exist two homomorphisms $\varphi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}: G^{\prime} \rightarrow G$ such that the pair $\left(\varphi, \varphi^{\prime}\right)$ is strongly special, then there exist two multiple legal extensions $\Gamma$ and $\Gamma^{\prime}$ of $G$ and $G^{\prime}$ such that $\Gamma \simeq \Gamma^{\prime}$.

Proof. This particular case is an immediate consequence of Proposition 8.42.
8.5.2. The general case. We shall now prove the implication $(4) \Rightarrow(5)$ of Theorem 1.23 in the general case, that is the following result.

Proposition 8.44. Let $G$ and $G^{\prime}$ be two virtually free groups. Suppose that there exists a strongly special pair of homomorphisms $\left(\varphi: G \rightarrow G^{\prime}, \varphi^{\prime}: G^{\prime} \rightarrow G\right)$. Then there exist two multiple legal extensions $\Gamma$ and $\Gamma^{\prime}$ of $G$ and $G^{\prime}$ respectively, such that $\Gamma \simeq \Gamma^{\prime}$.

Proof. We define the complexity of the pair $\left(G, G^{\prime}\right)$, denoted by $c\left(G, G^{\prime}\right)$, as the sum of the number of edges in reduced Stallings splittings of $G$ and $G^{\prime}$. We will prove Proposition 8.44 by induction on the complexity $c\left(G, G^{\prime}\right)$. In fact, we will prove a slightly stronger result (see the induction hypothesis below). If $G$ is infinite, recall that we denote by $m(G)$ the smallest order of an edge group in a reduced Stallings splitting of $G$. If $G$ is finite, we set $m(G)=|G|$. We denote by $m_{G, G^{\prime}}$ the integer $\min \left(m(G), m\left(G^{\prime}\right)\right)$.

Induction hypothesis $H(n)$. For every pair of virtually free groups $\left(G, G^{\prime}\right)$ such that $c\left(G, G^{\prime}\right) \leq n$, if there exist two homomorphisms $\varphi: G \rightarrow G^{\prime}$ and $\varphi^{\prime}: G^{\prime} \rightarrow G$ such that the pair $\left(\varphi, \varphi^{\prime}\right)$ is strongly $\left(\geq m_{G, G^{\prime}}\right)$-special, then there exists a power $\left(\phi, \phi^{\prime}\right)$ of $\left(\varphi, \varphi^{\prime}\right)$ and a $\left(\geq m_{G, G^{\prime}}\right)$-expansion $\left(\Gamma, \Gamma^{\prime}, \psi, \psi^{\prime}\right)$ of $\left(G, G^{\prime}, \phi, \phi^{\prime}\right)$ such that $\psi: \Gamma \rightarrow \Gamma^{\prime}$ and $\psi^{\prime}: \Gamma^{\prime} \rightarrow \Gamma$ are two isomorphisms.

The base case $H(0)$ is obvious: if reduced Stallings splittings of $G$ and $G^{\prime}$ have 0 edge, then $G$ and $G^{\prime}$ are finite, and one can take $\Gamma=G$ and $\Gamma^{\prime}=G^{\prime}$.

We now prove the induction step. Let $n \geq 0$ be an integer. Suppose that $H(n)$ holds, and let us prove that $H(n+1)$ holds. To that end, let us consider two virtually free groups $G$ and $G^{\prime}$ such that $c\left(G, G^{\prime}\right)=n+1$, and suppose that there exists a strongly $\left(\geq m_{G, G^{\prime}}\right)$-special pair of homomorphisms $\left(\varphi: G \rightarrow G^{\prime}, \varphi^{\prime}: G^{\prime} \rightarrow G\right)$.

Let us fix two reduced $m_{G, G^{\prime}}$ JSJ decompositions of $G$ and $G^{\prime}$, and let $T$ and $T^{\prime}$ denote their respective Bass-Serre trees. Note that $T$ or $T^{\prime}$ can be trivial, but not both at the same time. Let $G_{1} \ldots, G_{p}$ and $G_{1}^{\prime}, \ldots, G_{p^{\prime}}^{\prime}$ denote the $m_{G, G^{\prime}}$-factors of $G$ and $G^{\prime}$, well-defined up to conjugacy. In other words, $G_{1} \ldots, G_{p}$ and $G_{1}^{\prime}, \ldots, G_{p^{\prime}}^{\prime}$ are some representatives of the conjugacy classes of vertex groups of $T$ and $T^{\prime}$ respectively. These groups are $m_{G, G^{\prime}}$-rigid by definition.

We now prove that there exists a $\left(\geq m_{G, G^{\prime}}\right)$-expansion $\left(\widehat{G}, \widehat{G}^{\prime}, \widehat{\varphi}, \widehat{\varphi}^{\prime}\right)$ of $\left(G, G^{\prime}, \varphi, \varphi^{\prime}\right)$ with property $\mathcal{P}_{m_{G, G^{\prime}}}$, which means that the pair $\left(\widehat{\varphi}, \widehat{\varphi}^{\prime}\right)$ is strongly ( $\geq m$ )-special, and that $\widehat{\varphi}^{\prime} \circ \widehat{\varphi}$ and $\widehat{\varphi} \circ \widehat{\varphi}^{\prime}$ map every $m_{G, G^{\prime}}$-factor of $G$ and $G^{\prime}$ isomorphically to a conjugate of itself.

Note that $m(G)=m(\widehat{G})$, because $\widehat{G}$ is a $\left(\geq m_{G, G^{\prime}}\right)$-legal extension of $G$, with $m_{G, G^{\prime}} \geq$ $m(G)$. Likewise, $m\left(G^{\prime}\right)=m\left(\widehat{G}^{\prime}\right)$. Therefore, $m_{G, G^{\prime}}=m_{\widehat{G}, \widehat{G}^{\prime}}$.

If $G$ or $G^{\prime}$ is finite-by-free, the result is a consequence of Proposition 8.38. From now on, we suppose that $G$ and $G^{\prime}$ are not finite-by-free. In particular, according to Lemma
8.8, for every vertex $v$ of $T$ or $T^{\prime}$ and for every edge $e$ incident to $v$, the edge group $G_{e}$ is strictly contained in $G_{v}$.

Claim: the integers $p$ and $p^{\prime}$ are equal. Moreover, $\varphi\left(G_{i}\right)$ is contained in $g_{i}^{\prime} G_{i}^{\prime} g_{i}^{\prime-1}$ for some $g_{i}^{\prime} \in G^{\prime}$, and $\varphi^{\prime}\left(G_{i}^{\prime}\right)$ is contained in $g_{i} G_{i} g_{i}^{-1}$ for some $g_{i} \in G$, up to renumbering the subgroups $G_{i}$.

Let us prove this claim. First, we prove that $\varphi\left(G_{i}\right)$ fixes a unique vertex of $T^{\prime}$, for every $1 \leq i \leq p$. Note that there exists a vertex $v_{i} \in T$ such that $G_{i}=G_{v_{i}}$. Let $T_{i}$ be a reduced Stallings splitting of $G_{i}$.

As a first step, we will prove that each vertex group $\left(G_{i}\right)_{w}$ of $T_{i}$ has order $>m_{G, G^{\prime}}$. If $T_{i}$ is not reduced to a point, each vertex group $\left(G_{i}\right)_{w}$ of $T_{i}$ contains an edge group, and edge groups of $T_{i}$ have order $>m_{G, G^{\prime}}$ since $G_{i}$ is $m_{G, G^{\prime}}$-rigid. If $T_{i}$ is reduced to a point, the group $G_{i}=\left(G_{w}\right)_{i}$ is finite. By Lemma 8.8, we have $\left|G_{i}\right|>m_{G, G^{\prime}}$, because $G$ is not finite-by-free by assumption.

In the previous paragraph, we have proved that each vertex group $\left(G_{i}\right)_{w}$ of $T_{i}$ has order $>m_{G, G^{\prime}}$. Since $\varphi$ is injective on finite subgroups of $G$, the finite group $\varphi\left(\left(G_{i}\right)_{w}\right)$ has order $>m_{G, G^{\prime}}$ as well. But edge groups of $T^{\prime}$ have order exactly $m_{G, G^{\prime}}$, so $\varphi\left(\left(G_{i}\right)_{w}\right)$ fixes a unique vertex $v^{\prime}$ of $T^{\prime}$. We shall prove that $\varphi\left(G_{i}\right)$ fixes this vertex $v^{\prime}$. Let us consider a vertex $w_{2}$ adjacent to $w$ in $T_{i}$. The same argument shows that $\varphi\left(\left(G_{i}\right)_{w_{2}}\right)$ fixes a unique vertex $v_{2}^{\prime}$ of $T^{\prime}$. But $G_{i}$ is $m_{G, G^{\prime}}$-rigid, as a $m_{G, G^{\prime}}$-factor of $G$, so $\left(G_{i}\right)_{w} \cap\left(G_{i}\right)_{w_{2}}$ has order $>m_{G, G^{\prime}}$. As a consequence, $v_{2}^{\prime}=v^{\prime}$. It follows from the connectedness of $T_{i}$ that, for every vertex $x$ of $T_{i}$, the group $\varphi\left(\left(G_{i}\right)_{x}\right)$ fixes $v^{\prime}$ and only $v^{\prime}$. Now, let $g$ be an element of $G_{i}$. For any vertex $x$ of $T_{i}, \varphi\left(\left(G_{i}\right)_{x}\right)$ and $\varphi\left(\left(G_{i}\right)_{g x}\right)$ fixes $v^{\prime}$ and only $v^{\prime}$, so $g$ fixes $v^{\prime}$. Hence, $\varphi\left(G_{i}\right)$ fixes $v^{\prime}$ and only $v^{\prime}$.

Symmetrically, $\varphi^{\prime}\left(G_{v^{\prime}}\right)$ fixes a unique vertex $v$ of $T$. Since $\varphi^{\prime} \circ \varphi$ is a conjugacy on finite subgroups, $v$ is a translate of $v_{i}$ (because $G_{i}$ has a finite subgroup of order $>m_{G, G^{\prime}}$, see above), i.e. $\varphi^{\prime} \circ \varphi\left(G_{i}\right)$ is contained in a conjugate of $G_{i}$. Hence, $\varphi$ and $\varphi^{\prime}$ induce two inverses bijections of the conjugacy classes of $m_{G, G^{\prime}}$-factors of $G$ and $G^{\prime}$. Now, up to renumbering the $m_{G, G^{\prime}}$-factors, one can assume that $\varphi\left(G_{i}\right)$ is contained in a conjugate $g_{i}^{\prime} G_{i}^{\prime} g_{i}^{\prime-1}$ of $G_{i}^{\prime}$, with $g_{i}^{\prime} \in G$, and that $\varphi^{\prime}\left(G_{i}^{\prime}\right)$ is contained in a conjugate $g_{i} G_{i} g_{i}^{-1}$ of $G_{i}$, with $g_{i} \in G$. This concludes the proof of the claim.

We aim to apply the induction hypothesis $H(n)$ to the pair $\left(G_{i}, G_{i}^{\prime}\right)$, for every $1 \leq i \leq p$. First, let us observe that the complexity $c\left(G_{i}, G_{i}^{\prime}\right)$ is less than $n$. Indeed, at least one of the trees $T$ or $T^{\prime}$ is not reduced to a point, say $T$, and one gets a Stallings splitting of $G$ by replacing the vertex of $T$ fixed by $G_{i}$ by the splitting $T_{i}$ of $G_{i}$; moreover, the resulting Stallings tree is reduced because $T_{i}$ is reduced and the vertex groups of $T_{i}$ have order $>m_{G, G^{\prime}}$, whereas edge groups of $T$ are of order $m_{G, G^{\prime}}$, by Lemma 8.8.

In order to apply the induction hypothesis $H(n)$ to $\left(G_{i}, G_{i}^{\prime}\right)$, we need a strongly ( $\geq$ $m_{G_{i}, G_{i}^{\prime}}$ )-special pair of homomorphisms ( $\varphi_{i}: G_{i} \rightarrow G_{i}^{\prime}, \varphi_{i}^{\prime}: G_{i}^{\prime} \rightarrow G_{i}$ ). We define $\varphi_{i}=$ $\operatorname{ad}\left(g_{i}^{\prime-1}\right) \circ \varphi_{\mid G_{i}}: G_{i} \rightarrow G_{i}^{\prime}$ and $\varphi_{i}^{\prime}=\operatorname{ad}\left(g_{i}^{-1}\right) \circ \varphi_{\mid G_{i}^{\prime}}^{\prime}: G_{i}^{\prime} \rightarrow G_{i}$. By Remark 8.26, the pair $\left(\varphi_{i}, \varphi_{i}^{\prime}\right)$ is strongly $\left(>m_{G, G^{\prime}}\right)$-special. But $m_{G_{i}, G_{i}^{\prime}}=\min \left(m\left(G_{i}\right), m\left(G_{i}^{\prime}\right)\right)>m_{G, G^{\prime}}$. Thus, ( $\varphi_{i}, \varphi_{i}^{\prime}$ ) is strongly ( $\geq m_{G_{i}, G_{i}^{\prime}}$ )-special.

Now, for every $1 \leq i \leq p$, the induction hypothesis $H(n)$ applied to the vertex groups $G_{i}$ and $G_{i}^{\prime}$ together with the pair of homomorphisms $\left(\varphi_{i}, \varphi_{i}^{\prime}\right)$ endows us a ( $>m_{G, G^{\prime}}$ )expansion $\left(\widehat{G}_{i}, \widehat{G}_{i}^{\prime}, \widehat{\varphi}_{i}, \widehat{\varphi}_{i}^{\prime}\right)$ of $\left(G_{i}, G_{i}^{\prime}, \varphi_{i}, \varphi_{i}^{\prime}\right)$ such that $\widehat{\varphi}_{i}: \widehat{G}_{i} \rightarrow \widehat{G}_{i}^{\prime}$ and $\widehat{\varphi}_{i}^{\prime}: \widehat{G}_{i}^{\prime} \rightarrow \widehat{G}_{i}$ are isomorphisms.

One defines $\widehat{G}$ from $G$ by replacing every vertex group $G_{i}$ by $\widehat{G}_{i} \supset G_{i}$ in the $m_{G, G^{\prime}}$-JSJ splitting $T$ of $G$, and one defines $\widehat{G}^{\prime}$ symmetrically. Thanks to Corollary 8.28 , the groups $\widehat{G}$ and $\widehat{G}^{\prime}$ are multiple legal $\left(>m_{G, G^{\prime}}\right)$-extensions of $G$ and $G^{\prime}$. In particular, they are multiple legal ( $\geq m_{G, G^{\prime}}$ )-extensions of $G$ and $G^{\prime}$.

We define below a strongly $\left(\geq m_{G, G^{\prime}}\right)$-special homomorphism $\widehat{\varphi}: \widehat{G} \rightarrow \widehat{G}^{\prime}$ that coincides up to conjugacy with $\widehat{\varphi}_{i}$ on each subgroup $G_{i}$ (in particular, $\widehat{\varphi}_{\mid G} \sim \varphi$ ). Thanks to Lemma 8.20 , in order to prove that this morphism $\widehat{\varphi}$ is strongly $\left(\geq m_{G, G^{\prime}}\right)$-special, it suffices to prove that the fourth condition of Definition 8.9 holds, namely: for every finite subgroup $A$ of $\widehat{G}$ of order $\geq m_{G, G^{\prime}}$, if $N_{\widehat{G}}(A)$ is virtually $\mathbb{Z}$ maximal, then $N_{\widehat{G}^{\prime}}(\widehat{\varphi}(A))$ is virtually $\mathbb{Z}$ maximal as well, and the restriction of $\widehat{\varphi}$ to $N_{\widehat{G}}(A)$ is nice.

Construction of $\widehat{\varphi}$. We proceed by induction on the number of edges of the m-JSJ decomposition $T / G$ of $G$. It is enough to construct $\widehat{\varphi}$ in the case where $T / G$ has only one edge.

First case. Suppose that $G=G_{1} *_{C} G_{2}$. If $N_{G}(C)$ is virtually $\mathbb{Z}$, then there exists two finite subgroups $C_{i} \subset G_{i}$ such that $\left[C_{i}: C\right]=2$ and $N_{G}(C)=\left\langle C_{1}, C_{2}\right\rangle=C_{1} *_{C} C_{2}$. If $N_{G}(C)$ is not virtually $\mathbb{Z}$, let $C_{1}:=C$ and $C_{2}:=C$. Since $C_{1}$ and $C_{2}$ are finite, there exist two elements $g_{1}^{\prime}, g_{2}^{\prime} \in G^{\prime}$ such that

$$
\left(\widehat{\varphi}_{1}\right)_{\mid C_{1}}=\operatorname{ad}\left(g_{1}^{\prime}\right) \circ \varphi_{\mid C_{1}} \quad \text { and } \quad\left(\widehat{\varphi}_{2}\right)_{\mid C_{2}}=\operatorname{ad}\left(g_{2}^{\prime}\right) \circ \varphi_{\mid C_{2}}
$$

The homomorphisms $\operatorname{ad}\left(g_{1}^{\prime-1}\right) \circ \widehat{\varphi}_{1}$ and $\operatorname{ad}\left(g_{2}^{\prime-1}\right) \circ \widehat{\varphi}_{2}$ coincide on $C \subset C_{1}, C_{2}$. Hence, one can define $\widehat{\varphi}: \widehat{G} \rightarrow \widehat{G}^{\prime}$ by

$$
\widehat{\varphi}_{\mid \widehat{G}_{1}}=\operatorname{ad}\left(g_{1}^{\prime-1}\right) \circ \widehat{\varphi}_{1} \quad \text { and } \quad \widehat{\varphi}_{\mid \widehat{G}_{2}}=\operatorname{ad}\left(g_{2}^{\prime-1}\right) \circ \widehat{\varphi}_{2}
$$

Note that $\widehat{\varphi}$ coincides with $\varphi$ on $C_{1}$ and on $C_{2}$. By Lemma 8.20, in order to prove that $\widehat{\varphi}$ is strongly $\left(\geq m_{G, G^{\prime}}\right)$-special, we only need to prove that $\widehat{\varphi}$ satisfies the fourth condition of Definition 8.9. Let $A$ be a finite subgroup of $\widehat{G}$ of order $\geq m$ such that $N_{\widehat{G}}(A)$ is virtually $\mathbb{Z}$ maximal. Since every finite subgroup of $\widehat{G}$ is conjugate to a finite subgroup of $G$, one can suppose without loss of generality that $A \subset G$. As a finite group, $A$ is elliptic in the $m$-JSJ tree $T$ of $G$, i.e. $A$ is contained in at least one conjugate of $\widehat{G}_{1}$ or $\widehat{G}_{2}$. There are two possibilities.

First possibility. The group $A$ may be contained in only one conjugate of $\widehat{G}_{1}$ or $\widehat{G}_{2}$, which is the case for instance if $|A|>m$. Then $N_{\widehat{G}^{\prime}}(\widehat{\varphi}(A))$ is virtually $\mathbb{Z}$ maximal and the restriction of $\widehat{\varphi}$ to $N_{\widehat{G}}(A)$ is nice, because $\widehat{\varphi}$ induces an isomorphism from $\widehat{G}_{i}$ to its image (for $i \in\{1,2\}$ ).

Second possibiliy. The group $A$ may be contained in at least two distinct conjugates of $\widehat{G}_{1}$ or $\widehat{G}_{2}$. Then $A$ is contained in an edge group of the $m$-JSJ splitting $T$ of $G$. Since $A$ has order $m$, one can suppose without loss of generality that $A=C$. The normalizer $N_{\widehat{G}}(A)$ is finite-by- $D_{\infty}$, equal to $C_{1} *_{C} C_{2}$. By construction, $\widehat{\varphi}$ coincides with $\varphi$ on $C_{1}$ and $C_{2}$. Hence, $\widehat{\varphi}$ coincides with $\varphi$ on $N_{\widehat{G}}(A)=C_{1} *_{C} C_{2}$. Since $\varphi$ is strongly $(\geq m)$-special, $N_{G^{\prime}}(\varphi(A))$ is virtually $\mathbb{Z}$ maximal, and the restriction of $\varphi$ to $N_{G}(A)$ is nice. Let us observe that $\varphi(A)$ is
an edge group of the $m$-JSJ splitting $T^{\prime}$ of $G^{\prime}$. This implies that $N_{\widehat{G}^{\prime}}(\varphi(A))=N_{G^{\prime}}(\varphi(A))$. As a conclusion, $N_{\widehat{G}^{\prime}}(\varphi(A))$ is virtually $\mathbb{Z}$ maximal and the restriction of $\widehat{\varphi}$ to $N_{\widehat{G}}(A)$ is nice.

Second case. Suppose that

$$
G=G_{1} *_{C}=\left\langle G_{1}, t \mid t c t^{-1}=\alpha(c), \forall c \in C\right\rangle
$$

If $N_{G}(C)$ is virtually $\mathbb{Z}$ with finite center (i.e. finite-by- $D_{\infty}$ ), then $C$ and $t C t^{-1}$ are nonconjugate in $G_{1}$ and $C$ has index 2 in $C_{1}:=N_{G_{1}}(C)$ and $C_{2}:=N_{t G_{1} t^{-1}}(C)$. If $N_{G}(C)$ is not virtually $\mathbb{Z}$ with finite center, let $C_{1}:=C$ and $C_{2}:=t C t^{-1}$. Since $C_{1}$ and $C_{2}$ are finite, there exist two elements $g_{1}^{\prime}, g_{2}^{\prime} \in G^{\prime}$ such that such that

$$
\left(\widehat{\varphi}_{1}\right)_{\mid C_{1}}=\operatorname{ad}\left(g_{1}^{\prime}\right) \circ \varphi_{\mid C_{1}} \quad \text { and } \quad\left(\widehat{\varphi}_{1}\right)_{\mid C_{2}}=\operatorname{ad}\left(g_{2}^{\prime}\right) \circ \varphi_{\mid C_{2}}
$$

One can define $\widehat{\varphi}: \widehat{G} \rightarrow \widehat{G}^{\prime}$ by

$$
\widehat{\varphi}_{\mid \widehat{G}_{1}}=\widehat{\varphi}_{1} \quad \text { and } \quad \widehat{\varphi}(t)=g_{2}^{\prime} \varphi(t) g_{1}^{\prime-1}
$$

We need to prove that $\widehat{\varphi}$ satisfies the fourth condition of Definition 8.9. Let $A$ be a finite subgroup of $\widehat{G}$ of order $\geq m$ such that $N_{\widehat{G}}(A)$ is virtually $\mathbb{Z}$ maximal. One can suppose without loss of generality that $A$ is contained in $G$. As a finite group, $A$ is elliptic in the $m$-JSJ tree $T$ of $G$, i.e. $A$ is contained in at least one conjugate of $\widehat{G}_{1}$.

First possibility. The group $A$ may be contained in only one conjugate of $\widehat{G}_{1}$, which is the case for instance if $|A|>m$. Then $N_{\widehat{G}^{\prime}}(\widehat{\varphi}(A))$ is virtually $\mathbb{Z}$ maximal, and the restriction of $\widehat{\varphi}$ to $N_{\widehat{G}}(A)$ is nice, because $\widehat{\varphi}$ induces an isomorphism from $\widehat{G}_{1}$ to its image.

Second possibility. The group $A$ may be contained in at least two distinct conjugates of $\widehat{G}_{1}$. Then $A$ is contained in an edge group of $T$. Since $A$ has order $m$, one can suppose without loss of generality that $A=C$. There are two subcases.

First subcase. The groups $C$ and $t C t^{-1}=\alpha(C)$ are conjugate in $G_{1}$. Up to replacing $t$ with $g t$ for some $g \in G_{1}$, one can suppose without loss of generality that $t C t^{-1}=C$, i.e. $t \in N_{G}(C)$. Thus we have $C_{1}=C_{2}=C$ and one can suppose that $g_{1}^{\prime}=g_{2}^{\prime}=1$. Hence, $\widehat{\varphi}$ coincides with $\varphi$ on $C$ and on $t$. This implies that $\widehat{\varphi}$ coincides with $\varphi$ on $N_{G}(C)=\langle C, t\rangle$. Since $\varphi$ is strongly $(\geq m)$-special, $N_{G^{\prime}}(\varphi(A))$ is virtually $\mathbb{Z}$ maximal, and the restriction of $\varphi$ to $N_{G}(A)$ is nice. Let us observe that $\varphi(A)$ is an edge group of the $m$-JSJ splitting $T^{\prime}$ of $G^{\prime}$ (see the first step of Proposition 8.42). This implies that $N_{\widehat{G}^{\prime}}(\varphi(A))=N_{G^{\prime}}(\varphi(A))$. As a conclusion, $N_{\widehat{G}^{\prime}}(\varphi(A))$ is virtually $\mathbb{Z}$ maximal and the restriction of $\widehat{\varphi}$ to $N_{\widehat{G}}(A)$ is nice.

Second subcase. The groups $C$ and $t C t^{-1}=\alpha(C)$ are not conjugate in $G_{1}$. Then $N_{G}(C)$ is $C$-by- $D_{\infty}$ and we conclude as in the first case.

Then, note that the morphism $\widehat{\varphi}$ constructed above is strongly $\left(\geq m_{G, G^{\prime}}\right)$-special, thanks to Lemma 8.20. Likewise, there exists a strongly $\left(\geq m_{G, G^{\prime}}\right)$-special homomorphism $\widehat{\varphi}^{\prime}$ : $\widehat{G}^{\prime} \rightarrow \widehat{G}$ such that, for every $G_{i}^{\prime}$, the restriction $\widehat{\varphi}_{\mid \widehat{G}_{i}^{\prime}}^{\prime}$ coincides with $\widehat{\varphi}_{i}^{\prime}$ up to conjugacy.

Let $m=m_{G, G^{\prime}}$. Let us observe that the tuple $\left(\widehat{G}, \widehat{G}^{\prime}, \widehat{\varphi}, \widehat{\varphi}^{\prime}\right)$ is a $(\geq m)$-expansion of $\left(G, G^{\prime}, \varphi, \varphi^{\prime}\right)$ and has property $\mathcal{P}_{m}$. In addition, recall that $m_{\widehat{G}, \widehat{G}^{\prime}}=m$, since $\widehat{G}$ and $\widehat{G}^{\prime}$ are $(\geq m)$-legal extensions of $G$ and $G^{\prime}$. Now, the key proposition 8.42 claims that there exists a pair $\left(\psi: G \rightarrow G^{\prime}, \psi^{\prime}: G^{\prime} \rightarrow G\right)$ which is equivalent (in the sense of $\sim$ ) to a power of $\left(\widehat{\varphi}, \widehat{\varphi}^{\prime}\right)$ and a $(\geq m)$-expansion $\left(\Gamma, \Gamma^{\prime}, \psi, \psi^{\prime}\right)$ of $\left(\widehat{G}, \widehat{G}^{\prime}, \widehat{\varphi}, \widehat{\varphi}^{\prime}\right)$ such that $\psi$ and $\psi^{\prime}$
are isomorphisms. By transitivity of the relation "to be a $(\geq m)$-expansion of", the tuple $\left(\Gamma, \Gamma^{\prime}, \psi, \psi^{\prime}\right)$ is a $(\geq m)$-expansion of $\left(G, G^{\prime}, \varphi, \varphi^{\prime}\right)$. This concludes the proof.

## 9. Algorithm

We will prove the following result.
Theorem 9.1. There exists an algorithm that takes as input two finite presentations of virtually free groups, and decides whether these groups have the same $\forall \exists$-theory or not.

Our proof relies on the main results of [DG10] and [DG11].
Theorem 9.2. There exists an algorithm that takes as input a finite presentation of a hyperbolic group $G$ and a finite system of equations and inequations with constants in $G$, and decides whether there exists a solution or not.

Theorem 9.3. There exists an algorithm that takes as input two finite presentations of hyperbolic groups, and which decides whether these groups are isomorphic or not.

We need some preliminary lemmas.

### 9.1. Some useful algorithms.

Lemma 9.4 ([DG11], Lemma 2.5). There is an algorithm that computes a set of generators of the normaliser of any given finite subgroup in a hyperbolic group.

Lemma 9.5 ([DG11], Lemma 2.8). There is an algorithm that, given a finite set $S$ in a hyperbolic group, decides whether $\langle S\rangle$ is finite, virtually cyclic infinite, or non-elementary.

Lemma 9.6. There is an algorithm that takes as input a finite presentation of a hyperbolic group and computes a list of representatives of the conjugacy classes of finite subgroups in this hyperbolic group.

Proof. There exists an algorithm that computes, given a finite presentation $\langle S \mid R\rangle$ of a hyperbolic group $G$, a hyperbolicity constant $\delta$ of $G$ (see [Pap96]). In addition, it is well-known that the ball of radius $100 \delta$ in $G$ contains at least one representative of each conjugacy class of finite subgroups of $G$ (see [Bra00]). Moreover, two finite subgroups $C_{1}$ and $C_{2}$ of $G$ are conjugate if and only if there exists an element $g$ whose length is bounded by a constant depending only on $\delta$ and on the size of the generating set $S$ of $G$, such that $C_{2}=g C_{1} g^{-1}($ see $[\mathrm{BH} 05])$.

Lemma 9.7. There is an algorithm that takes as input a finite presentation of a hyperbolic group $G$ and a finite subgroup $C$ of $G$ such that $N_{G}(C)$ is non-elementary, and decides if $E_{G}\left(N_{G}(C)\right)=C$.

Proof. One can compute a finite generating set $S$ for $N_{G}(C)$ using Lemma 9.4. Using the main algorithm of [DG10] (see Theorem 9.2 above), one can decide if the following existential sentence with constants in $G$ is satisfied by $G$ : there exists an element $g \in G$ such that
(1) the element $g$ does not belong to $C$;
(2) the subgroup $C^{\prime}:=\langle C, g\rangle$ is finite;
(3) for every $s \in S$, we have $s C^{\prime} s^{-1}=C^{\prime}$.

Note that such an element $g$ exists if and only if $C$ is strictly contained in $E_{G}\left(N_{G}(C)\right)$. This concludes the proof of the lemma.

Lemma 9.8. There is an algorithm that takes as input a finite presentation $\langle S \mid R\rangle$ of a hyperbolic group $G$, and outputs a finite list of finite presentations of all legal large extensions of $G$.

Proof. Using Lemma 9.6, compute a list of representatives of the conjugacy classes of finite subgroups of $G$. For each finite group $C$ in this list, use Lemma 9.5 in order to decide if $N_{G}(C)$ is finite, virtually cyclic infinite or non-elementary. In the case where $N_{G}(C)$ is non-elementary, decide if $E_{G}\left(N_{G}(C)\right)=C$ by means of Lemma 9.7. Output the finite list of finite presentations $\langle S, t \mid[t, c]=1, \forall c \in C\rangle$, for every $C$ in the previous list such that $N_{G}(C)$ is non-elementary and $E_{G}\left(N_{G}(C)\right)=C$.
Lemma 9.9. There is an algorithm that takes as input a finite presentation of a hyperbolic group $G$, and outputs a finite list of presentations of all legal small extensions of $G$.

Proof. Using Lemma 9.6, compute a list of representatives of the conjugacy classes of finite subgroups of $G$. For each finite group $C$ in this list, decide if $N_{G}(C)$ is finite, virtually cyclic infinite or non-elementary, by means of Lemma 9.5. If $N:=N_{G}(C)$ is virtually cyclic infinite, enumerate the list of all virtually cyclic infinite groups $N^{\prime}$ such that there exist two $K_{G}$-nice embeddings $\iota: N \hookrightarrow N^{\prime}$ and $\iota^{\prime}: N^{\prime} \hookrightarrow N$. Output a list of presentations of all legal small extensions of $G$, of the form $\left\langle G, N^{\prime} \mid \iota(n)=n, \forall n \in N\right\rangle$.
9.2. Proof of Theorem 9.1. We are now ready to prove Theorem 9.1.

Proof. Let $G$ and $G^{\prime}$ be two virtually free groups. Let $r$ be the maximal rank of the normalizer of a finite subgroup of $G$ or $G^{\prime}$, let $o$ be the maximal order of a finite subgroup of $G$ or $G^{\prime}$, let $n, n^{\prime}$ be the number of conjugacy classes of finite subgroups of $G$ and $G^{\prime}$ respectively, and let $N=\max \left(n, n^{\prime}\right)$. By looking closely at the construction of the two isomorphic multiple legal extensions $\Gamma$ and $\Gamma^{\prime}$ of $G$ and $G^{\prime}$ in the proof of Proposition 8.1, one can enumerate the number of legal extensions involved in the construction. This number of legal large extensions is bounded from above by $N(r+o!)$ (see Remark 8.36), and the number of legal small extensions is bounded by $N$.

Here below is an algorithm that takes as input two finite presentations of virtually free groups and decides whether two virtually free groups $G$ and $G^{\prime}$ have the same $\forall \exists$-theory or not.

Step 1. Using Lemma 9.6, compute a list of representatives of the conjugacy classes of finite subgroups of $G$ and $G^{\prime}$. Let $C_{1}, \ldots, C_{n}, C_{1}^{\prime}, \ldots, C_{n^{\prime}}^{\prime}$ denote these finite groups.

Step 2. For each finite group $C_{i}$ or $C_{i}^{\prime}$ in the previous list, use Lemma 9.4 to compute a set of generators $S_{i}$ or $S_{i}^{\prime}$ of $N_{G}\left(C_{i}\right)$ or $N_{G^{\prime}}\left(C_{i}^{\prime}\right)$. Let $R=\max \left(\left\{\left|S_{i}\right|,\left|S_{i}^{\prime}\right|, 1 \leq i \leq n\right\}\right)$.

Step 3. Using Lemmas 9.8 and 9.9, compute all multiple legal extensions of $G$ and $G^{\prime}$ obtained by performing less than $N(R+o!)+N$ legal large of small extensions.

Step 4. For every pair $\left(\Gamma, \Gamma^{\prime}\right)$ of groups computed in Step 3, use the main algorithm of [DG11] (see Theorem 9.3) in order to decide if $\Gamma$ and $\Gamma^{\prime}$ are isomorphic. Output "yes" if there exists such a pair, and "no" otherwise.

Remark 9.10. Here is an aternative algorithm that decides whether two virtually free groups have the same $\forall \exists$-theory or not. Let $G$ be a hyperbolic group. By carefully looking at the
sentence $\exists \forall$-sentence $\zeta_{G}$ defined in Section 4, one can see that the number of symbols in $\zeta_{G}$ is bounded from above by a number $n_{G}$ computable from a finite presentation of $G$. If $G^{\prime}$ is another hyperbolic group, let us define $n:=\max \left(n_{G}, n_{G^{\prime}}\right)$ and let $\mathcal{A}$ be a finite set of variables of cardinality $n$.

If $G$ and $G^{\prime}$ are virtually free, the following three assertions are equivalent (note that the equivalence $(1) \Leftrightarrow(2)$ is part of Theorem 1.23 established previously).
(1) $G$ and $G^{\prime}$ have the same $\forall \exists$-theory.
(2) $G$ satisfies $\zeta_{G^{\prime}}$ and $G^{\prime}$ satisfies $\zeta_{G}$.
(3) For every $\exists \forall$-sentence $\phi$ in the language of groups over alphabet $\mathcal{A}$ involving less than $n$ symbols, $G$ satisfies $\phi$ if and only if $G^{\prime}$ satisfies $\phi$.
Since the set of $\exists \forall$-sentence in the language of groups over alphabet $\mathcal{A}$ involving less than $n$ symbols is finite, the third point above is decidable algorithmically using the main algorithm of [DG10] (see Theorem 9.2).
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[^0]:    ${ }^{1}$ Note that this condition is not automatically satisfied, as shown by the following example: take $G$ that does not split non-trivially as a free product, and $G^{\prime}=G * F_{n}$.

