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Abstract Hermean magnetic field measurements acquired over the northern hemisphere by the
MErcury Surface Space ENvironment GEochemistry, and Ranging (MESSENGER) spacecraft provide crucial
information on the magnetic field of the planet. We develop a new method, the Time Dependent Equivalent
Source Dipole, to model a planetary magnetic field and its secular variation over a limited spatial region.
Tests with synthetic data distributed on regular grids as well as at spacecraft positions show that our
modeled magnetic field can be upward or downward continued in an altitude range of −300 to 1460 km
for regular grids and in a narrower range of 10 to 970 km for spacecraft positions. They also show that
the method is not sensitive to a very weak secular variation along MESSENGER orbits. We then model the
magnetic field of Mercury during the first four individual sidereal days as measured by MESSENGER using
the modified Equivalent Source Dipoles scheme and excluding the secular variation terms. We find a
dominantly zonal field with small-scale nonaxisymmetric features corotating with the Sun in the Mercury
Body Fixed system and repeating under similar local time, suggestive of external origin. When modeling
the field during one complete solar day, these small-scale features decrease and the field becomes
more axisymmetric. The lack of any coherent nonaxisymmetric feature recovered by our method, which
was designed to allow for such small-scale structures, provides strong evidence for the large-scale and
close-to-axisymmetry structure of the internal magnetic field of Mercury.

1. Introduction

The discovery of a magnetic field of internal origin on Mercury during the Mariner 10 mission flybys [Ness et al.,
1974, 1975] was a surprise. Because of Mercury’s small size, it was thought that its interior was completely
solidified, with no liquid core capable of sustaining a dynamo [Plagemann, 1965]. But the observed plane-
tary scale of the Hermean magnetic field argues for a deep core dynamo origin. This hypothesis is supported
by analyses of the gravity field and of planetary spin parameters from both Earth-based radar and MErcury
Surface Space ENvironment GEochemistry, and Ranging (MESSENGER) radio science measurements, which
show that the metallic core of Mercury is at least partially molten [Margot et al., 2007; Smith et al., 2012].

Previous studies have shown a weak intensity of Mercury’s magnetic field, about 1% of the Earth’s [Ness et al.,
1974; Anderson et al., 2008], suggesting that the Hermean dynamo works differently. Numerical dynamo stud-
ies suggest that the planetary magnetic field magnitude is not necessarily determined by a magnetostrophic
force balance (i.e., between Coriolis, Lorentz, and pressure forces) but instead by the buoyancy flux, with
Elsasser numbers varying substantially from 0.06 to 100 [Christensen and Aubert, 2006]. Given the estimated
field intensity at Mercury’s core surface (∼10−4 mT), the Elsasser number would be on the order of 10−4, well
below the lower bound found by Christensen and Aubert [2006]. To obtain such a low Elsasser number, numer-
ical dynamos should incorporate less Earth-like special effects, such as stratification at the top of the core
[Christensen, 2006; Christensen and Wicht, 2008] or iron snow zone at mid shell [Vilim et al., 2010].

Characterizing the origin and the nature of the Hermean magnetic field are two of the main scientific objec-
tives of the NASA MESSENGER mission [Solomon et al., 2001] that has been in orbit since March 2011. The
spacecraft orbits around Mercury on a very eccentric trajectory, with an initial 200 km altitude periapsis
set at 60∘N latitude. Because of this very eccentric orbit, only when the satellite flies above the northern
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hemisphere it reaches an altitude low enough so that the magnetic field of internal origin can be constrained

by its magnetometer (MAG) instrument [Anderson et al., 2007].

The first analyses of MESSENGER’s magnetic field measurements were based on a simple approach as far

as the internal part is concerned. Anderson et al. [2011, 2012] found that the magnetic equator (where the

cylindrical radial field vanishes) is located in the northern hemisphere, with an offset of 0.196 RM where

RM = 2440 km is Mercury’s radius. A weak magnetic moment of 190 nT R3
M was obtained via a grid search by

Johnson et al. [2012], in agreement with previous estimates based on Mariner 10 measurements [Ness et al.,

1974, 1975]. The location of the magnetic equator at the northern hemisphere motivated modeling the inter-

nal field with a simple offset dipole. The estimated dipole offset corresponds to an axial quadrupole to axial

dipole ratio of g0
2∕g0

1 = 0.392 ± 0.010 [Anderson et al., 2012]. In addition, these studies found that the dipole

tilt is very small, with an upper limit placed at 0.8∘. The offset dipole internal field model in these studies per-

mitted a simultaneous evaluation of large-scale external fields. Finally, a recent study attempted to detect the

secular variation (SV) of Mercury’s field by comparing MESSENGER and Mariner 10 data [Philpott et al., 2014].

It was found that the analyzed data are consistent with no SV, although some variations in the lowest zonal

spherical harmonics (SH) coefficients are possible.

Parametric studies of numerical dynamo models found two main types of solutions: when convection is vig-

orous and rotational effects are moderate, a large g0
2∕g0

1 ratio may be found but a large nonzonal field is also

present; when convection is moderate and rotational effects are vigorous, a small nonzonal field is found

but the g0
2∕g0

1 ratio is also small [Kutzner and Christensen, 2002; Christensen and Aubert, 2006]. Heterogeneous

core-mantle boundary (CMB) heat flux can help to obtain a large g0
2∕g0

1 ratio together with small nonzonal

terms, as was applied to the paleo-dynamo of Mars [Stanley et al., 2008; Amit et al., 2011; Dietrich and Wicht,

2013], but there is no solid evidence for hemispheric mantle heterogeneity in Mercury. The large g0
2∕g0

1 ratio

found by Anderson et al. [2012] together with the very axisymmetric field are therefore challenging constraints

for Mercury dynamo models [Cao et al., 2014; Wicht and Heyner, 2014].

Previous models of the Hermean internal magnetic field do not take full advantage of the available measure-

ments as they contain no information on smaller spatial scale features. The standard spherical harmonics (SH)

approach is commonly used to represent the global geomagnetic field and is especially appropriate when

the data coverage is global [Cain et al., 1989]. For other planets or bodies, where measurements are much

more sparse and only partially distributed, SH may also be applied when additional constraints or regular-

izations are imposed [Connerney et al., 1987, 1991; Holme and Bloxham, 1996]. Alternatively, local methods

such as the spherical cap harmonic analysis [Thébault et al., 2006] may be employed to describe an internal

magnetic field measured with a partial planetary coverage. In the case of magnetic field of lithospheric ori-

gin, continuous or discrete magnetization models can also be computed [Langlais et al., 2004; Whaler and

Purucker, 2005].

In this study we choose to adapt an existing discrete source method, the Equivalent Source Dipole (ESD)

scheme initially developed for the crustal geomagnetic field [e.g., Mayhew, 1979], to model the Hermean

field. Our method uses MESSENGER’s partial data coverage without employing arbitrary constraints or regu-

larizations. We implement the method to analyze measurements acquired by MESSENGER spacecraft orbiting

Mercury, reaching low altitudes over an area of limited extent.

We modify the ESD scheme for purposes of internal core field modeling. The two main modifications with

respect to ESD consist in using deep dipole sources and a linear time dependency for the dipole parameters.

We term this the Time-Dependent Equivalent Source Dipole (TD-ESD) method.

We present in section 2 the theoretical foundations of the method. In section 3 we explain the modeling tech-

nique and how solutions are chosen. Then in section 4 the method is tested and validated with synthetic

magnetic field data for both ideal and realistic cases. These tests include dependencies on horizontal resolu-

tion, depth of the dipoles mesh, and noise effect. In addition, we test the range of possible downward/upward

continuation. In section 5 we show the first maps of Mercury’s magnetic field components derived using

our modified ESD method. In section 6 we discuss our results and compare with previous studies. Finally, in

section 7 we summarize our main findings.
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2. Theory

The Time-Dependent Equivalent Source Dipole method is an extension of the Equivalent Source Dipole
method. The ESD method applied to magnetism was introduced by Emilia [1973]. It initially aimed at reduc-
ing, to a common altitude, magnetic field anomaly measurements of lithospheric origin acquired at various
altitudes [Mayhew, 1979; von Frese et al., 1981; Purucker et al., 1996; Dyment and Arkani-Hamed, 1998]. It is
commonly used to produce global lithospheric magnetic field maps of the Earth [Purucker et al., 1998], Mars
[Langlais et al., 2004], and Moon [Purucker et al., 2012] and may be applied to local data coverage [Purucker
et al., 2002; Langlais and Purucker, 2007].

In the ESD method, the magnetic field measured at a given location results from individual contributions by
dipolar sources located at some depth. The magnetic potential due to a single source is given by

V = −
𝜇0

4𝜋
M ⋅ ∇1

l
(1)

where M is the magnetization of the dipole located at spherical coordinates radius, colatitude, and longitude
(rd, 𝜃d, 𝜙d). The magnetic field depends on the magnetic potential through B = −∇V . The distance between
the dipole and the observation point at (r, 𝜃, 𝜙) is

l =
√

r2
d + r2 − 2rdr

(
cos 𝜃 cos 𝜃d + sin 𝜃 sin 𝜃d cos

(
𝜙 − 𝜙d

))
(2)

For the ESD approach the dipole sources are placed at the surface of the planet or a few kilometers below
[Langlais et al., 2004], because the lithospheric magnetic field has a shallow origin. Here, for the TD-ESD
method, the dipole sources are placed at a spherical surface deep inside the planet’s interior in order to model
the magnetic field of core origin. In addition, we may let the magnetization vary in time, as the core field is
also time dependent. This is done through

M(t) = M(t0) + (t − t0)Ṁ (3)

where M(t0) is the magnetization at a reference time t0 and Ṁ is its rate of change. We assume that the time
dependence is linear. This approximation may be too simplistic to model the field variations associated with
core dynamics. We, however, note that using a more complex parameterization would not change the concept
of the approach and can be considered in the future if necessary. The TD-ESD method thus simultaneously
describes the three observed magnetic field components Br , B𝜃 , and B𝜙 as being due to an internal distribution
of the three magnetization components Mr , M𝜃 , and M𝜙 and the three components of its time variation rate.
This new method, therefore, requires fitting six parameters at each dipole position instead of three as in the
original ESD method.

3. Method
3.1. Spatial Resolution
The method searches for magnetization components and their variation rate for each dipole. These dipoles
are located on an equisurface and equidistant mesh deep inside the planet at a depth Rd . We use the polar
coordinate subdivision method [Katanforoush and Shahshahani, 2003] for distributing the dipole sources. The
spherical surface is divided into nd equally spaced latitude bands, where nd is the dipole mesh parameter. At
colatitude 𝜃j , where 𝜃j = 𝜋− 𝜋 j

(nd+1)
and j = 1, ..., nd , we place Nj equally spaced dipoles, where Nj is the integer

of nj , the latter given by

nj =
[1

2
+
√

3(nd + 1) sin 𝜃j

]
. (4)

At alternate latitudes, a longitudinal phase shift is imposed to render the mesh more homogeneous. The
relation between nd and the total number of dipoles on the sphere Ndip is shown in Figure 1. Increasing nd

corresponds to increasing Ndip and to decreasing the mean spacing d between adjacent dipoles, leading to a
better spatial resolution. Figure 2 shows an example of a dipole mesh with nd =15. In the following we assume
that each dipole is assigned to a horizontal circular surface and that its associated magnetization is confined
to a 10 km vertical layer. The choice of thickness affects the magnitude of the magnetization (which is not
given any physical interpretation) but not the magnitude of the magnetic field, so this choice is not critical
[Purucker et al., 2012].

OLIVEIRA ET AL. A NEW METHOD TO MODEL MERCURY’S MAGNETIC FIELD 1077



Journal of Geophysical Research: Planets 10.1002/2014JE004734

Figure 1. Total number of dipoles Ndip (solid line) and the mean
distance between adjacent dipoles in degrees d (dashed line) as a
function of the dipole mesh parameter nd .

3.2. Inversion and Model Evaluation
The inverse problem is written as

b = Dx + 𝜈 (5)

where b is the column vector containing
the magnetic field components, x is the col-
umn vector containing the magnetization
and rate of change components, and D is
the matrix containing the partial derivatives
relating b to x; 𝜈 is the error vector. The mag-
netic field due to an individual dipole is pro-
portional to 1∕l3 so observations too far away
from a given dipole do not constrain its mag-
netization. As a result, the matrix D is sparse
[e.g., Purucker et al., 1996] and includes only

elements for which the observation-to-dipole distance is less than a threshold value or when the angle
between the observation point and the dipole is less than 90∘.

To determine x, we solve the linear inverse problem as successively described by Purucker et al. [1996, 2000],
Langlais et al. [2004], and Langlais and Purucker [2007], which seeks to minimize the sum of squares of residuals,
𝜈T𝜈. We use the iterative conjugate gradient technique to solve the inverse problem. This leads to a set of
possible solutions, i.e., successive magnetization distributions, each one associated with a unique misfit to the
observations.

We monitor the evolution of 𝜎Bj
, the root mean square (RMS) difference between the observed and mod-

eled magnetic fields, with respect to 𝜎Mj
, the RMS magnetization, as a function of iteration number j. These

quantities are written as follows:

𝜎Bj
=

√√√√√√√
Nobs∑
i=1

(Bobs
i − Bmod

i,j )2

Nobs
(6)

and

𝜎Mj
=

√√√√√√√
Ndip∑
i=1

M2
i,j

Ndip
(7)

where Bobs and Bmod
j are the observed and predicted (by Mj) magnetic field vectors, respectively, and Nobs is

the number of measurements. The full series of 𝜎Bj
and 𝜎Mj

are denoted 𝜎B and 𝜎M.

The vector correlation coefficient is also calculated during the tests according to the following:

rBj
=

∑
(Bmod

j − Bmod
j ) ⋅ (Bobs − Bobs)√∑

(Bmod
j − Bmod

j )2

√∑
(Bobs − Bobs)2

(8)

Figure 2. Example of a dipole mesh using the polar coordinate subdivision method for a dipole mesh parameter
nd = 15.
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Figure 3. (a) Example of a trade-off curve between 𝜎B and 𝜎M for all
iterations using synthetic data on grids. (b) −Δ𝜎B∕Δ𝜎M as a function
of the iteration number (grey line), with exponential fit of its filtered
curve (black line). The black circle in Figure 3a shows 𝜎B and 𝜎M for
the iteration chosen using Figure 3b, see text for details. The
synthetic data are composed of six regular grids at 300 km, 400 km
and 500 km altitudes and at two different epochs (with one terrestrial
year difference). The dipole mesh is located at 640 km depth with
nd = 19 (see section 4.2).

where Bobs and Bmod are the observed and
modeled magnetic field vectors and Bobs

and Bmod their spatial averages, respec-
tively. An rB value close to 1 means that the
modeled and observed magnetic field pat-
terns are alike. Given the large amount of
observations compared to the number of
dipoles (large number of degrees of free-
dom), a correlation coefficient larger than
∼0.2 is statistically significant with 95%
confidence [Press et al., 1992].

We look for the iteration associated with
low values in both 𝜎B and 𝜎M, for which the
magnetization distribution satisfactorily
explains the measurements without being
unrealistically too energetic. This is illus-
trated in Figure 3a which shows a trade-off
curve between 𝜎B and 𝜎M. The misfit to
the observed magnetic field decreases
while the magnetization increases with
increasing iteration number. After itera-
tion 1, 𝜎B rapidly decreases to a low value
with a small increase of 𝜎M. The follow-
ing iterations show a slowly decreasing 𝜎B

but more rapidly increasing 𝜎M. Finally, 𝜎B

approaches an asymptotic value while 𝜎M

continues to increase. The solution is com-
monly chosen in the knee of the trade-off
curve [Gubbins, 2004]. To select the opti-
mal iteration, we look for the iteration
number when the slope of the trade-off
curve (Figure 3a) begins to flatten. The

−Δ𝜎B∕Δ𝜎M curve can be very noisy but nonetheless shows a global decaying trend as a function of the iter-
ation number (Figure 3b). We use a pseudo-Gaussian filter which eliminates the spikes, and we fit the filtered
curve with an exponential function. In the example shown in Figure 3b, the correlation coefficient between
the filtered and fitted curves is 0.99. The solution is chosen when the fitted curve reaches a fixed percentage
of its maximum value, which we arbitrarily set to 10%. In Figure 3b this corresponds to j = 27, as highlighted
by the black circle in Figure 3a. We also tested the result with a threshold value of 1%, leading to an optimal
solution at j = 44. The magnetization RMS increases by 8.4%, while the RMS difference between observed
and modeled magnetic fields only decreases by 0.35%, with correlation coefficients exceeding 0.99 between
M27 and M44 and between Bmod

27 and Bmod
44 . This shows that additional iterations do not significantly improve

the fit to the measurements while causing a significant increase of the magnetization, thus supporting our
choice of selecting a smaller iteration number with a 10% threshold.

4. Validation

We test the TD-ESD method using synthetic measurements based on a scaled-to-Mercury geomagnetic field
model. Measurements are mapped either on regular grids at different altitudes or at spacecraft positions.
We evaluate the dependence of the misfit on the various parameters of the inversion, including the dipole
mesh resolution and depth. We also estimate the altitude range where the resulting magnetic field can be
adequately modeled.

4.1. Synthetic Data
A synthetic SH magnetic field model is generated by scaling an Earth’s magnetic field model to Mercury’s
geometry and intensity, taking into account the planet’s higher core to surface radii ratio and weaker
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Figure 4. Power spectra of (a) the magnetic field and (b) the secular variation for the Earth (POMME4.1 model) and the
synthetic scaled to Mercury model, with inside and outside y axes, respectively. For both plots the spectra are computed
at three surfaces: Earth’s surface, Mercury’s surface corresponding to Earth’s midmantle, and the CMB. Also shown on
Figure 4b are the fast and superfast synthetic SV models at Mercury’s surface (dotted and dashed lines, respectively).

magnetic field intensity. We use the POMME-4.1 internal field model (available at http://www.geomag.us/
models/Pomme4/pomme-4.1.cof), an updated version of POMME-3.0 [Maus et al., 2006], truncated to degree
and order 10. First, the model is downward continued to some depth Rh

⊕
inside the Earth’s mantle, so that

Rc
⊕

Rh
⊕

=
Rc

M

RM
(9)

where Rc
⊕

is the radius of the Earth’s core, and Rc
M and RM are the core and surface radii of Mercury, respectively.

This determines the magnetic field pattern that would be observed at Mercury’s surface for such a field model.
In equation (9) we use a Mercury core radius of 1800 km, within the range of values proposed by Verhoeven
et al. [2009]. More recent studies proposed a core radius of about 2020 km [Hauck et al., 2013; Rivoldini and
Van Hoolst, 2013]. The choice of this value is however not critical as it is only used here as a geometric scale
factor. Second, the Gauss coefficients are scaled by f with

f =
g0

1M

g0
1⊕

(10)

where g0
1⊕ is the axial dipole Gauss coefficient of the geomagnetic field model and g0

1M is the corresponding
coefficient of Mercury, taken as the average of models 5 and 6 of Anderson et al. [2010] from Mariner 10 and
MESSENGER flybys (see their Table 1).

We use the same factor f to scale the geomagnetic SV to Mercury, corresponding to assuming SV correlation
times [Hulot and Le Mouël, 1994] identical for Earth and Mercury. To establish a criterion for the SV detection
time, we also consider larger SV by arbitrarily multiplying the scaling factor f by 10 and 20. In the following the
three SV models are denoted normal, fast, and superfast. The scaling factors used are chosen only for testing
the TD-ESD method and do not intend to simulate the actual temporal variation of the internal magnetic
field at Mercury. They nonetheless give us some insight about the time interval that should be covered by the
data in our TD-ESD inversion method, in order to properly recover the Hermean SV if it resembles that of our
synthetic model.

The power spectra of the main field and its SV for the Earth and the corresponding synthetic spectra for Mer-
cury are shown in Figure 4. As expected, the main field power spectrum at Earth’s midmantle corresponding
to Mercury’s surface is steeper than at Earth’s CMB but flatter than at Earth’s surface. The field spectra at Earth’s
midmantle and at Mercury’s surface show a dominant dipole. The quadrupole and the octupole have roughly
the same energy. The SV spectra at Earth’s midmantle and at Mercury’s surface are rather flat, as opposed to
blue at Earth’s CMB and red at Earth’s surface. We note that degrees 2 and 4 dominate the SV spectra at Earth’s
midmantle (Mercury’s surface).
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Figure 5. Synthetic magnetic field (a and b) and normal SV (c and d) at Mercury’s surface in northern (a and c) and
southern (b and d) polar views using a stereographic projection. Grid lines (grey) are drawn every 45∘ for longitude and
every 30∘ for latitude.

Maps of the synthetic radial magnetic field and its normal SV at Mercury’s surface are shown in Figure 5.
The synthetic radial magnetic field varies between −488 and 512 nT, while the radial SV (normal case) varies
between −1.7 and 2.65 nT/yr. Nonzonal main field contributions that are very strong at Earth’s CMB [see
Christensen et al., 2010, Figure 1c] are rather weak at Earth’s surface but would still be very evident if the
dynamo was closer to Earth’s surface as is the case for Mercury.

4.2. Ideal Case: Data on Regular Grids
We first test our TD-ESD method with synthetic data of purely internal origin on regular grids. This represents
the ideal case where measurements are acquired uniformly and globally. These grids have constant latitude
and longitude 2∘ increments. Three different altitudes above Mercury’s surface (300, 400 , and 500 km) are
considered, as well as two epochs (separated by 1 year), leading to six synthetic grids. Several dipole mesh
parameters nd values are tested, between 8 and 24. Different dipole mesh depths Rd are also considered,
between 0 km and 1300 km.

Figure 6. Relative misfit of the magnetic field vector (solid line, left
axis) and the vector correlation coefficient (dashed line, right axis)
versus iteration number.

In Figure 6 we show the relative misfit
(i.e., 𝜎B divided by the initial RMS field 𝜎B0

)
and the vector correlation coefficient as a
function of the iteration number for nd=19
and for Rd = 640 km, corresponding to the
case presented in Figure 3. Both the relative
misfit and the correlation coefficient reach
asymptotic values rapidly. The misfit reaches
2% of the initial field RMS at iteration num-
ber 13. The correlation coefficient reaches
its asymptote faster and exceeds 0.99 after
iteration 2.

We use the scheme described in section 3.2
to choose the optimal solution at iteration

OLIVEIRA ET AL. A NEW METHOD TO MODEL MERCURY’S MAGNETIC FIELD 1081
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Figure 7. Relative magnetic field misfit as a function of (a) dipole mesh parameter nd , (b) dipole mesh depth Rd , (c)
modeled magnetic field altitude. The grey vertical lines in Figure 7c represent the input grids altitude. (d) The absolute
misfit versus the input white noise amplitude. The dipole mesh is 640 km deep and the dipole mesh parameter is set to
nd = 19 unless specified. The synthetic data are predicted on six regular grids at 300 km, 400 km, and 500 km altitudes
and at two different epochs with one terrestrial year difference.

number 27, as shown in Figure 3. For this solution, the relative misfit is 0.87% (1.79 nT) and the correlation
coefficient is above 0.99. The synthetic normal SV is also recovered at Mercury’s surface but with a degraded
quality, with a relative misfit of 75% and correlation coefficient of 0.81. For the fast and superfast cases, the sit-
uation improves with relative misfit values of 8.1% and 5.8%, respectively, and the corresponding correlation
coefficients exceed 0.99.

The sensitivity of the solution to the resolution of the dipole mesh is tested by varying nd between 8 and 24
with Rd = 640 km (Figure 7a). The relative misfit decreases from nd = 8 to 15, and then there is only slight
changes for larger nd values. Odd nd values are preferred in order to keep a symmetric dipole distribution with
respect to the equator. In the following, we use nd = 19, which is a good balance between the computational
cost (increasing with nd) and the misfit to the measurements.

Next we test the impact of the dipole mesh depth choice on our results. Several Rd values are considered, from
Mercury’s surface down to 1300 km depth with a 50 km increment (Figure 7b). Three main trends are found.
From the surface down to 250 km depth, relative misfit values rapidly decrease from 28% to 0.9%. Between
300 and 850 km depth, the misfit values are low and roughly constant, between 0.8% and 1%. Finally, for
deeper dipoles the misfit values increase. From this test we conclude that the exact choice of Rd is not critical
and that any depth between 300 and 850 km leads to comparably satisfactory solutions. We also note that
this interval contains the 640 km depth value that we assumed to scale our synthetic SH model.

We further evaluate the altitude range at which the field can be reliably downward or upward continued
(Figure 7c). The field is computed at different constant altitudes from −400 to 2000 km (10 km increment) on
regular grids of 2∘ resolution from both the initial SH model and from the TD-ESD resulting model, assuming
Rd = 640 km and nd = 19. The lowest misfit between the SH and TD-ESD models is found as expected at 400 km
altitude, which is the average altitude of the synthetic data grids. Between −300 and 1460 km altitudes the
relative error is lower than 8%, and we consider this to be the altitude range at which the resulting model can
be used to reliably map the magnetic field.

Finally, we also consider the effect of adding noise to the synthetic measurements (Figure 7d). We assume a
white noise with different amplitudes. Resulting measurements are then inverted with the TD-ESD method,
again using Rd = 640 km and nd = 19. We observe a linear increase of the misfit values with increasing noise
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Figure 8. (a) Absolute and (b) relative misfits computed at constant
altitude of 200 km, as a function of truncation latitude (see text), for |B|
(solid line), Br (dashed line), B𝜃 (dash-dotted line), and B𝜙 (dotted line).
Inset in Figure 8b shows zoom-in for Br around the transition from slow
to rapid relative misfit change.

amplitude. Without any noise the misfit is
1.78 nT (relative misfit of 0.87%). This may
be considered as the lowest bound of our
method in the ideal case.

4.3. Realistic Case: Data Along
Spacecraft Orbits
Next we test the TD-ESD method with
synthetic measurements at MESSENGER
spacecraft positions in order to simulate
realistic conditions. During its primary
mission, MESSENGER was on a very eccen-
tric, near polar orbit, with a 200 km al-
titude periapsis at 60∘N latitude. In the
southern hemisphere the apoapsis was
above 15,000 km. Magnetic field mea-
surements were thus acquired both
inside and outside the magnetosphere.
Here we are interested in measurements
inside the magnetosphere, i.e., where in-
ternal source contributions dominate.
The orbital positions of the first sidereal
day are selected using an external field
proxy (defined in next section) and a
1000 km altitude limit and span a total
time interval of 58.6 days between 23

March and 20 May 2011. The same exact sidereal day spacecraft positions are used twice with a 1 year time
difference. This limits modeling errors related to differences in the position between the two sidereal days
and allows focusing on the local temporal variation of the field instead. The SV is taken into account both
during and between sidereal days.

In contrast to the ideal case where measurements are homogeneously distributed, measurements along
MESSENGER orbits are available only above the northern hemisphere and along orbit paths. Because of this,
𝜎M and 𝜎B have to be carefully computed to minimize edge effects. Considering first which source dipoles
should be included in the calculation of 𝜎M, we note that every dipole is constrained by a certain angular
range of measurements above it and there is a latitude limit below which dipoles become less constrained. We
looked at the number and the magnitude of elements in matrix D associated with each dipole and found that
only dipoles from the north pole down to 30∘N latitude are fully constrained, whereas dipoles south of 30∘N
are decreasingly constrained. In the following, 𝜎M is therefore computed using only dipoles north of 30∘N. We
emphasize that this critical latitude is used only to choose the iteration number. We also estimate the latitude
range at which the magnetic field at constant altitude can be adequately modeled by the TD-ESD method,
given the limited data coverage over the northern hemisphere. We apply the procedure for nd = 19 and for
Rd = 640 km. In Figure 8 we show relative and absolute 𝜎B values for the vector field and individual compo-
nents as a function of the truncation latitude, i.e., the southernmost latitude considered for the computation
of 𝜎B. The field is computed and compared to the SH model on a regular grid of 2∘ resolution at 200 km alti-
tude. We choose the truncation latitude where the relative misfit begins to rapidly increase, i.e., at latitude
7∘N as more clearly shown in the inset of Figure 8b.

We use the scheme described in section 3.2 to choose the optimal model solution. The trade-off curve
between 𝜎B and 𝜎M (Figure 9) shows a similar behavior to that of the ideal case (Figure 3). First, 𝜎B decreases
to about 10% of its initial value while 𝜎M increases slowly. Then 𝜎B and 𝜎M evolve together, until 𝜎B reaches
a plateau while 𝜎M continues to increase. The raw, filtered, and exponentially fitted −Δ𝜎B∕Δ𝜎M curves are
shown in Figure 9b. In this case the optimal solution is found at iteration 15, where the relative misfit is 2.59%
and the correlation coefficient is larger than 0.99.

The input dipole mesh resolution nd is tested (Figure 10a). We find an oscillatory dependence of the relative
misfit for nd < 15, which becomes nearly constant for larger nd values. As for the ideal case, in the following
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Figure 9. (a) Trade-off curve between 𝜎B and 𝜎M for all iterations.
(b) −Δ𝜎B∕Δ𝜎M as a function of the iteration number, with exponential
fit of its filtered curve (black line). The black circle in Figure 9a shows
𝜎Bj

and 𝜎Mj
for the chosen iteration using Figure 9b, see section 3.2 for

details. The synthetic data is composed of two similar sidereal days by
MESSENGER at two different epochs (an interval of 1 terrestrial year).
The dipole mesh is located at 640 km depth with nd = 19.

we choose nd = 19. Several dipole mesh
depths Rd are also considered. The misfit
is larger for shallower dipole meshes (Rd

between 0 and 150 km), while for deeper
meshes the relative 𝜎B oscillates between
2 and 4% (Figure 10b). Contrary to the
ideal case, we note that for deeper dipole
meshes, relative misfit values remain low.
The altitude range where the field can
be downward and upward continued is
evaluated. Retaining the relative differ-
ence between the SH field and that of
the TD-ESD model to a maximum of 8%
as acceptable, leads to an altitude range
between 10 km and 970 km (Figure 10c),
which is narrower than for the ideal case.
The minimum relative misfit is reached
at an altitude of 600 km, corresponding
to the average altitude of the synthetic
data. Note that as opposed to the ideal
case, in the realistic case, 𝜎B is not sym-
metric about its minimum and a better
fit is obtained for lower than for higher
altitudes. Finally, we add to the measure-
ments some noise. As for the ideal case,
an almost linear dependency is found
between 𝜎B and the amplitude of the
white noise error added to the synthetic
data (Figure 10d). Without any noise, the
misfit is around 4.81 nT (equivalent to a
relative misfit of 2.59%), which we con-

sider as the lowest error bound of our method in the realistic case. In addition, we computed the influence of
white noise on the altitude for which the field can be correctly described (see grey lines in Figure 10c). Adding
52 nT of noise to the synthetic data leads to an altitude range of 20–780 km, a decrease of roughly 200 km in
the altitude range compared to the synthetic data with no noise. These results show that the altitude range
where the field can be reliably downward and upward continued is not strongly sensitive to the noise.

Figure 11 compares maps of the radial component of the SV for the normal, fast, and superfast TD-ESD models,
with the SH model from which synthetic data were generated all at the same altitude. We obtain some
pattern agreement above the northern hemisphere only using the fast and the superfast models. Correlation
coefficients are 0.54 and 0.77, respectively. Comparing Figures 11b and 11c with Figure 11d, we find some
morphological agreement, e.g., positive SV structures at midlatitudes of longitudes 0–135∘W and an intense
negative structure at high latitudes around longitude 180∘. Also note that the SV recovered with TD-ESD has
an increasing zonal component with decreasing SV magnitude (from superfast to normal models). Overall
however, the recovery of the SV pattern by the fast and superfast models is not satisfactory. The situation
is even worse for the normal SV model (Figure 11a) where the correlation value is very low, only 0.07 above
the northern hemisphere. Furthermore, the SV misfits of 1490%, 150%, and 80% for the normal, fast, and
superfast models, respectively, are all too large. Above the southern hemisphere (not shown), the correla-
tion coefficients are much lower, as expected. In summary, the TD-ESD is not able to properly recover the
synthetic SV pattern and magnitude. We note, however, that both SV pattern and magnitude recovery
improve with increasing SV magnitude in the data used. Therefore, since a larger SV magnitude is not expected
for Mercury [Philpott et al., 2014], a longer measurement time interval is needed in order to properly recover
the Hermean SV.

These tests demonstrate that the TD-ESD can be used in the case of partial data coverage to successfully
recover the morphology and intensity of the magnetic field of core origin. It is more difficult to correctly
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Figure 10. Relative magnetic field misfit as a function of (a) dipole mesh parameter nd , (b) dipole mesh depth, and (c)
modeled magnetic field altitude with (grey lines) and without (dark line) noise. Different levels of white noise are added:
17 nT (solid grey line), 35 nT (dashed grey line), and 52 nT (dotted grey line). (d) The absolute misfit versus the input
white noise amplitude. The dipole mesh is 640 km deep and the dipole mesh parameter is set to nd = 19 unless
specified. Input data are predicted along MESSENGER orbits up to 1000 km altitude.

recover the secular variation, especially when it is slow. From these tests, we used in the following nd = 19 and

Rd = 640 km to produce maps of the Hermean magnetic field based on MESSENGER measurements, without

solving for SV terms.

Figure 11. Radial SV recovered by TD-ESD from (a) normal, (b) fast, and (c) superfast models. (d) SH synthetic radial SV
for the normal model (the fast and superfast models are scaled by 10 and 20, respectively). Figures show maps at
200 km altitude of the northern hemisphere using a stereographic projection. The dipole mesh is located at a depth
Rd = 640 km with a dipole parameter nd = 19.
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Figure 12. Orbit of MESSENGER spacecraft inside the magnetosphere for 17 April 2011. (a) External field Proxy, (b)
spacecraft altitude from Mercury’s surface in kilometers, (c) x,y,z MESSENGER orbit positions in MSO coordinates, and (d)
intensity of the observed magnetic field in nT; all as a function of time. The proxy intensity value of 1 nT is used as the
first criterion on data selection for the inversion (see horizontal line in Figure 12a). The altitude of 1000 km is used as a
second criterion (see horizontal line in Figure 12b). Vertical dashed lines delimit the interval during which
measurements are selected for this orbit.

5. Application to MESSENGER Measurements

We now consider the magnetic field of Mercury as measured by MESSENGER during the first four Hermean
sidereal days. We define an external field proxy which is sensitive to the frequency content of the mag-
netic field measurements. It is used to select measurements less perturbed by the external component
along MESSENGER orbit. First, a low-pass cosine time domain filter with 1 s width is applied to remove the
high-frequency signal. We then use a 10 s moving average in order to smooth the filtered signal. The proxy
contains the high-frequency signal that is obtained by subtracting the low-pass smoothed filtered signal
from the measurements (Figure 12). High-frequency variations are usually present outside the magneto-
sphere and when crossing the magnetopause. We assume that proxy intensities lower than 1 nT correspond to
MESSENGER being inside the magnetosphere or regions with low external activity. When the proxy values are
larger than 1 nT, measurements are rejected. We show in Figure 12 the proxy for the magnetospheric transit
on 17 April 2011. Proxy values larger than 1 nT are found on the dayside with positive X values in Mercury
Solar Orbital (MSO) coordinate system. On the nightside the proxy remains lower than 1 nT. In addition, only
measurements obtained below 1000 km altitude are kept. The magnetic field measurements acquired dur-
ing the interval delimited by the vertical dashed lines are those selected for this orbit. We emphasize that the
proxy is used only to identify the part of the data less perturbed of the external field, and the selected data
are not filtered. As seen in Figure 12d, the field intensity shows a clear internal dipolar signature, with the field
becoming more intense at lower altitudes and close to the pole.

Data are selected during 59 consecutive days (corresponding to 1 sidereal day of the planet) to get a com-
plete azimuthal coverage in the Mercury Body Fixed (MBF) coordinate system. During this period, MESSENGER
completed 117 orbits. The angular distance between two consecutive orbits at the equator is about 3∘.

The ESD method is applied to the first four individual sidereal days. We do not solve for any temporal evolu-
tion, i.e., we assign the same epoch to all measurements of a given sidereal day. We do not remove a priori
external magnetic field contributions. Maps of the chosen model of the Hermean magnetic field intensity
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Figure 13. ESD-modeled magnetic field maps above the northern hemisphere of Mercury at 200 km altitude in MBF
coordinates for the mean epochs of the first four MESSENGER sidereal days. The magnetic field unit is nT. Dashed lines
in the second sidereal day indicate the measurement gap. Grid lines (grey) are drawn every 45∘ for longitude and every
30∘ for latitude. The maps are shown in stereographic projection. The 0∘ MBF longitude is toward bottom.

|B| and its spherical components, Br, B𝜃, and B𝜙, are plotted for these four sidereal days at 200 km altitude in
Figure 13. Only the northern hemisphere is shown because MESSENGER’s eccentric orbit precludes reliable
modeling of the internal field in the southern hemisphere (see Figure 8). The maximum absolute radial field Br

is located at the north pole region, and the magnetic equator (Br = 0) is seen at low latitudes of the northern
hemisphere. The B𝜃 component is negative everywhere. The B𝜙 component is much weaker than the other
two components.

We observe, for all three components, small-scale features which seem to move around the rotation axis from
one sidereal day to another; this is particularly clear for B𝜃 and B𝜙. Because of the 3:2 spin-orbit resonance, the
planet completes one solar day in three sidereal days (176 Earth days). During this time, every MBF longitude
experiences all local time conditions. We thus interpret the rotating features as likely of external origin, related
to the Sun varying position in the MBF frame. This hypothesis is supported by the comparison between the
first and fourth sidereal days (with identical Sun positions) where the small-scale features exhibit similar spatial
distributions.
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Figure 14. Magnetic field residual maps above the northern hemisphere of Mercury at 200 km altitude in MBF
coordinates for the mean epochs of the first four MESSENGER sidereal days. Grid lines (grey) are drawn every 45∘ for
longitude and every 30∘ for latitude. The maps are shown in stereographic projection. The 0∘ MBF longitude is toward
bottom.

The corresponding residuals (unmodeled fields at spacecraft location) are shown in Figure 14 for the descend-
ing track. Strong positive Br residuals are found north of 60∘N, in the same region as the cusps identified by
Johnson et al. [2012]. There are also orbit-to-orbit differences in the residuals related to the fact that during
the 12 h interval between two successive tracks, the magnetospheric activity related to particles from solar
wind and reconnection processes may drastically change [Johnson et al., 2012]. During the second sidereal
day, there is a measurement gap of about 20 orbits, during which the MAG instrument did not acquire data.
This may explain the increased deviation of the maximum absolute radial field from the geographical pole
(Figure 13). As with the field components, the residuals also display some repeating features after one com-
plete solar day (or three consecutive sidereal days), which can again be associated with periodic external
sources. Indeed, we observe very similar signatures for the first and fourth sidereal days, e.g., in the B𝜙 map
the positive residuals at 45∘E and at low latitudes between 135∘E and 270∘E. Similar rotating features can be
observed for the other components as well (Figures 13 and 14). This means that when using only one sidereal
day some external field contributions contaminate our model, whereas some other parts are not modeled
and contribute to the observed misfit.
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Table 1. Number of Observations Retained for Inversion, RMS of the Observed Field, Iteration Chosen, Relative Misfit,
and Correlation Coefficients Between the Observed Field and the Modela

Observed Field RMS (nT) 𝜎B (nT) Corr. Coeff.

Sidereal Day No. of Obs. B Br B𝜃 B𝜙 Iteration B Br B𝜃 B𝜙 B Br B𝜃 B𝜙

1 86,134 275.3 238.9 133.4 28.7 23 31.8 16.4 18.0 20.5 0.98 0.99 0.96 0.71

2 68,971 291.2 252.1 141.3 35.7 7 57.6 46.4 27.5 20.2 0.94 0.95 0.94 0.83

3 89,947 281.2 242.0 139.6 32.2 14 42.2 27.9 24.2 20.4 0.96 0.98 0.93 0.78

4 88,649 292.5 258.7 132.7 31.8 14 41.0 22.4 24.7 23.8 0.97 0.99 0.92 0.65

One solar day 245,052 282.0 243.8 138.1 32.1 14 50.4 23.5 31.1 32.0 0.94 0.99 0.87 0.05
aThe observed field RMS, the inversion misfit, and the correlation coefficient are given for the magnetic field vector

and its spherical components Br , B𝜃 , and B𝜙. Values for one-solar-day model are also shown.

Table 1 shows statistics of the field models. The relative B𝜙 misfit is much larger than those of the other com-
ponents because its magnitude is the lowest. The correlation coefficients are well above the level of statistical
significance. The B𝜙 correlation coefficient is lower than those of the other components. Because the model
is characterized by a field which is dominantly axisymmetric, the measured B𝜙 component is obviously less
modeled using our approach, confirming that this measured component is likely dominated by the external
field.

Misfit values also change from one sidereal day to another, but they tend to remain consistent with smallest
values for the magnetic field intensity and the radial component, intermediate values for the latitudinal com-
ponent, and highest values for the longitudinal component. We note that when the RMS of the observed field
increases from one sidereal day to another, the corresponding residuals also increase. We also compare values
for the first and fourth sidereal days, corresponding to similar Sun-Mercury orientations. The larger relative
misfit values observed during the fourth sidereal day may be related to the larger RMS measured field and are
probably related to stronger external field during that sidereal day (for instance, due to a possible increase of
the solar activity).

We also apply the ESD method to the set of all measurements of the first three consecutive sidereal days dur-
ing a total period of one solar day, again using the mean epoch as the common time. There are two main
advantages over considering an individual sidereal day. First, there are (roughly) 3 times the number of obser-
vations, which may improve the signal-to-noise ratio provided that the signal we seek to model is coherent.
Second, all local times are sampled during a solar day, meaning that the external field is measured 3 times at
a given location under three different Sun-Mercury orientations, while the internal field remains practically
constant. For this computation we do not attempt to recover the SV of the magnetic field, based on results in
section 4. Moreover, external and internal fields vary differently with altitude and very small length scales at
spacecraft altitudes are probably of external origin. It is therefore expected that the high-frequency external
field contributions are significantly reduced in the one-solar-day model.

We use the technique described in section 3.2 to obtain the model. In general, the model changes very little
with the iteration number (see supporting information). Residual statistics of the one-solar-day field model are
also given in Table 1. The radial component is modeled with a misfit value of 23.5 nT (relative misfit of 9.6%) and
a correlation coefficient exceeding 0.99. The misfit values for the one-solar-day B𝜃 and B𝜙 are larger than those
for the individual sidereal days. This is interpreted as the one-solar-day field model being less contaminated
by external field contributions than models based on individual sidereal days. The observed B𝜙 component is
obviously poorly explained by the dominantly axisymmetric model, since 𝜎B𝜙

is the same order of magnitude
as the observed RMS B𝜙 (see Table 1), indicating that this component is mainly of external origin.

We show in Figure 15 maps of the modeled magnetic field intensity and vector components for the first solar
day of MESSENGER. The modeled field is much more axisymmetric than in the individual sidereal days. This
axisymmetry can be quantified by the ratio of nonzonal to total modeled magnetic field, which is equal to 4.1%
and 4.9% for the Br and B𝜃 components, respectively. These ratios were obtained by considering the modeled
magnetic field from the North Pole down to the truncation latitude 7∘N over all longitudes. The much smaller
values of B𝜙 compared to the other components are also consistent with a dominantly axisymmetric inter-
nal field. The maximum value of the (negative) radial component is found at a latitude exceeding 89∘N.
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Figure 15. Stereographic projection maps of the magnetic field intensity |B| and its spherical components Br , B𝜃 , and
B𝜙, for the first solar day of MESSENGER measurements. Maps represent the northern hemisphere of Mercury at 200 km
altitude, in MBF coordinates. Grid lines (grey) are drawn every 45∘ for longitude and every 30∘ for latitude. The 0∘ MBF
longitude is toward bottom.

The magnetic equator Br = 0 is found in the northern hemisphere, and its position is between 6∘N and
20∘N. These results are qualitatively consistent with an axial and northward offset internal dipole pointing
southward [Anderson et al., 2012; Johnson et al., 2012]. We discuss this point in the following section.

The axisymmetric dominance of the one-solar-day field model motivates examining the zonal radial field pro-
file (Figure 16). The associated standard deviation (i.e., the RMS of the nonzonal field at each latitude) is also
shown. Based on this profile, the mean magnetic equator Br = 0 position is around 10∘N latitude. This estimate
has lower and upper bounds at 7.7∘ and 12.6∘N latitude, respectively.

6. Discussion
6.1. MESSENGER One-Solar-Day Model
We now compare our field models with previously published models. We obtain misfits to the measurements
of the vector B of ∼40 nT for the individual sidereal days and 50.4 nT for the one solar day. These are larger
than 10.7 nT obtained by Alexeev et al. [2010] and 20 nT by Johnson et al. [2012], but these models explicitly
accounted for external field sources, which we do not do in the current approach. In the individual sidereal day
inversions, some external fields may leak into our models. This effect is greatly reduced in the one-solar-day
inversion, as evident from the larger misfit spatially correlated with the Sun position in the MBF frame and the
null correlation coefficient between the observed and modeled B𝜙 component.

While the sidereal day models are dominated by zonal fields with some nonzonal contributions, the latter
almost vanish when considering the one-solar-day model. We interpret these reduced nonzonal fields
as being the signature of time-variable external fields. However, any nonaxisymmetric field of internal origin is

Figure 16. Zonal radial magnetic field (black solid line) with 1
standard deviation bounds (dashed lines, representing RMS
nonzonal field), as a function of latitude. Only latitudes higher than
7∘N (see Figure 8b) are shown.

expected to remain after the time-averaging
of one solar day. We, therefore, conclude
that the internal field of Mercury is strongly
axisymmetric.

A purely zonal field in general, and near-zero
dipole tilt in particular, are in contradiction
to Cowling’s antidynamo theorem [Cowling,
1934]. For example, the purely axisymmet-
ric field model of Saturn [Connerney et al.,
1982; Cao et al., 2011] is enigmatic. Exotic
mechanisms were proposed to explain it,
most notably a conducting nonconvecting
envelope surrounding the dynamo region of
Saturn [Stevenson, 1980, 1982; Schubert et al.,
2004]. The Hermean internal field axysim-
metry is therefore challenging for dynamo
modeling.
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Figure 17. Cylindrical magnetic equator B𝜌 = 0 axial displacement Z𝜌0
as a function of the distance to the planet rotation axis 𝜌, in MSO
frame. Values were obtained from the one-solar-day model for different
altitudes and longitudes (black lines). The black dots correspond to the
average Z𝜌0

value for the corresponding altitude. Average (Z𝜌0
, 𝜌MSO)

pair for the low-altitude equator crossings of Anderson et al. [2012] is
also plotted (grey dot). The grey region indicates where magnetic
equator crossings were detected, and the grey dashed line is based on
the estimate from the SH model of Anderson et al. [2012].

6.2. Magnetic Equator
Anderson et al. [2012] studied the position
Z𝜌0

of the magnetic equator in cylindrical
coordinates (B𝜌 = 0). They identified the
magnetic equator crossings directly from
measurements and found an average
axial displacement of Z𝜌0

= 479 ± 6 km
northward using the low-altitude cross-
ings. The average magnetic equator posi-
tion value for the high-altitude crossings
is also around the same value, in agree-
ment with a northward dipole offset.
Figure 17 shows Z𝜌0

of our one-solar-day
model as a function of the distance to
the planet rotation axis 𝜌 (in MSO cylin-
drical coordinates), for different altitudes
and longitudes, in comparison with the
values found by Anderson et al. [2012]. We
consider only altitudes up to 1000 km,
because relatively large misfit values were
obtained for predicted magnetic field
maps above that limit (see section 4.3).

For each altitude, our magnetic equator position varies with longitude. Our Z𝜌0
values partially overlap the

crossings positions (grey region in Figure 17) observed by Anderson et al. [2012]. However, our average Z𝜌0

changes with 𝜌, in contradiction to the offset dipole model, although a constant Z𝜌0
could be consistent with

the range of variability. Our average Z𝜌0
is larger than that of Anderson et al. [2012]. In the context of an offset

dipole model, this larger Z𝜌0
would correspond to a larger g0

2∕g0
1 ratio, which poses a challenge for numerical

dynamos [Cao et al., 2014; Wicht and Heyner, 2014].

6.3. Can Temporal Variations Be Modeled?
Using the TD-ESD method we demonstrate that a purely internal magnetic field can be correctly described
in a limited region of the planet’s neighborhood, with low misfits (below 5 nT) and close to unity correlation
coefficients, even when only a partial data set is available (i.e., corresponding to the case of MESSENGER). This
low misfit may be seen as the modeling limit of our method.

The case is different for the SV field. Using a global and regular data distribution and assuming SV characteristic
timescales [Hulot and Le Mouël, 1994] identical to the Earth’s (normal SV), we were unable to correctly model
the SV when using synthetic measurements separated by 1 year. With this ideal data coverage, the fast and
superfast SV models can nonetheless be correctly reproduced, with a correlation coefficient exceeding 0.99
and relative misfits below 8.1%. For a partial data coverage, even the superfast SV model cannot be adequately
recovered: although the correlation coefficients are statistically significant, the patterns are not sufficiently
similar and the misfit values are too large.

The characteristic SV timescale is inversely proportional to the magnetic Reynolds number Rm [Christensen
and Tilgner, 2004; Lhuillier et al., 2011; Christensen et al., 2012], so assuming Earth-like characteristic timescales
on Mercury is equivalent to assuming an Earth-like magnetic Reynolds number for Mercury. Our normal SV
model corresponds to the same characteristic timescales for the Earth and Mercury, i.e., the same Rm. Even if
the SV was 20 times higher (superfast SV model), i.e., a characteristic timescale 20 times lower and an Rm 20
times higher, we would not have resolved the SV magnitude correctly. We therefore conclude that the time
required for our TD-ESD method to detect Mercury’s SV is larger than 20R⊕

m∕RM
m years, where R⊕

m and RM
m are

the magnetic Reynolds numbers of the Earth and Mercury, respectively. This seemingly negative result was
obtained by modeling the SV with two similar sidereal days separated by one Earth year. In the future, we
hope that modeling the SV with shorter sampling times and covering longer time periods may yield a more
encouraging lower bound on the required time to detect the Hermean SV with a MESSENGER-like orbit.
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7. Conclusion

In this study we introduce the Time-Dependent Equivalent Source Dipole method to model a dynamic
magnetic field with partially distributed measurements. This method was validated using synthetic internal
magnetic field measurements, both located on regular grids at different altitudes and only along MESSENGER
orbits above the northern hemisphere. We designed and validated a scheme to select a unique and opti-
mal iteration as a solution. We evaluated the performance of the method in recovering an internal field as a
function of several input parameters, including the dipole mesh horizontal resolution and depth. We found
that a horizontal resolution of 9.6∘ (nd = 19) offers a satisfying compromise between the fit to the measure-
ments and the computational cost. We chose a dipole mesh depth of 640 km, within the range proposed by
Verhoeven et al. [2009]. We demonstrated that our results are weakly sensitive to the choice of dipole mesh
depth (Figure 10b), and shallower depths [Hauck et al., 2013; Rivoldini and Van Hoolst, 2013] may also be
considered.

Next we determined the altitude range where the modeled magnetic field can be reliably upward or down-
ward continued. This altitude range is −300 to 1460 km when using noise-free measurements ideally located
on regular grids, and it is restricted to 10 to 970 km when using measurements along MESSENGER trajecto-
ries. For synthetic measurements with 52 nT of noise, the altitude range is 20 to 780 km, where the low bound
is slightly higher than that of the noise-free measurements. More importantly, this partial data coverage does
not degrade the quality of the model above the northern hemisphere. The minimum latitude at which the
field can be reliably modeled by our TD-ESD method is 7∘N. Our tests also showed that it is impossible to
adequately recover the SV within two individual sidereal days separated by 1 year.

We then applied the ESD modeling scheme to the MESSENGER measurements during the first four consecu-
tive sidereal days after the MAG instrument turned on (from 23 March 2011 to 13 November 2011). In order to
reduce external magnetic field contributions, only measurements inside the magnetosphere were selected,
using a proxy we defined. During these relatively short time intervals, we did not attempt to model the SV. Five
models were computed and compared, one for each sidereal day plus one additional model for the first solar
day of Mercury. For each of the first four sidereal day models, a dominantly axisymmetric field is observed.
Small-scale features move around the rotation axis of the planet from one sidereal day to another, which we
interpret as features of external origin related to the position of the Sun with respect to the planet. In the
one-solar-day model (Figure 15) most of the nonaxisymmetric and small-scale features vanish, supporting
their external origin. This latter field model has a more axisymmetric signature than in individual sidereal days,
with a very small nonzonal to total magnetic field ratio. This is in agreement with previous studies [Anderson
et al., 2012; Johnson et al., 2012]. We emphasize that using an inversion scheme which allows for nonaxisym-
metric and small-scale features to be modeled, we recover a large-scale and dominantly zonal one-solar-day
magnetic field model. This feature continues to provide a challenge for dynamo modeling [Wicht and Heyner,
2014].

The ESD method gives encouraging results for planetary magnetic field modeling. One advantage is the pos-
sibility to model the magnetic field of Mercury locally using a partial data set such as the one provided by
MESSENGER and without any a priori regularization as previously used in SH models of Mercury [Uno et al.,
2009]. In the future, ESD will be applied to a larger set of MESSENGER measurements. This will lead to more
accurate estimates for the field. Lower altitude measurements from the final phase of the MESSENGER mission
may give new information about smaller length scales of the magnetic field that are not detectable at higher
altitudes. Selecting orbits during quiet Sun activity conditions may reduce the external effects [Anderson et al.,
2013], but it would reduce significantly the number of observations and might also decrease the spatial and
temporal coverage of the modeled magnetic field. Another possibility to overcome the external field con-
tamination is to use an alternative parameterization or to extend the TD-ESD method by jointly modeling
the internal and external sources. Our study helps to bring out all the difficulties met in using planetary-scale
modeling methods when the data set is not globally distributed. It may guide in finding new approaches to
constrain smaller scales of Mercury’s magnetic field.

We argue that a strongly axisymmetric core field should be used as a constraint for modeling the Hermean
dynamo. Our current view on the magnetic field of Mercury, based on limited spatial coverage, could change
when more global measurements are available. The future BepiColombo mission of ESA/JAXA to Mercury
[Benkhoff et al., 2010] will map its magnetic field globally. For this future mission, global modeling methods
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will likely be more suitable than partial coverage methods. However, the ESD method will still be appropriate
to combine MESSENGER and BepiColombo measurements, in particular, in order to detect and estimate the
time changes of the Hermean magnetic field between these missions.
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