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Abstract. The Internet of Things (IoT) represents the global network which in-
terconnects digital and physical entities. It aims at providing objects with intel-
ligence that allows them to perceive, decide and cooperate with other objects,
machines, systems and even humans to enable a whole new class of applications
and services. Agent-Based Computing paradigm has been exploited to deal with
the IoT system development. Many research works focus on making objects able
to think by themselves thus imitating human brain. Swarm Intelligence studies
the collective behavior of systems composed of many individuals who interact
locally with each other and with their environment using decentralized and self-
organized control to achieve complex tasks. Swarm intelligence-based systems
provide decentralized, self-organized and robust systems with consideration of
coordination frameworks. We explore in this paper the exploitation of swarm
intelligence-based features in IoT-based systems. Therefore, we present a refer-
ence swarm-based architectural model that enables cooperation among devices in
IoT systems.

1 Introduction

The Internet of Things (IoT) is a highly dynamic and distributed networked system,
composed of several cyberphisycal objects producing and consuming information [1].
The IoT enables objects to communicate and to cooperate with each other [2], sens-
ing and analyzing the environment and subsequently performing reasoned actions to
achieve their objectives, being therefore defined Smart Objects (SO) [3]. However, such
SO-oriented IoT raises many issues involving SO programming, IoT system architecture/
middleware and methods/methodologies for the development of SO-based applica-
tions [4]. Agent-Based Computing (ABC) paradigm has been used to deal with such
issues [5]. A first use of agents is to exploit smart agents to mitigate the lack of rea-
soning and intelligence in things in the IoT systems [6]. The basic idea is to embed



reasoning and intelligence capabilities in each thing or to imitate Swarm Intelligence
(SI)-based systems by modeling the system as a collection of simple interacting indi-
viduals.

SI envelops a wide variety of algorithms seeking self organization in biological sys-
tems inspired by the collective behavior of social insects. It considers simple individuals
with limited computational and perception capabilities, indirect and efficient communi-
cation tools. In recent years, there has been increased research interest into swarm-based
approaches and they have been found to be effective in dealing with several NP-hard
problems [7].

The existing IoT architectures do not consider some of the important features in
complex systems such as: self-organized and self-adaptive control, the modeling of
components as heavyweight agents produce expensive costs and complex implemen-
tation, coordination mechanisms used are complex. SOs do not allow cooperation in
complex IoT systems. Moreover, the existing SI-based architecture are domain oriented
(health, smart cities etc) and there exists a lack on a reference SI-based architecture in
literature. To this purpose, a reference model is required to support seamlessly the use
of SI features and the integration of SI-based algorithms within IoT systems.

To address the needs above, this paper introduces a new reference swarm-based
model for IoT-based systems. We propose to use: (1) Multi-Agents Systems (MAS)
technology (stationary and mobile, heavyweight and lightweight agents) to mitigate the
lack of reasoning and intelligence in things and to exploit the benefits of edge comput-
ing by processing data in local, (2) Cloud Computing environment (CC) for its benefit
in storage and computational resources, (3) stigmergic communication through shared
workplace (agents) to provide cooperation between SOs without the need to know each
other, to overcome the limited memory in things, to lower costs and reduce bandwidth
requirements, (4) self-adaptive and self-organized behaviors in different layers in order
to meet the fast changes in IoT data flow and device integration. This architecture aims
to hide heterogeneity between devices and to cope with complexity and real-time issues.
Since this work is a preliminary contribution, adaptive and decentralized algorithms
could be included in the MASs of each layer for developing large-scale cyberphysical
applications.

This paper is organized as follows. In section 2 related works on SI-based algo-
rithms and agent-based IoT architecture are briefly introduced. In section 3, details of a
SI-based IoT architecture are discussed, in which stigmergic interaction among MASs
in different layers is emphasized. Concerns and challenges of IoT are discussed in sec-
tion 4 followed by a conclusion in Section 5.

2 Related Work

We divide this Section into three Sections. In Section 2.1 we briefly introduce the SI
paradigm. In Section 2.2, we give an overview about SI-based algorithms and their use
in IoT-based systems. In Section 2.3, we present the most relevant agent-based IoT
architectures and framework.



2.1 SI Paradigm

SI is an artificial intelligence technique based around the study of collective behavior
in decentralized, self-organized systems [8]. It is defined as any attempt to design al-
gorithms or distributed problem-solving devices inspired by the collective behavior of
some social living beings, such as ants, termites, birds, and fishes [9]. The main features
of SI-based algorithms that make them appealing for the development of IoT applica-
tions include scalability, robustness, parallel action, flexibility [10].

2.2 SI-based Algorithms

Several algorithms inspired by the collective behavior of social insects or flocking birds
have been proposed in the literature and applied successfully to many real world ap-
plications such as the benchmark mathematical problems, optimization tasks, routing
network, image processing, data mining, scheduling tasks, and collective robotics.

The Ant Colony (AC) algorithm is another example of SI which is inspired by
the classical ant system. The pheromone deposit and pheromone evaporation are used
in [11] to calculate the trust value in the process of selecting trustable objects [12] to
solve the path routing problem of the urban traffic in an IoT system [13].

The Ant Colony Optimization (ACO) is a population-based meta-heuristic [14] that
can be used to find approximate solutions to difficult optimization problems. In [15],
MAS architecture and ACO algorithm are used to solve routing problems. Authors
in [16] use the classical ACO with some adjustments to pheromone trail to deal with
disruption.

Particle Swarm optimization (PSO) is a population-based stochastic optimization
technique for the solution of continuous optimization problems. Its mechanism is in-
spired by the coordinate movement of fish schools and bird flocks [17]. PSO is used
in [18] to provide a fast recovery mechanism from path failure due to energy depletion
or physical damage with an alternative path. It chooses a path with the optimal fitness
from the optimal sensor nodes. In [19], The inertia weight method of PSO is applied
in the encoding scheme to evaluate the total revenue to find good solutions where a
particle is represented by the raw material inventory level in manufacturer.

Artificial Bee Colony algorithm is an optimization algorithm inspired by the in-
telligent foraging behavior of honey bee swarm [20]. In [21], Artificial Bee Colony
algorithm is used to achieve the optimal solution services in an acceptable time and
high accuracy where authors propose a service model and use Artificial Bee Colony
algorithm to accomplish its instantiation. In [22], authors consider service optimization
problem. They propose a set of service domain-oriented Artificial Bee Colony algo-
rithms based on the optimization mechanism of Artificial Bee Colony and the influence
of the service domain features.

Honey Bee Mating Optimization (HBMO) is considered as a typical swarm-based
approach to optimization, in which the search algorithm is inspired by the process of
marriage in real honey-bee [23]. In [24], it is used in routing problem in cognitive radio
sensor networks.



2.3 Agent-based IoT Architectures and Framework

Fortino et al. [25] propose a multi-layered agent-based architecture which allows for
developing proactive, context-aware smart objects, atop heterogeneous computing and
sensor/actuator platforms and coordinate them through a well-defined Jade-based mid-
dleware. In [26], authors propose a cloud-assisted and agent-oriented IoT architecture
that will be realized through ACOSO [27] and agent-oriented middleware for cooperat-
ing smart objects, and body cloud, a sensor-cloud infrastructure for large scale sensor-
based systems. A scalable architecture capable of dealing with all the kinds of sensor
in a smart city regardless of the technology used is proposed in [28]. Authors consider
lightweight and heavyweight agents for the integration of heterogeneous sensors and
for information fusion respectively. Authors in [29] present iSapiens, which is an IoT-
based platform for the development of general cyberŰphysical systems suitable for the
design and implementation of smart city services and applications. The iSapiens plat-
form implements the edge computing paradigm through both the exploitation of the
agent metaphor and a distributed network of computing nodes directly scattered in the
urban environment.

Godfrey et al. [30] propose a mobile agent framework to achieve communication
between heterogeneous devices, search for resources and provide services to devices
in the network. The mobile agent is either runs on a dedicated node or computer con-
nected to the network, or embedded in the device itself. Each mobile agent migrate from
a node to another using a pheromone-based mechanism [31]. Authors in [32] present
Rainbow, an architecture that permits an easy development of smart city applications. It
combines MAS and fog computing, so as to allow the creation of distributed and swarm
intelligence applications which can interact directly and in real time with the physical
world. In [33], a three layered architecture based on multi-agent technology framework
to achieve a self-organization and self-adaptation for the future intelligent shop-floor
is proposed. It aims at quick organization of production, discovering and dealing au-
tonomously with abnormalities. Authors in [34] propose a three layers framework for
IoT (FIoT) based on MAS and machine learning techniques. They use three types of
agents: god, adaptive and observer. God agent is used to detect new thing, and to asso-
ciate to each detected thing an adaptive agent. Adaptive agent is embodied with a thing
(the things forms the body, while the agent forms the controller), it makes decisions
based on Finite State Machine (FSM) or Artificial Neural Networks (ANN) technolo-
gies. Observer agent examines the environment to determine if the system meets its
global goals, otherwise it defines new behaviors to adaptive agents. Two different ap-
plications are used: quantified things and smart traffic control. Authors in [35] propose
ANT, a guiding system for tourists based on the foraging mechanism of ants. ANT en-
ables unique features for tourist navigation by using an artificial stigmergy algorithm. It
allows tourists to: (1) the serendipitous discovery while providing the information to the
rest of participants, and (2) make route decisions using the data provided by the server.
It is based on MAS and uses three software agents: Final user ANT’s agent, Objects
ANT’s Agent and ANT server.



3 Proposed Reference Architecture for SI-based IoT

The proposed architecture is based on Multi-Agent Systems (MAS) and swarm intel-
ligence. One basic feature is to introduce self-organized and self-adaptive behaviors in
each layer through stigmergic communication. We present in Section 3.1 the building
blocks of the proposed architecture. We describe in Section 3.2 the three layers of the
architecture. In Section 3.3 we discuss the common features and novelties regarding the
existing architectures.

3.1 Architectural Building Blocks

We use two types of agents (lightweight and heavyweight) and Smart Objects (SOs).
Figure 1 shows the class diagram representing the main components of the proposed
model and the relations between them.

Smart Object (SO) is modeled as lightweight agent which can perceive its environ-
ment, act on it, and share information with other SOs. They do not know each
other, but they cooperate and communicate indirectly through sharing messages in
the shared memory in Local Multi-Agent System (LMAS). SOs have inherent hard-
ware and software constraints, e.g., low processing and transmission power, mem-
ory, and battery life. Hence, to have a seamless operation in the IoT, the commu-
nication process must support the exchange of information between heterogeneous
devices and across heterogeneous networks. Each SO need to subscribe with a sub-
ject (a set of key words that trigger some of its behaviors) to the closest LMAS.
A SO can; (1) perceive or collect data from its environment, (2) act on its envi-
ronment, (3) pass on collected data to shared memory in LMASs, (4) update data
stored in the shared memory, (5) retrieve stored data in shared memory.

Local Multi-Agent System (LMAS) it is a MAS composed of three agents: A shared
memory agent, an Observer agent, and an Adaptive agent. The shared memory
agent is a storage memory used to store data sent by different devices. It can be
updated by devices or adaptive agents. Data streams provided by SOs can be in-
terpreted as task progress, state indicators or triggers to other SOs. The Observer
is a lightweight agent which uses a simple FSM to achieve its tasks. It is respon-
sible of observing the changes in the shared memory agent, whenever there is a
new message, it notifies the particular SO if they are directly connected to it, else
it adapts its behavior to a mobile agent, it migrates to the appropriate LMAS with
the corresponding data. The Adaptive agent is a heavyweight agent, responsible
of transforming the received information to meet sensors requirements, in order to
provide the architecture with openness regarding the connection to sensor networks
of different nature and to be uniform in the upper layers.

Adaptive Multi-Agent System (AMAS) it is a MAS composed of homogeneous adap-
tive agents. They are responsible of the processing, filtering and extraction of mean-
ing information from a data flow. They deliver the resulting data to specific gate-
ways. Adaptive agents in MAFs do not need to communicate, but rather they share
a common memory agent to retrieve data provided by LMASs from the lower-layer.
Adaptive agents need to be augmented with learning capabilities, logical reasoning,



SI-based algorithms or use domain ontology to self-adapt and produce intelligent
behaviors. MAF produce self-organize and self-adaptive behaviors. In a MAF, self-
organizing behaviors can be produced by shared memory agent which controls the
flow of data, each time it changes the organization of MSMA to meet the require-
ments. Also self-adaptive behaviors are produced by AMAS, which requests new
learning, ontology, algorithms whenever a new unknown data is retrieved.

Local Agent Framework (LAF) is a set of LMASs connected through an internet
connection. It is located in the local environment besides the devices.

Middleware Agent Framework (MAF) is a set of AMASs which share a common
memory agent. It is located in the middleware layer and deployed in the CC.

LMAS

Shared MemorySmart Object Observer agent

Adaptive AgentEnvironment

Notify/ subscribe

Retrieve/ Submit

Middleware Shared Memory

Adaptive agent

Create

Gateway

Send Data

Local Environment

Middleware Environment

Observe/ Act

Submit/ Retrieve

LAF

Observe

Migrate

Submit Data

AMAS

Retrieve Data

MAF

Fig. 1: Class diagram of the proposed SI-based Model

3.2 Architectural Layers

The architecture is divided into three layers as shown in Figure 2: physical layer, mid-
dleware layer and application layer. We describe these layers below:

– Physical layer: consists in everyday objects and devices (represented by a SO) con-
nected to LAF agents through diverse communication technologies (RFID, WI-FI,
ZigBee...). LAF agents are connected among them via a local network. SO sense



changes in the environment and transmit a raw of data to LAF agents in order to
share them with other SOs to allow a cooperation between them. Recorded data is
processed in local via adaptive agents in order to transmit it to other SOs and to
upper layers. Using agent technology provides this layer with: (1) an open envi-
ronment that allows the dynamic addition of new sensor systems and technologies,
thus allowing a simple device-to-device communication, (2) a tight conjoining of
the top-level intelligent models and the bottom-level physical resources, (3) a local
process of data (edge computing), thus reducing costs and bandwidth.

– Middleware layer: this layer gathers data from LAF agents in the lower layer.
It consists in a set of MAF agents which use a shared memory to retrieve data
submitted by LAF agents. A strategy to create dynamically other MAFs is used
to self-organizing to data changes. MAF agents benefit from SI-based algorithms,
machine learning, logical reasoning and ontology to transform the collected data
into the expected intelligence. This layer is also responsible of the right forwarding
of data to its particular gateways to meet their authorized application entities.

– Application layer: includes a variety of potential applications and services enabled
by the SI-based IoT systems. Low-level MASs encapsulate data in the form of web
services sensitive to context.

Fig. 2: General design for the SI-based IoT system



3.3 Discussion

As pointed out earlier, the focus of this research is towards evolving swarm intelli-
gence control mechanisms in IoT systems. Hence, the focus is towards developing self-
organized and self-adaptive behaviors to control the IoT system. Some of the challeng-
ing points addressed in this work and common to existing architectures include:

– Scalability: modeling IoT systems as a swarm provide scalability of the system
because the control mechanisms do not depend on the number of devices within
the system.

– Service times and bandwidth management: the distributed strategy edge comput-
ing allows data processing locally in smart devices rather than being sent to the
cloud. It provides action in real time and working within the limits of available
bandwidth [32] [36].

– Heterogeneity: in order to solve the problem of heterogeneity among the commu-
nicating devices, regardless of the technology used, we use heavyweight agents to
release the corresponding transformations [28].

– Intelligence: SI-based algorithms can be used in data processing, such as ACO [14],
PSO [17], BFO [37], ABC [20], FFA [38], HBMO [23].

– Big data: CC computational and storage resources will enable storage, access,and
processing of the huge amount of data produced by IoT systems [28].

– Devices communication: the proposed architecture allows device-to-device com-
munication through indirect communication between SOs which enables efficient
use of network resources [39].

– Coordination: MAS technology provides best solutions to coordinate numerous de-
vices [31] [32].

The proposed architecture considers some features which are not considered in the
existing SI-based and non-SI-based ones:

– Coordination: we use stigmergic communication through shared memory to allow
cooperation between different components of the IoT system (SOs and agents). The
implemented coordination mechanism allows devices and agents to communicate
and cooperate without the need of mutual knowledge.

– Self-adaptive behaviors: agents in LMASs are stationary, but can change to be mo-
bile and migrate to other LMASs to transmit data to SOs from other LMASs. Also,
the shared memory can manage the number of agents in each AMAS in order to
adapt to the dynamic changing of data flow.

4 Key Challenges and Concerns

The well known challenges and issues common to most of the research literature on
IoT include: standardization, scalability and flexibility, power and energy efficiency,
identification, authentication, security and privacy, integration, big data, network com-
munications, inter-operability. Issues related to SI-based IoT systems may include:



– The adaptation and integration of SI-based algorithms in IoT-based environment to
deal with the continue increasing in collected data, to extract meaning data in order
to reduce the amount of stored and transmitted data, processing and filtering the
huge and heterogeneous data coming from various sensors.

– Network structure of the proposed MAS should allow self-organization of the con-
nected devices [40].

– The co-existence and interaction between physical space and the virtual (data)
space in an IoT environment require the development of new technologies to al-
low data to be processed and manipulated between the real and digital spaces [41].

– The stigmergic communication provides self-organized solutions with lower costs,
but its implementation needs somehow the integration of message passing mecha-
nisms. In order to lower costs, resolve congestion and connectivity problems, coor-
dination mechanisms need to avoid the message passing.

– Since IoT connects everyday objects to the Internet, online social networks with
personal things information may incur social concerns as well [41].

– In order to meet the IoT system requirements specifically in costs and network
efficiency, self-organizing behaviors to manage the number of agents in different
layers need to be explored.

– Coordination issues have been widely considered in swarm robotics field and can
constitute inspiration to SI-based IoT systems [42].

5 Conclusion

The IoT is attracting more and more attentions currently. It involves high-dimensional
problems and a large amount of data. SI-based algorithms have proven to be the best
algorithms applied to complex, dynamic and large scale systems such those of IoT.

We presented in this paper a reference SI-based model for IoT systems. The model
is divided into three layers (physical, middleware and application). We used MAS tech-
nology, SI paradigm and edge computing. We modeled the IoT system as a swarm of
simple SOs with limited computational and storage capabilities which use stigmegic
communication to produce cooperative and complex behavior at the system level. SOs
collect and transmit data and act in their environment when necessary. They can coop-
erate with each other through sharing collected information in a shared memory located
in LMASs. Agents are responsible of notifying SOs, transmitting data to other LMASs,
adapting and processing data coming from different devices. They use self-organized
and self-adaptive behaviors to meet the IoT system requirements.

SI-based algorithms have been considered in numerous research works and they are
very promising to integrate intelligence into IoT systems. Modeling IoT systems as a
swarm of simple devices with stigmergic communication can provide cheaper and more
efficient development solutions. As future work, we intend to implement the proposed
reference model and to investigate its application to different IoT systems.
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