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# INVERTING RAY-KNIGHT IDENTITY ON THE LINE 

TITUS LUPU, CHRISTOPHE SABOT, AND PIERRE TARRÈS


#### Abstract

Using a divergent Bass-Burdzy flow we construct a self-repelling one-dimensional diffusion. We show that this self-repelling diffusion inverts the second Ray-Knight identity on the line.


## 1. Introduction and presentation of results

Ray-Knight identity on $\mathbb{R}$. We will construct a continuous self-repelling one-dimensional diffusion, involved in the inversion of the Ray-Knight identity on $\mathbb{R}$. We start by recalling the latter.

Given $a \geqslant 0,\left(\phi^{(a)}(x)\right)_{x \in \mathbb{R}}$ will denote a massless Gaussian free field on $\mathbb{R}$ with condition $a$ in 0 , that is to say $\left(\phi^{(a)}(x) / \sqrt{2}\right)_{x \geqslant 0}$ and $\left(\phi^{(a)}(-x) / \sqrt{2}\right)_{x \geqslant 0}$ are two independent standard Brownian motions starting from $a / \sqrt{2}$.

Theorem 1.1 (Ray-Knight Ray63, Kni63, EKM ${ }^{+} 00$, RY99, MR06, Szn12]). Let $a>0$. Let $\left(\beta_{t}\right)_{t \geqslant 0}$ be a standard Brownian motion started from 0 and $\ell_{t}^{\beta}(x)$ its local time process. Let $\tau_{a^{2} / 2}^{\beta}$ be the stopping time

$$
\tau_{a^{2} / 2}^{\beta}=\inf \left\{t \geqslant 0 \mid \ell_{t}^{\beta}(0)>a^{2} / 2\right\}
$$

Let $\left(\phi^{(0)}(x)\right)_{x \in \mathbb{R}}$ be a massless Gaussian free field on $\mathbb{R}$ with condition 0 in 0 , independent from the Brownian motion $\beta$. Then the field

$$
\left(\phi^{(0)}(x)^{2} / 2+\ell_{\tau_{a^{2} / 2}^{\beta}}^{\beta}(x)\right)_{x \in \mathbb{R}}
$$

has same law as the field $\left(\phi^{(a)}(x)^{2} / 2\right)_{x \in \mathbb{R}}$.
The original formulation of Ray Ray63 and Knight Kni63 is different. It states that $\left(\ell_{\tau_{a^{2} / 2}}^{\beta}(x)\right)_{x \geqslant 0}$ is a squared Bessel process of dimension 0 , started from $a^{2} / 2$ at $x=0$ (see also [RY99], Section XI.2). $\left(\phi^{(0)}(x)^{2} / 2\right)_{x \geqslant 0}$ is by definition a squared Bessel process of dimension 1, and by additivity property of squared Bessel processes, $\left(\phi^{(0)}(x)^{2} / 2+\ell_{\tau_{a^{2} / 2}^{\beta}}^{\beta}(x)\right)_{x \geqslant 0}$ is a squared Bessel process of dimension $1=1+0$, started from $a^{2} / 2=0+a^{2} / 2$, the same as $\left(\phi^{(a)}(x)^{2} / 2\right)_{x \geqslant 0}$. In Theorem 1.1 we use a reformulation of Ray-Knights identity that generalizes to a much wider setting, such as any discrete electrical network, continuum setting in dimension 2 and 3 after a Wick renormalization of the square of the GFF [EKM ${ }^{+} 00$, MR06, Szn12]. It also makes the connection to Brydges-Fröhlich-Spencer-Dynkin's isomorphism REF BFS82, Dyn84a, Dyn84c, Dyn84b and Symanzik's identities in Euclidean Quantum Field Theory Sym65, Sym66, Sym69.

Inversion of Ray-Knight. We are interested in the conditional law of $\beta_{\tau_{a^{2} / 2}-t}$ given $\phi^{(a)}$.
The Ray-Knight identity of Theorem 1.1 generalizes to discrete electrical networks and symmetric Markov jump processes on them [EKM ${ }^{+} 00$, MR06, Szn12]. This is known as second generalized Ray-Knight identity. The inversion in discrete setting was done in [ST16, LST17].

[^0]This inversion makes appear a nearest neighbor self-repelling jumps processes on the network. More precisely, the jump rate at time $t$ from a vertex $x_{1}$ to a neighbor $x_{2}$ is given by

$$
\begin{equation*}
C\left(x_{1}, x_{2}\right) \frac{\left(\Phi\left(x_{2}\right)^{2}-2 L_{t}\left(x_{2}\right)\right)^{\frac{1}{2}}}{\left(\Phi\left(x_{1}\right)^{2}-2 L_{t}\left(x_{1}\right)\right)^{\frac{1}{2}}} \tag{1.1}
\end{equation*}
$$

where $C\left(x_{1}, x_{2}\right)$ is a fixed conductance, $L_{t}\left(x_{j}\right)$ is the time spend in $x_{j}$ by the jump process before time $t$, and $\Phi$ is a field on the vertices, considered as an initial condition. In the inversion of Ray-Knight $\Phi$ is random, distributed as a discrete Gaussian free field. In Section 3 we detail this in the setting of a discrete subset of $\mathbb{R}$.
If one takes a one-dimensional fine mesh lattice and renormalizes the jump rates (1.1), then on a purely formal level, without dealing with the convergence or the meaning of the terms involved, one gets the following equation for a continuous self-repelling diffusion:

$$
\begin{equation*}
d \check{X}_{t}=d W_{t}+\left." \frac{1}{2} \partial_{x} \log \left(\check{\lambda}_{t}(x)\right)\right|_{x=\check{X}_{t}} d t ", \quad \check{\lambda}_{t}(x)=\check{\lambda}_{0}(x)-2 \check{थ}_{t}(x) . \tag{1.2}
\end{equation*}
$$

There $\check{X}_{t}$ is a continuous stochastic process on an interval $I, \check{\lambda}_{0}$ a continuous function from $I$ to $(0,+\infty), W_{t}$ is a standard Brownian motion and $\check{\ell}_{t}(x)$ is the local time process of $\check{X}_{t}$. We will call $\check{\lambda}_{t}$ occupation profile at time $t$. Our process $\breve{X}_{t}$ is defined up to a finite time

$$
\check{T}=\sup \left\{t \geqslant 0 \mid \check{\lambda}_{t}\left(\check{X}_{t}\right)>0\right\} .
$$

We will also assume that

$$
\begin{equation*}
\int_{\inf I} \check{\lambda}_{0}(x)^{-1} d x=+\infty, \quad \int^{\sup I} \check{\lambda}_{0}(x)^{-1} d x=+\infty \tag{1.3}
\end{equation*}
$$

and say that $\check{\lambda}_{0}$ is admissible. This is a condition for not reaching the boundary of $I$ in finite time. $\breve{X}_{t}$ is a self-repelling process that tends to avoid places it has visited a lot, yet we will see that a.s. it will eventually exhaust the occupation profile at some location in finite time $\check{T}$. As we will further see, this self-repelling process appears in the inversion of the Ray-Knight identity in continuous one-dimensional setting.

The equation (1.2) is not a classical SDE. It is not immediately clear how to make sense of the drift term $\left.\frac{1}{2} \partial_{x} \log \left(\check{\lambda}_{t}(x)\right)\right|_{x=\check{X}_{t}} d t$, as $x \mapsto \check{\ell}_{t}(x)$ will not be differentiable for $t>0$, and moreover there will not be a change of scale under which it will be differentiable for all $t>0$. So the problem is not only to solve (1.2) by an approximation scheme, the problem is already to give an appropriate meaning to being a solution to (1.2). The equation (1.2) is also somewhat misleading, as we believe that a solution $\check{X}_{t}$ would not be a semi-martingale, admitting an adapted decomposition into a Brownian motion plus a drift term with zero quadratic variation, but with an infinite total variation. See HW00, LST19 for a discussion on this point.

However, it turns out that the equation (1.2) is in some sense exactly solvable, and in this paper we will give the explicit solution which involves a divergent bifurcating stochastic flow of diffeomorphisms of $\mathbb{R}$ introduced by Bass and Burdzy in BB99. Our construction here is similar to that of LST19, where we introduced a reinforced diffusion constructed out of a different, convergent, Bass-Burdzy flow.

Heuristic reduction to a Bass-Burdzy flow. Next we explain the heuristic derivation of an explicit solution to (1.2). A similar heuristic appears in the introduction to [LST19].

Assume that for $t_{0}>0, \bar{X}_{t}^{\left(t_{0}\right)}$ is a continuous process coinciding with $\breve{X}_{t}$ on $\left[0, t_{0}\right]$, and after time $t_{0}$ continues as a Markovian diffusion with infinitesimal generator

$$
\frac{1}{2} \frac{d^{2}}{d x^{2}}+\frac{1}{2} \partial_{x} \check{\lambda}_{t_{0}} \frac{d}{d x}
$$

In other words, there is no additional self-repulsion after time $t_{0}$. Then after time $t_{0}, \bar{X}_{t}^{\left(t_{0}\right)}$ is a scale and time changed Brownian motion. Given $\bar{S}_{t_{0}}$ a primitive of $\check{\lambda}_{t_{0}}^{-1},\left(\bar{S}_{t_{0}}\left(\bar{X}_{t}^{\left(t_{0}\right)}\right)\right)_{t \geqslant t_{0}}$ is a
local martingale. By further performing the time change

$$
d u=\check{\lambda}_{t_{0}}\left(\bar{X}_{t}^{\left(t_{0}\right)}\right)^{-2} d t
$$

we get a standard Brownian motion.
Then it is reasonable to assume that near time $t_{0}, \check{X}_{t}$ is close to $\bar{X}_{t}^{\left(t_{0}\right)}$. The idea is to let the change of scale depend on time. Assume there is a flow of changes of scales $\breve{S}_{t}: I \rightarrow \mathbb{R}$, such that $\check{S}_{t}$ is a primitive of $\check{\lambda}_{t}^{-1}$, and such that $\check{S}_{t}\left(\check{X}_{t}\right)$ is a local martingale. Assume that by further performing a change of time

$$
d u=\check{\lambda}_{t}\left(\check{X}_{t}\right)^{-2} d t,
$$

$\check{S}_{u}\left(\check{X}_{u}\right)_{u \geqslant 0}$ is a standard Brownian motion $\left(B_{u}\right)_{u \geqslant 0}$. Let $x_{1}<x_{2} \in I$. Then

$$
\begin{align*}
\frac{d}{d u}\left(\check{S}_{u}\left(x_{2}\right)-\check{S}_{u}\left(x_{1}\right)\right) & =\frac{d t}{d u} \frac{d}{d t} \int_{x_{1}}^{x_{2}} \check{\lambda}_{t}(x)^{-1} d x \\
& =\check{\lambda}_{t}\left(\check{X}_{t}\right)^{2} \frac{d}{d t} \int_{0}^{t} \mathbf{1}_{x_{1}<\check{X}_{s}<x_{2}} 2 \check{\lambda}_{s}\left(\check{X}_{s}\right)^{-2} d s \\
& =2 \check{\lambda}_{t}\left(\check{X}_{t}\right)^{2} \check{\lambda}_{t}\left(\check{X}_{t}\right)^{-2} \mathbf{1}_{x_{1}<\check{X}_{t}<x_{2}}  \tag{1.4}\\
& =2 \mathbf{1}_{x_{1}<\check{X}_{t}<x_{2}} \\
& =2 \mathbf{1}_{\check{S}_{u}\left(x_{1}\right)<B_{u}<\check{S}_{u}\left(x_{2}\right)} .
\end{align*}
$$

By considering moreover that infinitesimally after time $t$, the process spends the same proportion of time left and right from its position at time $t$, we get

$$
\forall x \in I, \frac{d \check{S}_{u}(x)}{d u}=\mathbf{1}_{\check{S}_{u}(x)>B_{u}}-\mathbf{1}_{\check{S}_{u}(x)<B_{u}} .
$$

This is an equation studied by Bass and Burdzy in BB99. In the sequel we will construct $\check{X}_{t}$ out of the flow of solutions to the above equation.

Note that if in the equation (1.2), one replaced the $\frac{1}{2}$ in front of $\left.\frac{1}{2} \partial_{x} \log \left(\check{\lambda}_{t}(x)\right)\right|_{x=\check{X}_{t}} d t$ by a different positive constant, one would not get an as simple explicit solution. Indeed, the cancellation of powers of $\check{\lambda}_{t}\left(\check{X}_{t}\right)$ as in (1.4) would not occur.

Construction of a self-repelling diffusion out of a divergent Bass-Burdzy flow. The divergent Bass-Burdzy flow is given by the differential equation

$$
\frac{d Y_{u}}{d u}= \begin{cases}1 & \text { if } Y_{u}>B_{u},  \tag{1.5}\\ -1 & \text { if } Y_{u}<B_{u},\end{cases}
$$

where $B_{u}$ is a standard Brownian motion started from 0 . The behavior at times when $Y_{u}=B_{u}$ is not specified. It is shown n BB99 that given an initial condition, there is a.s. a unique solution defined for all positive times that is Lipschitz continuous. Moreover, these Lipschitz continuous solutions form a flow of increasing $\mathcal{C}^{1}$ diffeomorphisms of $\mathbb{R},\left(\breve{\Psi}_{u}\right)_{u \geqslant 0}$. For the properties of this flow, we refer to BB99, HW00, Att10].

Define

$$
\check{\xi}_{u}=\left(\check{\Psi}_{u}\right)^{-1}\left(B_{u}\right) .
$$

$\left(\breve{\Psi}_{u}\right)_{u \geqslant 0}$ satisfies a bifurcation property BB99: there is a finite random value $y_{\text {bif }} \in \mathbb{R}$, such that for $y>y_{\text {bif }}, \breve{\Psi}_{u}(y)>B_{u}$ for $u$ large enough, and $\lim _{+\infty} \breve{\Psi}_{u}(y)=+\infty$, for $y<y_{\text {bif }}, \breve{\Psi}_{u}(y)<B_{u}$ for $u$ large enough and $\lim _{+\infty} \check{\Psi}_{u}(y)=-\infty$, and $\left\{u \geqslant 0 \mid \check{\Psi}_{u}\left(y_{\text {bif }}\right)=B_{u}\right\}$ is unbounded. Moreover,

$$
y_{\text {bif }}=\lim _{u \rightarrow+\infty} \check{\xi}_{u} .
$$

The process $\left(\check{\xi}_{u}\right)_{u \geqslant 0}$ admits BB99, HW00] a family of local times $\check{\Lambda}_{u}(y)$ continuous in $(y, u)$, such that for any $f$ bounded Borel measurable function on $\mathbb{R}$ and $u \geqslant 0$,

$$
\int_{0}^{u} f\left(\check{\xi}_{v}\right) d v=\int_{\mathbb{R}} f(y) \check{\Lambda}_{u}(y) d y .
$$

Moreover, these local times are related to the spatial derivative of the flow as follows:

$$
\frac{\partial}{\partial y} \breve{\Psi}_{u}(y)=1+2 \check{\Lambda}_{u}(y)
$$

For all $u \geqslant 0, \check{\Lambda}_{u}(y), \frac{\partial}{\partial y} \check{\Psi}_{u}(y)$ and $\frac{\partial}{\partial y}\left(\check{\Psi}_{u}\right)^{-1}(y)$ are locally $1 / 2-\varepsilon$ Hölder continuous in $y$.
Next we give the construction of $\check{X}_{t}$ out of the flow $\left(\check{\Psi}_{u}\right)_{u \geqslant 0}$.
Definition 1.2. Let $x_{0} \in I$. Let be the change of scale

$$
\check{S}_{0}(x)=\int_{x_{0}}^{x} \check{\lambda}_{0}(r)^{-1} d r, \quad x \in I,
$$

and $\check{S}_{0}^{-1}$ the inverse change of scale. Consider the change of time $t(u)$ from $u$ to $t$ (and $u(t)$ the inverse time change) given by

$$
\begin{equation*}
d t=\check{\lambda}_{0}\left(\check{S}_{0}^{-1}\left(\check{\xi}_{u}\right)\right)^{2}\left(1+2 \check{\Lambda}_{u}\left(\check{\xi}_{u}\right)\right)^{-2} d u \tag{1.6}
\end{equation*}
$$

Let

$$
\check{T}=\int_{0}^{+\infty} \check{\lambda}_{0}\left(\check{S}_{0}^{-1}\left(\check{\xi}_{u}\right)\right)^{2}\left(1+2 \check{\Lambda}_{u}\left(\check{\xi}_{u}\right)\right)^{-2} d u
$$

Set $\check{X}_{t}=\breve{S}_{0}^{-1}\left(\check{\xi}_{u(t)}\right)$, for $t \in[0, \check{T})$.
We will call $\left(B_{u}\right)_{u \geqslant 0}$ the driving Brownian motion of $\check{X}_{t}$.
Note that

$$
\begin{aligned}
& \check{T}=\int_{0}^{+\infty} \check{\lambda}_{0}\left(\check{S}_{0}^{-1}\left(\check{\xi}_{u}\right)\right)^{2}\left(1+2 \check{\Lambda}_{u}\left(\check{\xi}_{u}\right)\right)^{-2} d u=\int_{\mathbb{R}} \int_{0}^{+\infty} \check{\lambda}_{0}\left(\check{S}_{0}^{-1}(y)\right)^{2}\left(1+2 \check{\Lambda}_{u}(y)\right)^{-2} d_{u} \check{\Lambda}_{u}(y) d y \\
&=\frac{1}{2} \int_{\mathbb{R}} \check{\lambda}_{0}\left(\check{S}_{0}^{-1}(y)\right)^{2}\left(1-\left(1+2 \check{\Lambda}_{+\infty}(y)\right)^{-1}\right) d y \\
&\left.\leqslant \frac{1}{2}\left(\sup _{u \geqslant 0} \check{\xi}_{u}-\inf _{u \geqslant 0} \check{\xi}_{u}\right) \check{S \check{S}}_{0}^{-1}\left(\inf _{u \geqslant 0} \sup _{u}\right), \check{S}_{0}^{-1}\left(\sup _{u \geqslant 0} \check{\xi}_{u}\right)\right] \\
& \check{\lambda}_{0}^{2} .
\end{aligned}
$$

Since $\check{\xi}_{u}$ converges at $+\infty$ and thus has a bounded range, $\check{T}<+\infty$ a.s. The process $\check{X}_{t}$ has local times

$$
\check{\ell}_{t}(x)=\check{\lambda}_{0}(x)\left(1-\left(1+2 \check{\Lambda}_{u(t)}\left(\check{S}_{0}(x)\right)\right)^{-1}\right) .
$$

Indeed, for $f$ a measurable bounded function on $I$,

$$
\begin{aligned}
\int_{0}^{t_{1}} f\left(\check{X}_{t}\right) d t & =\int_{0}^{t_{1}} f\left(\check{S}_{0}^{-1}\left(\check{\xi}_{u(t)}\right)\right) d t=\int_{0}^{u\left(t_{1}\right)} f\left(\check{S}_{0}^{-1}\left(\check{\xi}_{u}\right)\right) \check{\lambda}_{0}\left(\check{S}_{0}^{-1}\left(\check{\xi}_{u}\right)\right)^{2}\left(1+2 \check{\Lambda}_{u}\left(\check{\xi}_{u}\right)\right)^{-2} d u \\
& =\int_{\mathbb{R}} \int_{0}^{u\left(t_{1}\right)} f\left(\check{S}_{0}^{-1}(y)\right) \check{\lambda}_{0}\left(\check{S}_{0}^{-1}(y)\right)^{2}\left(1+2 \check{\Lambda}_{u}(y)\right)^{-2} d_{u} \check{\Lambda}_{u}(y) d y \\
& =\frac{1}{2} \int_{R} f\left(\check{S}_{0}^{-1}(y)\right) \check{\lambda}_{0}\left(\check{S}_{0}^{-1}(y)\right)^{2}\left(1-\left(1+2 \check{\Lambda}_{u\left(t_{1}\right)}(y)\right)^{-1}\right) d y \\
& =\frac{1}{2} \int_{I} f(x) \check{\lambda}_{0}(x)\left(1-\left(1+2 \check{\Lambda}_{u\left(t_{1}\right)}\left(\check{S}_{0}(x)\right)\right)^{-1}\right) d x .
\end{aligned}
$$

Set

$$
\check{\lambda}_{t}(x)=\check{\lambda}_{0}-2 \check{\ell}_{t}(x)=\check{\lambda}_{0}(x)\left(1+2 \check{\Lambda}_{u(t)}\left(\check{S}_{0}(x)\right)\right)^{-1} .
$$

A posteriori, the change of time (1.6) is

$$
d t=\check{\lambda}_{t}\left(\check{X}_{t}\right)^{2} d u
$$

We see that for all $t \in[0, \check{T})$ and $x \in I, \check{\lambda}_{t}(x)>0$. Note that $\check{X}_{\breve{T}}=\left(\check{S}_{0}\right)^{-1}\left(y_{\text {bif }}\right)$. Moreover,

$$
\lim _{t \rightarrow \tilde{T}} \check{\lambda}_{t}\left(\check{X}_{t}\right)=\lim _{u \rightarrow+\infty} \check{\lambda}_{0}\left(y_{\text {bif }}\right)\left(1+2 \check{\Lambda}_{u}\left(y_{\text {bif }}\right)\right)^{-1}=0
$$

as $\lim _{u \rightarrow+\infty} \check{\Lambda}_{u}\left(y_{\text {bif }}\right)=+\infty$ (see Section 4 in HW00).

Statement of the results. Now, let us see why $\left(\check{X}_{t}, \check{\lambda}_{t}\right)$ can be interpreted as solution to the equation (1.2), with initial condition ( $x_{0}, \check{\lambda}_{0}$ ). We will give an explanation in terms of discrete approximations. Let $\mathbb{J}^{(n)}=2^{-n} \mathbb{Z} \cap I$. Let $\breve{X}_{t}^{(n)}$ be a continuous time discrete space self-interacting nearest neighbor jump process on $\mathbb{J}^{(n)}$, defined by the jumps rates from $x$ to $x+\sigma 2^{-n}, \sigma \in\{-1,1\}$, at time $t$, equal to

$$
\begin{equation*}
2^{2 n-1} \frac{\check{\lambda}_{t}^{(n)}\left(x+\sigma 2^{-n}\right)^{\frac{1}{2}}}{\check{\lambda}_{t}^{(n)}(x)^{\frac{1}{2}}}, \tag{1.7}
\end{equation*}
$$

where

$$
\check{\lambda}_{t}^{(n)}(x)=\check{\lambda}_{0}(x)-2 \check{\ell}_{t}^{(n)}(x), \quad \check{\ell}_{t}^{(n)}(x)=2^{n} \int_{0}^{t} \mathbf{1}_{\check{X}_{s}^{(n)}=x} d s .
$$

Let
$\check{T}_{\varepsilon}^{(n)}=\sup \left\{t \geqslant 0 \mid \check{\lambda}_{t}^{(n)}\left(\check{X}_{t}^{(n)}\right)>\varepsilon\right\}, \varepsilon>0, t_{\min \mathbb{J}(n), \max \mathbb{J}^{(n)}}^{(n)}=\inf \left\{t \geqslant 0 \mid \check{X}_{t}^{(n)} \in\left\{\min \mathbb{J}^{(n)}, \max \mathbb{J}^{(n)}\right\}\right\}$.
If there were no self-interaction, that is to say in (1.7) $\check{\lambda}_{t}^{(n)}$ were replaced by $\check{\lambda}_{0}$, the process would converge in law as $n \rightarrow+\infty$ to a solution of the SDE

$$
d X_{t}=d W_{t}+\left.\frac{1}{2} \partial_{x} \log \left(\check{\lambda}_{0}(x)\right)\right|_{x=X_{t}} d t
$$

In our case with self-interaction, we have the following:
Theorem 1.3. With the notations above, for all $\varepsilon>0$ the family of process
converges in law as $n \rightarrow+\infty$ to

$$
\left(\check{T}_{\varepsilon}, \check{X}_{t \wedge \check{T}_{\varepsilon}}, \check{\lambda}_{t \wedge \check{T}_{\varepsilon}}(x)\right)_{x \in I, t \geqslant 0},
$$

where $\check{X}_{t}$ is given by Definition 1.2 and

$$
\check{T}_{\varepsilon}=\sup \left\{t \geqslant 0 \mid \check{\lambda}_{t}\left(\check{X}_{t}\right)>\varepsilon\right\},
$$

provided that $\check{X}_{0}^{(n)}$ converges to $\check{X}_{0}$. In particular,

$$
t_{\min \mathbb{J}(n), \max \mathbb{J}(n)}^{(n)}>\check{T}_{\varepsilon}^{(n)}
$$

with probability converging to 1 . The convergence in law is for the topology of uniform convergence on compact subsets of $I \times[0,+\infty)$. The spatial processes on $\mathbb{J}^{(n)}$ are considered to be linearly interpolated outside $\mathbb{J}^{(n)}$.

Next we state how our self-repelling diffusion is related to the inversion of the Ray-Knight identity of Theorem 1.1.
Theorem 1.4. Let $a>0$ and $\left(\phi^{(a)}(x)\right)_{x \in \mathbb{R}}$ be a massless Gaussian free field on $\mathbb{R}$ with condition $a$ in 0 . Let $I\left(\phi^{(a)}\right)$ be the connected component of 0 in $\left\{x \in \mathbb{R} \mid \phi^{(a)}(x)>0\right\}$. For $x \in I\left(\phi^{(a)}\right)$, set $\check{\lambda}_{0}^{*}(x)=\phi^{(a)}(x)^{2}$. Then a.s. $\check{\lambda}_{0}^{*}$ satisfies the condition (1.3). Let $\left(\check{X}_{t}^{*}, \check{\lambda}_{t}^{*}(x)\right)_{x \in I\left(\phi^{(a)}\right), 0 \leqslant t \leqslant \check{T}^{*}}$ be the process, distributed conditionally on $\left(\phi^{(a)}(x)\right)_{x \in \mathbb{R}}$, as the self repelling diffusion on $I\left(\phi^{(a)}\right)$, started from 0 , with initial occupation profile $\tilde{\lambda}_{0}^{*}$, following Definition 1.2. Let be the triple

$$
\left(\phi^{(0)}(x)^{2}, \beta_{t}, \phi^{(a)}(x)^{2}\right)_{x \in \mathbb{R}, 0 \leqslant t \leqslant \tau_{a^{2} / 2}^{\beta}},
$$

jointly distributed as in Ray-Knight identity (Theorem 1.1). Let be

$$
\check{T}^{\beta, a}=\tau_{a^{2} / 2}^{\beta}-\sup \left\{t \in\left[0, \tau_{a^{2} / 2}^{\beta}\right] \mid \phi^{(0)}\left(\beta_{t}\right)=0 \text { and } \forall s \in[0, t), \beta_{s} \neq \beta_{t}\right\} .
$$

Then the couple

$$
\left(\check{X}_{t}^{*}, \phi^{(a)}(x)^{2}\right)_{x \in \mathbb{R}, 0 \leqslant t \leqslant \check{T}^{*}}
$$

has same distribution as

$$
\left(\beta_{\tau_{a^{2} / 2}^{\beta}-t}, \phi^{(a)}(x)^{2}\right)_{x \in \mathbb{R}, 0 \leqslant t \leqslant \check{T}^{\beta, a}} .
$$

The notation $\left(\check{X}_{t}^{*}, \check{\lambda}_{t}^{*}(x), \check{T}^{*}\right)$ is reserved to the case of the initial occupation profile $\check{\lambda}_{0}^{*}(x)=$ $\phi^{(a)}(x)^{2}$, so as to to avoid confusion with the case of generic $\check{\lambda}_{0}$.

One could also extend the definition of the self-repelling diffusion to metric graphs, where it is again related to the inversion of Ray-Knight identity. The proof would be essentially the same as for an interval. We won't detail it here. A metric graph is obtained by replacing in an undirected graph each edge by a continuous line segment of certain length, corresponding to the resistance of the edge. For background on Markovian (non-selfinteracting) diffusions on metric graphs, see BC84, EK01, Wer16]. The Gaussian free field on metric graphs was introduced in Lup16, in relation with isomorphism theorems.

Other works on self-interacting diffusions in dimension one. Now let us review some other works on self-interacting diffusions in dimension one and their relations to ours. Two other Bass-Burdzy flows appeared in construction of self-interacting diffusions. First, in War05 it was shown that the flow of solutions to

$$
\frac{d Y_{u}}{d u}=\mathbf{1}_{Y_{u}>B_{u}}
$$

was related to the Brownian first passage bridge conditioned by its family of local times and to the Brownian burglar WY98. There the problem is similar to ours, i.e. constructing a Brownian motion with some conditioning on its family of local times, yet it is different and the processes obtained are different. Then, in [ST19] we constructed a linearly reinforced diffusion on $\mathbb{R}$ out of the flow of solutions to

$$
\frac{d Y_{u}}{d u}=-\mathbf{1}_{Y_{u}>B_{u}}+\mathbf{1}_{Y_{u}<B_{u}}
$$

that is to say the signs are opposite to those in (1.5). The reinforced diffusion in [LST19] can be considered as a dual of the self-repelling diffusion in present paper.

Our self-repelling diffusion is different from the Brownian polymer models studied in DR92, CLJ95, CM96, Pem07, TTV12, BCG15, Gau18, as here the interaction of the moving particle with the occupation profile occurs locally, at zero range, and is not an average over positive ranges. In other words, we do not mollify the occupation profile prior to taking its derivative. Also, for that reason, we do not expect our process to be a semi-martingale as the above Brownian polymer models, but only a Dirichlet process in the sense of Föllmer Fö81, admitting an adapted decomposition into a continuous local martingale and zero quadratic variation drift, with the drift term not necessarily of bounded variation (see also HW00 and LST19). Our process is also different from the true self-repelling motion (TSRM) introduced by Tóth and Werner in TW98, as our process, unlike the TSRM, has the Hölder regularity of a Brownian motion and does not exhibit a $2 / 3$ scaling exponent. We do not know if our process is related to the continuum directed random polymer indtroduced by Alberts, Khanin and Quastel in AKQ14.

Organization of the article. We will first prove Theorem [1.4, as well as Theorem 1.3 in the particular case when the initial occupation profile is random, given by the square of the free field. The proof relies on the restriction of continuous processes to discrete subsets and on taking the limit of discrete space processes inverting Ray-Knight in discrete setting. On one hand these discrete space processes are embedded into a standard Brownian motion. So the limit exists a priori and is a Brownian path. On the other hand one can construct out of the discrete space processes discrete analogues of the divergent Bass-Burdzy flow converging to the latter. Further, the proof of Theorem 1.3 for general occupation profile will follow out of a path transformation as in Proposition 2.1 (1).

The reason why we do not proceed directly to the proof of Theorem 1.3 for general occupation profile is that we need tightness and need the ratio

$$
\frac{\check{\lambda}_{t \wedge \check{T}_{\varepsilon}^{(n)}}^{(n)}\left(x+2^{-n}\right)}{\check{\lambda}_{t \wedge \breve{T}_{\varepsilon}^{(n)}}^{(n)}(x)}
$$

to converge to 1 as $n \rightarrow+\infty$, uniformly in $(x, t)$ on compact subsets. For $\check{\lambda}_{0}^{*}=\left(\phi^{(a)}\right)^{2}$ this is achieved by embedding the discrete space self-repelling processes into a Brownian motion.

Our article is organized as follows. In Section 2 we will give some properties of our selfrepelling diffusion. In Section 3 we will recall how the self-repelling jump processes of Theorem 1.3 appear in the inversion of the Ray-Knight identity on discrete subsets of $\mathbb{R}$. This is a result obtained in LST17. Using this we will prove in Section 4 the Theorem 1.4 and the particular case of Theorem 1.3 when $\check{\lambda}_{0}(x)=\check{\lambda}_{0}^{*}(x)=\phi^{(a)}(x)^{2}$. In Section 5 we will prove Theorem 1.3 in general.

## 2. Elementary properties of the self-repelling diffusion

First, we give some elementary properties of $\left(\check{X}_{t}, \check{\lambda}_{t}(x)\right)_{x \in I, 0 \leqslant t \leqslant \check{T}}$. They are straighforward and come without proofs. For proofs of analogous statements, see Proposition 2.4 in [LST19].

Proposition 2.1. (1) Let I and $I^{\bullet}$ be two open subintervals of $\mathbb{R}$. Let be $\check{\lambda}_{0}$ and $\check{\lambda}_{0}^{\bullet}$ two admissible initial occupation profiles on $I$, respectively $I^{\bullet}$, and $\left(\check{X}_{t}, \check{\lambda}_{t}(x)\right)_{x \in I, 0 \leqslant t \leqslant \widetilde{T}},\left(\check{X}_{t}^{\bullet}, \check{\lambda}_{t}^{\bullet}(x)\right)_{x \in I \bullet, 0 \leqslant t \leqslant T}$ • the corresponding self-repelling diffusions, starting from $x_{0} \in I$, respectively $x_{0}^{\bullet} \in I^{\bullet}$. One can go from one to the other by a deterministic path transformation. More precisely, let

$$
\check{S}_{0}(x)=\int_{x_{0}}^{x} \check{\lambda}_{0}(r)^{-1} d r, x \in I, \quad \check{S}_{0}^{\bullet}(x)=\int_{x_{0}^{0}}^{x} \check{\lambda}_{0}^{\bullet}(r)^{-1} d r, x \in I^{\bullet} .
$$

Let $t \mapsto \theta^{\bullet}(t)$ be the change of time

$$
d \theta^{\bullet}(t)=\check{\lambda}_{0}^{\bullet}\left(\left(\check{S}_{0}^{\bullet}\right)^{-1} \circ \check{S}_{0}\left(\check{X}_{t}\right)\right)^{2} \check{\lambda}_{0}\left(\check{X}_{t}\right)^{-2} d t .
$$

Then then process $\left(\left(\check{S}_{0}^{\bullet}\right)^{-1} \circ \check{S}_{0}\left(\check{X}_{\left(\theta^{\bullet}\right)^{-1}(t)}\right), \check{\lambda}_{(\theta \bullet)^{-1}(t)}\left(\check{S}_{0}^{-1} \circ \check{S}_{0}^{\bullet}(x)\right)\right)_{x \in I \cdot 0 \leqslant t \leqslant \theta \cdot(\breve{T})}$ has same law as $\left(\check{X}_{t}^{\bullet}, \check{\lambda}_{t}^{\bullet}(x)\right)_{x \in I^{\bullet}, 0 \leqslant t \leqslant \check{T}_{\bullet}}$.
(2)(Strong Markov property) For any $T$ stopping time for the natural filtration of $\left(\check{X}_{t \wedge}\right)_{t \geqslant 0}$, such that $T<\check{T}$ a.s., the process $\left(\check{X}_{T+t}, \check{\lambda}_{T+t}(x)\right)_{x \in I, 0 \leqslant t \leqslant \check{T}-T}$, conditional on the past before $T$, is a self-repelling diffusion with inital occupation profile $\check{\lambda}_{T}$.
(3) Let $a<b \in I$ such that $a<x_{0}<b$. Let $t_{a, b}$ be the first time that $\check{X}_{t}$ hits a or $b$. We consider the stopping time $t_{a, b} \wedge \check{T}$. Given a Brownian motion $\left(B_{u}\right)_{u \geqslant 0}$. Let $U^{\uparrow} \check{S}_{0}(b) \in(0,+\infty]$ the first time $B_{u}-u$ hits $\check{S}_{0}(b)$, whenever this happens. Let $U^{\downarrow \breve{S}_{0}(a)} \in(0,+\infty]$ the first time $B_{u}+u$ hits $\check{S}_{0}(a)$, whenever this happens. Then

$$
\begin{gathered}
\mathbb{P}\left(t_{a, b}<\check{T}, \check{X}_{t_{a, b}}=b\right)=\mathbb{P}\left(U^{\uparrow \check{S}_{0}(b)}<U^{\downarrow \check{S}_{0}(a)}\right), \quad \mathbb{P}\left(t_{a, b}<\check{T}, \check{X}_{t_{a, b}}=a\right)=\mathbb{P}\left(U^{\downarrow \check{S}_{0}(a)}<U^{\uparrow \check{S}_{0}(b)}\right), \\
\mathbb{P}\left(t_{a, b}>\check{T}\right)=\mathbb{P}\left(U^{\uparrow \check{S}_{0}(b)}=U^{\downarrow \check{S}_{0}(a)}=+\infty\right) .
\end{gathered}
$$

In particular,

$$
\mathbb{P}\left(t_{a, b}<\check{T}, \check{X}_{t_{a, b}}=b\right) \geqslant \mathbb{P}\left(t_{a, b}<\check{T}, \check{X}_{t_{a, b}}=a\right)
$$

if and only if

$$
\int_{x_{0}}^{b} \check{\lambda}_{0}(r)^{-1} d r=\check{S}_{0}(b) \leqslant\left|\check{S}_{0}(a)\right|=\int_{a}^{x_{0}} \check{\lambda}_{0}(r)^{-1} .
$$

Next we state that our self-repelling diffusion depends continuously on the initial occupation profile.

Lemma 2.2. Let $\left(I_{k}\right)_{n \geqslant 0}$ be a sequence of open subintervals of $\mathbb{R}$ such that

$$
\lim _{n \rightarrow+\infty} \inf I_{k}=\inf I \in[-\infty,+\infty), \quad \lim _{n \rightarrow+\infty} \sup I_{k}=\sup I \in(-\infty,+\infty] .
$$

On each $I_{k}$ we consider $\check{\lambda}_{0}^{I_{k}}$ an admissible occupation profile, and we assume that for all $K$ compact subset of $I$,

$$
\sup _{K \cap I_{k}}\left|\check{\lambda}_{0}-\check{\lambda}_{0}^{I_{k}}\right|=0 .
$$

Let $\left(\check{X}_{t}^{I_{k}}, \check{\lambda}_{t}^{I_{k}}(x)\right)_{x \in I_{k}, 0 \leqslant t \leqslant \breve{T}^{I_{k}}}$ be the self-repelling diffusion on $I_{k}$ with initial occupation profile $\check{\lambda}_{0}^{I_{k}}$. We assume that $\lim _{k \rightarrow+\infty} \check{X}_{0}^{I_{k}}=\check{X}_{0} \in I$. Then, as $k \rightarrow+\infty$,

$$
\left(\check{X}_{t \wedge \check{T}^{I_{k}},}^{I_{k}}, \check{\lambda}_{t \wedge \check{T}^{I_{k}}}(x)\right)_{x \in I_{k}, t \geqslant 0}
$$

converges in law to

$$
\left(\check{X}_{t \wedge \check{T}}, \check{\lambda}_{t \wedge \check{T}}(x)\right)_{x \in I, t \geqslant 0},
$$

where the convergence is for the uniform topology in $t \in[0,+\infty)$, and uniform on compact subsets of I for $x$.
Proof. This is an immediate consequence of Definition 1.2 and Proposition 2.1 (1). If moreover all of the processes $\left(\check{X}_{t}^{I_{k}}, \check{\lambda}_{t}^{I_{k}}(x)\right)_{x \in I_{k}, 0 \leqslant t \leqslant \breve{T}^{I_{k}}}$ and $\left(\check{X}_{t \wedge \check{T}}, \check{\lambda}_{t \wedge \check{T}}(x)\right)_{x \in I, t \geqslant 0}$ are constructed of the same driving Brownian motion $\left(B_{u}\right)_{u \geqslant 0}$ (Definition 1.2), then the convergence is a.s.

## 3. Inversion of the Ray-Knight identity on a discrete subset

Consider the triple

$$
\left(\phi^{(0)}(x)^{2}, \beta_{t}, \phi^{(a)}(x)^{2}\right)_{x \in \mathbb{R}, 0 \leqslant t \leqslant \tau_{a^{2} / 2}^{\beta}},
$$

jointly distributed as in Ray-Knight identity (Theorem 1.1). Let $I\left(\phi^{(a)}\right)$ be the connected component of 0 in $\left\{x \in \mathbb{R} \mid \phi^{(a)}(x)>0\right\}$.

Let $\ell_{t}^{\beta}(x)$ be the family of local times of the Brownian motion $\beta_{t}$. Let $\mathbb{J}^{\bullet}$ be a countable discrete subset of $\mathbb{R}$, containing 0 , unbounded in both directions. Consider the change of time

$$
Q^{\mathbb{J}^{\bullet}, \beta}(t)=\sum_{x \in \mathbb{J}^{\bullet}} \ell_{t}^{\beta}(x) .
$$

Define $X_{q}^{\mathbb{J}^{\bullet}}=\beta_{\left(Q^{\boldsymbol{\bullet}}, \beta\right)^{-1}(q)}$, where $\left(Q^{\mathbb{J}^{\boldsymbol{\bullet}}, \beta}\right)^{-1}$ is the right-continuous inverse. It is a nearest neighbor Markov jump process on $\mathbb{J}^{\bullet}$, with jump rate from a vertex $x_{1}$ to a neighbor $x_{2}$ equal to the conductance

$$
\begin{equation*}
C\left(x_{1}, x_{2}\right)=\frac{1}{2\left|x_{2}-x_{1}\right|} . \tag{3.1}
\end{equation*}
$$

Given $x \in \mathbb{J}^{\bullet}, \lambda_{q}^{\mathbb{J}^{\bullet}}(x)$ will denote

$$
\lambda_{q}^{\mathbb{J}^{\bullet}}(x)=\phi^{(0)}(x)^{2}+2 \ell_{\left(Q^{\boldsymbol{\bullet}}, \beta\right)-1}^{\beta}(q)=\lambda_{0}^{\mathbb{J}^{\bullet}}(x)+2 \int_{0}^{q} \mathbf{1}_{X_{r}^{\mathfrak{J}}=x} d r .
$$

Next, for $q \geqslant 0, \mathcal{O}_{q}^{\mathbb{J}^{\bullet}}$ will denote a function from pairs of neighbor vertices in $\mathbb{J}^{\bullet}$ to $\{0,1\}$. Given $x_{1}<x_{2}$ two neighbors in $\mathbb{J}^{\bullet}$, we will say that the edge $\left\{x_{1}, x_{2}\right\}$ is open (at time $q$ ) if $\mathcal{O}_{q}^{\mathbb{J}^{\bullet}}\left(\left\{x_{1}, x_{2}\right\}\right)=1$ and closed if $\mathcal{O}_{q}^{\mathbb{J}^{\bullet}}\left(\left\{x_{1}, x_{2}\right\}\right)=0 . \mathcal{O}_{q}^{\mathbb{J}^{\bullet}}\left(\left\{x_{1}, x_{2}\right\}\right)$ is defined as follows:

$$
\begin{gathered}
\mathcal{O}_{0}^{\mathbb{J}^{\bullet}}\left(\left\{x_{1}, x_{2}\right\}\right)=\mathbf{1}_{\phi^{(0)}(x)^{2} \text { has no zeroes on }\left[x_{1}, x_{2}\right]}, \\
\mathcal{O}_{q}^{J^{\bullet}}\left(\left\{x_{1}, x_{2}\right\}\right)=\mathbf{1}_{\phi^{(0)}(x)^{2}+2 \ell_{\left(Q \mathbb{Q}^{\boldsymbol{J}}, \beta\right)^{-1}(q)}(x) \text { has no zeroes on }\left[x_{1}, x_{2}\right]},
\end{gathered}
$$

By construction, $\left(\mathcal{O}_{q}^{J^{*}}\right)_{t \geqslant 0}$ is a family non-decreasing in $q$.
Next we state that the joint process $\left(X_{q}^{\mathbb{J}^{\bullet}}, \lambda_{q}^{\mathbb{J}^{\bullet}}, \mathcal{O}_{q}^{\mathbb{J}^{\bullet}}\right)_{q \geqslant 0}$ is Markovian and give the transitions rates. For details we refer to Theorem 8 in [LST17].

Proposition 3.1. $\left(X_{q}^{\mathbb{J}^{\bullet}}, \lambda_{q}^{\mathbb{J ® ~}^{\bullet}}, \mathcal{O}_{q}^{\mathbb{J}^{\bullet}}\right)_{q \geqslant 0}$ is a Markov process. Let $x_{1}$ and $x_{2}$ be two neighbors in $\mathbb{J}^{\bullet}$. If $X_{q}^{\mathbb{J}^{\bullet}}=x_{1}$, then:

- $X_{q}^{\mathbb{J}^{\bullet}}$ jumps to $x_{2}$ with rate $\left(2\left|x_{2}-x_{1}\right|\right)^{-1}$ 。 $\mathcal{O}_{q}^{\mathbb{J} \bullet}\left(\left\{x_{1}, x_{2}\right\}\right)$ is then set to 1 (if it was not already).
- In case $\mathcal{O}_{q}^{\mathbb{J}^{\bullet}}\left(\left\{x_{1}, x_{2}\right\}\right)=0$, $\mathcal{O}_{q}^{\mathbb{J}^{\bullet}}\left(\left\{x_{1}, x_{2}\right\}\right)$ is set to 1 without $X_{q}^{\mathbb{J}^{\bullet}}$ jumping with rate

$$
\begin{equation*}
\frac{1}{2\left|x_{2}-x_{1}\right|} \frac{\lambda_{q}^{\mathbb{J}^{\bullet}}\left(x_{2}\right)^{\frac{1}{2}}}{\lambda_{q}^{\mathbb{J}^{\bullet}}\left(x_{1}\right)^{\frac{1}{2}}} \exp \left(-\left|x_{2}-x_{1}\right|^{-1} \lambda_{q}^{\mathbb{J}^{\bullet}}\left(x_{1}\right)^{\frac{1}{2}} \lambda_{q}^{\mathbb{J}^{\bullet}}\left(x_{2}\right)^{\frac{1}{2}}\right) \tag{3.2}
\end{equation*}
$$

For $x \in \mathbb{J}^{\bullet}$,

$$
\lambda_{q}^{\mathbb{J}^{\bullet}}(x)=\lambda_{0}^{\mathbb{J}^{\bullet}}(x)+2 \int_{0}^{q} \mathbf{1}_{X_{r}^{\mathbb{J}}=x} d r .
$$

Proof. If $X_{q}^{\mathbb{J} \bullet}$ jumps through the edge $\left\{x_{1}, x_{2}\right\}$, then $\beta_{t}$ crosses the interval delimited by $x_{1}$ and $x_{2}$, and then the local time of $\beta_{t}$ on this interval is positive, and thus $\mathcal{O}_{q}^{\mathbb{J} \bullet}\left(\left\{x_{1}, x_{2}\right\}\right)=1$.

As described in Section 2 in LST17] and in particular in Theorem 8, the conditional probability that $\mathcal{O}_{q}^{\mathbb{J}^{\bullet}}\left(\left\{x_{1}, x_{2}\right\}\right)=0$, given $\left(X_{r}^{\mathbb{J}^{\bullet}}, \lambda_{r}^{\mathbb{J}^{\bullet}}(x)\right)_{x \in \mathbb{J}^{\bullet}, 0 \leqslant r \leqslant q}$, and that $\mathcal{O}_{0}^{\mathbb{J}^{\bullet}}\left(\left\{x_{1}, x_{2}\right\}\right)=0$, and that $X_{r}^{\mathbb{J}^{\bullet}}$ has not crossed the edge $\left\{x_{1}, x_{2}\right\}$ before time $q$, equals

$$
\exp \left(C\left(x_{1}, x_{2}\right) \lambda_{0}^{\mathbb{J}^{\bullet}}\left(x_{1}\right)^{\frac{1}{2}} \lambda_{0}^{\mathbb{J}^{\bullet}}\left(x_{2}\right)^{\frac{1}{2}}-C\left(x_{1}, x_{2}\right) \lambda_{q}^{\mathbb{J}^{\bullet}}\left(x_{1}\right)^{\frac{1}{2}} \lambda_{q}^{\mathbb{J}^{\bullet}}\left(x_{2}\right)^{\frac{1}{2}}\right),
$$

where $C\left(x_{1}, x_{2}\right)$ is given by (3.1). Thus, the rate (3.2) is obtained as

$$
\lim _{\Delta q \rightarrow 0^{+}} \frac{1}{\Delta q}\left(1-\frac{\exp \left(C\left(x_{1}, x_{2}\right) \lambda_{0}^{\mathbb{J}^{\bullet}}\left(x_{1}\right)^{\frac{1}{2}} \lambda_{0}^{\mathbb{J}^{\bullet}}\left(x_{2}\right)^{\frac{1}{2}}-C\left(x_{1}, x_{2}\right)\left(\lambda_{q}^{\mathbb{J}^{\bullet}}\left(x_{1}\right)+2 \Delta q\right)^{\frac{1}{2}} \lambda_{q}^{\mathbb{J}^{\bullet}}\left(x_{2}\right)^{\frac{1}{2}}\right)}{\exp \left(C\left(x_{1}, x_{2}\right) \lambda_{0}^{\mathbb{J}^{\bullet}}\left(x_{1}\right)^{\frac{1}{2}} \lambda_{0}^{\mathbb{J}^{\bullet}}\left(x_{2}\right)^{\frac{1}{2}}-C\left(x_{1}, x_{2}\right) \lambda_{q}^{\mathbb{J}^{\bullet}}\left(x_{1}\right)^{\frac{1}{2}} \lambda_{q}^{\mathbb{J}^{\bullet}}\left(x_{2}\right)^{\frac{1}{2}}\right)}\right)
$$

The fields $\phi^{(0)}$ and $\phi^{(a)}$ restricted to $\mathbb{J}^{\bullet}$ are discrete Gaussian free fields on $\mathbb{J}^{\bullet}$. The triple

$$
\left(\phi^{(0)}(x)^{2}, X_{q}^{\mathbb{J}^{\bullet}}, \phi^{(a)}(x)^{2}\right)_{x \in \mathbb{J} \bullet, 0 \leqslant q \leqslant Q^{\mathbb{J}}, \beta}\left(\tau_{a^{2} / 2}^{\beta}\right)
$$

satisfies the Ray-Knight identity on the discrete network $\mathbb{J}^{\bullet}$. So in LST17] one can find a procedure inverting this Ray-Knight identity in discrete setting. It corresponds to a time reversal of the process of Proposition 3.1 from stopping time $Q^{J^{\bullet}, \beta}\left(\tau_{a^{2} / 2}^{\beta}\right)$. This is explained in Section 3 in LST17, in particular in Proposition 3.4 there.

Let $\mathbb{J}$ be a finite subset of $\mathbb{R}$ containing 0 . Let us consider the continuous time discrete space self-repelling nearest neighbor jump process on $\mathbb{J}$, which has been introduced in [LST17]. Let $\check{\lambda}_{0}^{\mathbb{J}}$ be a positive function on $\mathbb{J}$. We consider the process $\left(\check{X}_{q}^{\mathbb{J}}, \check{\lambda}_{q}^{\mathbb{J}}(x)\right)_{x \in \mathbb{J}, q \geqslant 0}$, where $\check{X}_{q}^{\mathbb{J}}$ is a nearest neighbor jump process on $\mathbb{J}$, started from 0 , with time-dependent jump rates from $x_{1}$ to a neighbor $x_{2}$ in $\mathbb{J}$ given by

$$
\begin{equation*}
\frac{1}{2\left|x_{2}-x_{1}\right|} \frac{\check{\lambda}_{q}^{\mathbb{J}}\left(x_{2}\right)^{\frac{1}{2}}}{\check{\lambda}_{q}^{\mathbb{J}}\left(x_{1}\right)^{\frac{1}{2}}} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\check{\lambda}_{q}^{\mathbb{J}}(x)=\check{\lambda}_{0}^{\mathbb{J}}(x)-2 \int_{0}^{q} \mathbf{1}_{\check{X}_{r}^{\mathbb{J}}=x} d r . \tag{3.4}
\end{equation*}
$$

Let be $\check{\mathcal{Q}}^{\mathbb{J}}$ be a the random time coupled to $\left(\check{X}_{q}^{\mathbb{J}}, \check{\lambda}_{q}^{\mathbb{J}}(x)\right)_{x \in \mathbb{J}, q \geqslant 0}$ in the following way. If $\mathbb{J}$ is reduced to $\{0\}$, then we set $\breve{\mathcal{Q}}^{\mathbb{J}}=0$. Otherwise, $\breve{\mathcal{Q}}^{\mathbb{J}}$ is the first time $q$ when the integral

$$
\begin{equation*}
\int_{0}^{q} \sum_{x \sim \check{X}_{r}^{\mathbb{J}}}\left(\frac{\check{\lambda}_{r}^{\mathbb{J}}(x)^{\frac{1}{2}}}{\left|\check{X}_{r}^{\mathbb{J}}-x\right| \check{\lambda}_{r}^{\mathbb{J}}\left(\check{X}_{r}^{\mathbb{J}}\right)^{\frac{1}{2}}}\left(\exp \left(\left|\check{X}_{r}^{\mathbb{J}}-x\right|^{-1} \check{\lambda}_{r}^{\mathbb{J}}(x)^{\frac{1}{2}} \check{\lambda}_{r}^{\mathbb{J}}\left(\check{X}_{r}^{\mathbb{J}}\right)^{\frac{1}{2}}\right)-1\right)^{-1}\right) d r \tag{3.5}
\end{equation*}
$$

hits an independent exponential random variable of mean 1 . The notation $x \stackrel{\mathbb{d}}{\sim} \check{X}_{r}^{\mathbb{J}}$ means that $x$ is a neighbor of $\check{X}_{r}^{\mathbb{J}}$ in $\mathbb{J}$. We will further explain where the definition of $\check{\mathcal{Q}}^{\mathbb{J}}$ comes from. Note that a.s. the time $\check{\mathcal{Q}}^{\mathbb{J}}$ fires before one of the $\check{\lambda}_{q}^{\mathbb{J}}(x)$ reaches 0 . This is due to the fact that

$$
\forall K>0, \quad \int_{0} \frac{1}{r^{1 / 2}}\left(\exp \left(K r^{1 / 2}\right)-1\right)^{-1} d r=+\infty .
$$

Next we describe the process $\left(\breve{X}_{q}^{\mathbb{J}^{\bullet}}, \breve{\lambda}_{q}^{\mathbb{J}^{\bullet}}, \breve{\mathcal{O}}_{q}^{\mathbb{J}^{\bullet}}\right)_{q \geqslant 0}$ introduced in Section 3.3 in [ST17. $\breve{\mathcal{O}}_{q}^{\mathbb{J}^{\bullet}}$ is a function from pairs of neighbor vertices in $\mathbb{J}^{\bullet}$ to $\{0,1\}$. Given $x_{1}<x_{2}$ two neighbors in $\mathbb{J}^{\bullet}$, we set

$$
\breve{\mathcal{O}}_{0}^{\mathbb{J}^{\bullet}}\left(\left\{x_{1}, x_{2}\right\}\right)=\mathbf{1}_{\phi^{(a)}(x)^{2}} \text { has no zeroes on }\left[x_{1}, x_{2}\right] .
$$

$\breve{X}_{q}^{\mathbb{J}^{\bullet}}$ is a nearest neighbor jump process on $\mathbb{J}^{\bullet} . \breve{X}_{0}^{\mathbb{J}^{\bullet}}=0$. For $x \in \mathbb{J}^{\bullet}$,

$$
\breve{\lambda}_{q}^{J^{\bullet}}(x)=\phi^{(a)}(x)^{2}-2 \int_{0}^{q} \mathbf{1}_{\breve{X}_{r}^{J^{\bullet}}=x} d r=\breve{\lambda}_{0}^{\mathbb{J}^{\bullet}}(x)-2 \int_{0}^{q} \mathbf{1}_{\breve{X}_{r}^{J^{\bullet}}=x} d r .
$$

Let $x_{1}$ and $x_{2}$ be two neighbors in $\mathbb{J}^{\boldsymbol{\bullet}}$. If $\breve{X}{ }_{q}^{\mathrm{J}^{\bullet}}=x_{1}$ and $\breve{\mathcal{O}}_{q}^{\mathbb{J}^{\boldsymbol{\bullet}}}\left(\left\{x_{1}, x_{2}\right\}\right)=1$, then:

- $\breve{X}_{q}^{\mathbb{J}^{\bullet}}$ jumps to $x_{2}$ with rate

$$
\frac{1}{2\left|x_{2}-x_{1}\right|} \frac{\breve{\lambda}_{q}^{J^{\bullet}}\left(x_{2}\right)^{\frac{1}{2}}}{\breve{\lambda}_{q}^{J^{\bullet}}\left(x_{1}\right)^{\frac{1}{2}}}
$$

- $\breve{\mathcal{O}}_{q}^{\mathbb{J}^{\bullet}}\left(\left\{x_{1}, x_{2}\right\}\right)$ is set to 0 with rate

$$
\left.\frac{1}{\left|x_{2}-x_{1}\right|} \left\lvert\, \frac{\breve{\lambda}_{q}^{J^{\bullet}} \breve{\lambda}_{q}^{\bullet}}{J^{\bullet}}\left(x_{2}\right)^{\frac{1}{2}}\right.\right)^{\frac{1}{2}}\left(\exp \left(\left|x_{2}-x_{1}\right|^{-1} \breve{\lambda}_{q}^{\mathbb{J}}\left(x_{1}\right)^{\frac{1}{2}} \breve{\lambda}_{q}^{J_{\bullet}^{\bullet}}\left(x_{2}\right)^{\frac{1}{2}}\right)-1\right)^{-1} .
$$

$\breve{X}_{q \geqslant 0}^{\mathbb{J} \cdot}$ jumps instantaneously jumps to $x_{2}$ or stays in $x_{1}$ depending on which of the two vertices remains connected to 0 by open edges in $\breve{X}_{q}^{\mathrm{J}^{\bullet}}$.
The process $\left(\breve{X}_{q}^{\mathbb{J}^{\bullet}}, \breve{\lambda}_{q}^{\mathbb{J}^{\bullet}}, \breve{\mathcal{O}}_{q}^{\mathbb{J}^{\bullet}}\right)_{q \geqslant 0}$ is defined up to time

$$
\breve{\mathcal{Q}}^{\mathbb{J}^{\bullet}}=\sup \left\{q \geqslant 0 \mid \breve{\lambda}_{q}^{J^{\bullet}}\left(\breve{X}_{q}^{\mathbb{J}^{\bullet}}\right)>0\right\} .
$$

By construction, $\breve{X}_{q}^{\mathrm{J}^{\bullet}}$ is always in the same connected component induced by open edges in $\breve{\mathcal{O}}_{q}^{\mathbb{J}^{\bullet}}$ as the vertex $0 .\left(\breve{\mathcal{O}}_{q}^{\mathbb{J}^{\bullet}}\right)_{0 \leqslant q \leqslant \breve{\mathcal{Q}}^{\mathfrak{J}}}$ is a non-increasing family. It is easy to see that a.s. $\breve{X}_{q}^{\mathbb{J}^{\bullet}}\left(\breve{\mathcal{Q}}^{\mathbb{J}^{\bullet}}\right)=0$ and the edges adjacent to 0 are closed in $\breve{\mathcal{O}}_{\mathscr{Q}^{\mathbb{J}}}^{\mathbb{J}^{\boldsymbol{J}}}$.

Let be $\mathbb{J}^{*}=\mathbb{J}^{\bullet} \cap I\left(\phi^{(a)}\right), I\left(\phi^{(a)}\right)$ being as in Theorem 1.1. We consider the process $\left(\breve{X}_{q}^{\mathbb{J}^{*}}, \check{\lambda}_{q}^{J^{*}}(x)\right)_{x \in \mathbb{J}^{*}, 0 \leqslant q \leqslant \check{Q}^{J *}}$ following the definition (3.3), (3.4) and (3.5), with $\mathbb{J}=\mathbb{J}^{*}, \breve{X}_{0}^{\mathbb{J}^{*}}=0$, and $\check{X}_{q}^{\mathbb{J}^{*}}=\phi^{(a)}(x)^{2}, x \in \mathbb{J}^{*}$. By construction, $\breve{X}_{q}^{J^{\bullet}}$ takes values in $\check{X}_{q}^{\mathbb{J}^{*}}$. One can couple $\left(\breve{X}_{q}^{\mathbb{J}^{\bullet}}, \breve{\lambda}_{q}^{\mathbb{J}^{\bullet}}, \breve{\mathcal{O}}_{q}^{\mathbb{J}^{\bullet}}\right)_{0 \leqslant q \leqslant \breve{\mathcal{Q}} \mathfrak{J}^{\cdot}}$ and $\left(\breve{X}_{q}^{J^{*}}, \check{\lambda}_{q}^{\mathbb{J}^{*}}(x)\right)_{x \in \mathbb{J}^{*}, 0 \leqslant q \leqslant \breve{\mathcal{Q}}^{J^{*}}}$ such that on the event $\breve{\mathcal{Q}}^{\mathbb{J}^{*}} \neq 0$ (i.e. $\mathbb{J}^{*}$ not reduced to $\{0\}$ ),

$$
\breve{\mathcal{Q}}^{J^{*}}=\sup \left\{q \geqslant 0 \mid \breve{\mathcal{O}}_{q}^{\mathbb{J}^{\bullet}}=\breve{\mathcal{O}}_{0}^{\mathbb{J}^{\bullet}}\right\},
$$

and

$$
\forall q \in\left[0, \breve{\mathcal{Q}}^{\mathbb{J}^{*}}\right], \breve{X}_{q}^{\mathbb{J}^{*}}=\breve{X}_{q}^{\mathrm{J}^{\bullet}}
$$

$\breve{\mathcal{Q}}^{J^{*}}$ is the first time $q$ when one more edge of $\mathbb{J}$ • is closed in $\breve{\mathcal{O}_{q}^{J \bullet}}$. Note that after time $\breve{\mathcal{Q}}^{\mathbb{J}^{*}}$, the processes $\check{X}_{q}^{\mathrm{J}^{*}}$ and $\breve{X}_{q}^{\mathbb{J}^{\bullet}}$ do not coincide anymore.
Proposition 3.2 (Lupu-Sabot-Tarrès LST17, Proposition 3.4). With the notations above, the process

$$
\underset{q}{\left(\breve{X}_{q}^{\mathbb{J}^{\bullet}}, \breve{\lambda}_{q}^{J^{\bullet}}, \breve{\mathcal{O}}_{q}^{\mathbb{J}^{\bullet}}\right)_{0 \leqslant q \leqslant \breve{\mathcal{Q}}^{\mathfrak{J}}}}
$$

has same law as the time-reversed process

$$
\left(X_{Q^{\mathbb{J}^{\bullet}, \beta}\left(\tau_{a^{2} / 2}^{\beta}\right)-q}^{\mathbb{J}^{\bullet}}, \lambda_{Q^{\mathbb{J}^{\bullet}, \beta}\left(\tau_{a^{2} / 2}^{\beta}\right)-q}^{\mathbb{J}^{\bullet}}, \mathcal{O}_{Q^{\mathbb{J}^{\bullet}, \beta}\left(\tau_{a^{2} / 2}^{\beta}\right)-q}\right)_{0 \leqslant q \leqslant Q^{\boldsymbol{J}, \beta}\left(\tau_{a^{2} / 2}^{\beta}\right)} .
$$

In particular, by considering $\left(\breve{X}_{q}^{\mathbb{J}^{\bullet}}, \breve{\lambda}_{q}^{\mathbb{J}^{\bullet}}, \breve{\mathcal{O}}_{q}^{\mathbb{J}^{\boldsymbol{\bullet}}}\right)_{0 \leqslant q \leqslant \breve{\mathcal{Q}}^{\boldsymbol{J}}}$ up to time $\breve{\mathcal{Q}}^{\mathbb{J}^{*}}$ we get the following:
Corollary 3.3. Let $\breve{T}^{\mathrm{J}^{*}, \beta, a}$ be 0 if $\mathbb{J}^{*}$ is reduced to $\{0\}$, and otherwise,

$$
\breve{T}^{J^{*}, \beta, a}=\tau_{a^{2} / 2}^{\beta}-\sup \left\{t \in\left[0, \tau_{a^{2} / 2}^{\beta}\right] \mid \beta_{t} \in\left(\min \mathbb{J}^{*}, \max \mathbb{J}^{*}\right), \phi^{(0)}\left(\beta_{t}\right)=0 \text { and } \forall s \in[0, t), \beta_{s} \neq \beta_{t}\right\} .
$$

Then, the joint law of

$$
\left(\mathbb{J}^{*}, \phi^{(a)}(x), X_{Q^{\boldsymbol{J}}, \beta}^{\mathbb{J}^{\bullet}}\left(\tau_{a^{2} / 2}^{\beta}\right)-q\right)_{x \in \mathbb{J}^{*}, 0 \leqslant q \leqslant Q^{\boldsymbol{\bullet}}, \beta}\left(\tau_{a^{2} / 2}^{\beta}\right)-Q^{\boldsymbol{J}, \beta}\left(\tau_{a^{2} / 2}^{\beta}-\breve{T}^{J^{*}, \beta, a}\right)
$$

is the same as the joint law of

$$
\left(\mathbb{J}^{*}, \phi^{(a)}(x), \breve{X}_{q}^{J^{*}}\right)_{x \in \mathbb{J}^{*}, 0 \leqslant q \leq \breve{Q}^{*}}
$$

Proof. The identity comes from Proposition 3.2 and the fact that, in case $\mathbb{J}^{*}$ is not reduced to $\{0\}$,

$$
Q^{\mathbb{J}^{\bullet}, \beta}\left(\tau_{a^{2} / 2}^{\beta}-\breve{T}^{\mathbb{J}^{*}, \beta, a}\right)=\inf \left\{q \geqslant 0 \mid \mathcal{O}_{q}^{\mathbb{J} \bullet}=\mathcal{O}_{Q^{\bullet} \cdot \beta}^{\mathbb{J}^{\bullet} \cdot \beta}\left(\tau_{a^{2} / 2}^{\beta}\right)\right\}
$$

and

$$
Q^{\mathbb{J}^{\bullet}, \beta}\left(\tau_{a^{2} / 2}^{\beta}\right)-Q^{\mathbb{J}^{\bullet}, \beta}\left(\tau_{a^{2} / 2}^{\beta}-\breve{T}^{\mathbb{J}^{*}, \beta, a}\right)=\sup \left\{q \in\left[0, Q^{\mathbb{J}, \beta}\left(\tau_{a^{2} / 2}^{\beta}\right)\right] \mid \mathcal{O}_{Q^{\mathbb{J}}, \beta}^{\mathbb{J}^{\bullet}}\left(\tau_{a^{2} / 2}^{\beta}\right)-q=\mathcal{O}_{Q^{\boldsymbol{\bullet}}, \beta}^{\mathbb{J}^{\bullet}}\left(\tau_{a^{2} / 2}^{\beta}, \square .\right.\right.
$$

## 4. Convergence for squared GFF initial occupation profile

We use the notations of the previous section. First we will check that the condition (1.3) is satisfied by $\check{\lambda}_{0}^{*}(x)=\phi^{(a)}(x)^{2}$.
Lemma 4.1. A.s. we have that

$$
\int_{\inf I\left(\phi^{(a)}\right)} \phi^{(a)}(x)^{-2} d x=+\infty, \quad \int^{\sup I\left(\phi^{(a)}\right)} \phi^{(a)}(x)^{-2} d x=+\infty .
$$

Proof. Conditional on $\inf I\left(\phi^{(a)}\right),\left(\phi^{(a)}\left(\inf I\left(\phi^{(a)}\right)+x\right) / \sqrt{2}\right)_{0 \leqslant x \leqslant\left|\inf I\left(\phi^{(a)}\right)\right| / 2}$ is absolutely continuous with respect to a Bessel 3 process started from 0 . So we only need to check that given $(\rho(x))_{x \geqslant 0}$ a Bessel 3 process started from 0,

$$
\int_{0} \rho(x)^{-2} d x=+\infty .
$$

For $h>0$, let $\chi_{h}^{\rho}$ denote the first "time" $x$ when $\rho(x)$ reaches the level $h$. Then,

$$
\int_{0}^{\chi_{1}^{\rho}} \rho(x)^{-2} d x=\sum_{k \geqslant 0} \int_{\chi_{2-k-1}^{\rho}}^{\chi_{2-k}^{\rho}} \rho(x)^{-2} d x .
$$

By the strong Markov property of $\rho$, the sum on the right-hand side is a sum of positive independent terms. Moreover, by Brownian scaling satisfied by $\rho$, these terms are identically distributed. So the sum is a.s. infinite.

Now we consider $\mathbb{J}^{\bullet}=\mathbb{Z}_{n}=2^{-n} \mathbb{Z}$, and $\mathbb{J}^{*}=\mathbb{Z}_{n}^{*}=\mathbb{Z}_{n} \cap I\left(\phi^{(a)}\right)$. Let

$$
X_{t}^{(n)}=\beta_{\left(Q^{Z_{n}, \beta}\right)^{-1}\left(2^{n} t\right)} .
$$

Lemma 4.2. The process

$$
\begin{aligned}
& \left(X_{\left(2^{-n} Q^{Z_{n}, \beta}\left(\tau_{a^{2} / 2}^{\beta}\right)-t\right)}^{(n)} \phi^{(a)}(x)^{2}-2 \ell_{\tau_{a^{2} / 2}^{\beta}}^{\beta}(x)+2 \ell_{\left(Q^{Z_{n}, \beta}\right)^{-1}\left(Q^{Z_{n}, \beta}\left(\tau_{a^{2} / 2}^{\beta}\right)-2^{n} t\right)}^{\beta}(x)\right) \\
& \quad x \in \mathbb{Z}_{n}^{*}, 0 \leqslant t \leqslant\left(2^{-n} Q^{\mathbb{Z}_{n}, \beta}\left(\tau_{a^{2} / 2}^{\beta}\right)-2^{-n} Q^{\mathbb{Z}_{n}, \beta}\left(\tau_{a^{2} / 2}^{\beta}-\check{T}_{n}^{\mathbb{Z}_{n}^{*}, \beta, a}\right)\right),
\end{aligned}
$$

interpolated linearly outside $x \in \mathbb{Z}_{n}^{*}$, converges a.s. in the uniform topology to

$$
\left(\beta_{\tau_{a^{2} / 2}^{\beta}-t}, \phi^{(a)}(x)^{2}-2 \ell_{\tau_{a^{2} / 2}^{\beta}}^{\beta}(x)+2 \ell_{\tau_{a^{2} / 2}^{\beta}-t}^{\beta}(x)\right)_{x \in I\left(\phi^{(a)}\right), 0 \leqslant t \leqslant \check{T}^{\beta}, a}
$$

as $n \rightarrow+\infty$.
Proof. One needs to show that, on one hand, as $n \rightarrow+\infty$, a.s. $\left(Q^{\mathbb{Z}_{n}, \beta}\right)^{-1}\left(2^{n} t\right)$ converges to $t$ uniformly on $\left[0, \tau_{a^{2} / 2}^{\beta}\right]$, and on the other hand $\check{T}^{\mathbb{Z}_{n}^{*}, \beta, a}$ converges a.s. to $\breve{T}^{\beta, a}$.

The first convergence comes from the fact that

$$
2^{-n} \sum_{x \in 2^{-n} \mathbb{Z}} \ell_{t}^{\beta}(x)
$$

converges to

$$
t=\int_{\mathbb{R}} \ell_{t}^{\beta}(x) d x
$$

uniformly on compact intervals of time.
The second convergence comes from the fact that $\left(\min \mathbb{Z}_{n}^{*}, \max \mathbb{Z}_{n}^{*}\right)$ is a non-decreasing sequence of intervals converging to $I\left(\phi^{(a)}\right)$, and thus, a.s., for $n$ large enough, $\breve{T}^{\beta, a}=\breve{T}^{\mathbb{Z}_{n}^{*}, \beta, a}$.

Let $\breve{X}_{t}^{*(n)}=\breve{X}_{2^{n} t}^{\mathbb{Z}_{t}^{*}}$ be the self-repelling jump process on $\mathbb{Z}_{n}^{*}$, accelerated by the factor $2^{n}$. It is the same process as in Theorem 1.3, but with a random initial occupation profile

$$
\check{\lambda}_{0}^{*(n)}(x)=\check{\lambda}_{0}^{\mathbb{Z}_{n}^{*}}(x)=\phi^{(a)}(x)^{2}, x \in \mathbb{Z}_{n}^{*} .
$$

We will show that $\check{X}_{t}^{*(n)}$ converges in law as $n \rightarrow+\infty$ to our self-repelling diffusion. For this we will use a method that appears in LST19, and construct a discrete analogue of the divergent Bass-Burdzy flow.
Proposition 4.3. Given $\phi^{(a)}$, let $\check{X}_{t}^{*(n)}$ be the process on $\mathbb{Z}_{n}^{*}$ defined above, and

$$
\check{\lambda}_{t}^{*(n)}(x)=\phi^{(a)}(x)^{2}-2^{n+1} \int_{0}^{t} \mathbf{1}_{\check{X}_{s}^{*(n)}=x} d s, \quad x \in \mathbb{Z}_{n}^{*}
$$

Then, as $n \rightarrow+\infty$, the process

$$
\begin{equation*}
\left(\check{X}_{t \wedge 2^{-n} \breve{\mathcal{Q}}^{*} Z_{n}^{*}}^{*(n)} \check{\lambda}_{t \wedge 2^{-n} \breve{\mathcal{Q}}^{Z_{n}^{*}}}^{*(n)}(x)\right)_{x \in \mathbb{Z}_{n}^{*}, t \geq 0}, \tag{4.1}
\end{equation*}
$$

interpolated linearly outside $x \in \mathbb{Z}_{n}^{*}$, converges in law to the self repelling diffusion

$$
\left(\check{X}_{t \wedge \check{T}^{*}}^{*}, \check{\lambda}_{t \wedge \check{T}^{*}}^{*}(x)\right)_{x \in I\left(\phi^{(a)}\right), t \geqslant 0}
$$

with $\check{X}_{0}^{*}=0$ and the initial occupation profile $\check{\lambda}_{0}^{*}(x)=\phi^{(a)}(x)^{2}$. In particular, by combining with the identity in law of Corollary 3.3 and with Lemma 4.2, one gets the Theorem 1.4.
Proof. From Corollary 3.3 and Lemma 4.2 we already know that the process (4.1) has a limit in law, but we want another description of the limit, which we will obtain by convergence. We will need the triple

$$
\left(\phi^{(0)}(x)^{2}, \beta_{t}, \phi^{(a)}(x)^{2}\right)_{x \in \mathbb{R}, 0 \leqslant t \leqslant \tau_{a^{2} / 2}^{\beta}},
$$

jointly distributed as in Ray-Knight identity (Theorem 1.1). We will also assume that all of the $\breve{X}_{t}^{*(n)}$ are defined on the same probability spaces, embedded in $\beta_{t}$ as in Corollary 3.3,

We introduce $\left(\check{S}_{t}^{*(n)}\right)_{0 \leqslant t \leqslant 2^{-n} \breve{\mathcal{Q}}^{Z_{n}^{*}}}$ a family of maps $\mathbb{R} \rightarrow \mathbb{R}$, parametrized by $t$. For a given $n$, the family is characterized by the following:

- For all $x$ such that $x$ and $x+2^{-n}$ are in $\mathbb{Z}_{n}^{*}$, and for all $t \in\left[0,2^{-n} \check{\mathcal{Q}}^{\mathbb{Z}_{n}^{*}}\right]$,

$$
\breve{S}_{t}^{*(n)}\left(x+2^{-n}\right)-\breve{S}_{t}^{*(n)}(x)=2^{-n} \check{\lambda}_{t}^{*(n)}(x)^{-\frac{1}{2}} \check{\lambda}_{t}^{*(n)}\left(x+2^{-n}\right)^{-\frac{1}{2}} .
$$

- $\breve{S}_{0}^{*(n)}=0$.
- For every $x \in \mathbb{Z}_{n}^{*}, t \mapsto \breve{S}_{t}^{*(n)}(x)$ is constant on each time interval on which $\check{X}_{t}^{*(n)}=x$.
- For each $x \in \mathbb{Z}_{n}^{*}, t \mapsto \breve{S}_{t}^{*(n)}(x)$ is continuous.
- For each $t, \breve{S}_{t}^{*(n)}$ is interpolated linearly between points of $\mathbb{Z}_{n}^{*}$.
- Below $\min \mathbb{Z}_{n}^{*}$ and above $\max \mathbb{Z}_{n}^{*}, x \mapsto \breve{S}_{t}^{*(n)}(x)$ has constant slope 1.

By construction, $x \mapsto \breve{S}_{t}^{*(n)}$ is continuous strictly increasing. We see $\breve{S}_{t}^{*(n)}$ as a time-dependent change of scale. For $x \in I\left(\phi^{(a)}\right)$ and $t \in\left[0, \tau_{a^{2} / 2}^{\beta}\right)$, set

$$
\bar{S}_{t}^{*}(x)=\int_{0}^{x}\left(\phi^{(a)}(r)^{2}-2 \ell_{\tau_{a^{2} / 2}^{\beta}}^{\beta}+2 \ell_{\tau_{a^{2} / 2}-t}^{\beta}\right)^{-1} d r .
$$

$x \mapsto \bar{S}_{t}^{*}(x)$ is an increasing diffeomorphism from $I\left(\phi^{(a)}\right)$ to $\mathbb{R}$. Clearly, we have the following Lemma 4.4. A.s. $\breve{S}_{t}^{*(n)}(x)-\breve{S}_{t}^{*(n)}(0)$ converges to $\bar{S}_{t}^{*}(x)-\bar{S}_{t}^{*}(0)$ uniformly for $(x, t)$ in compact subsets of $I\left(\phi^{(a)}\right) \times\left[0, \tau_{a^{2} / 2}^{\beta}\right)$. Similarly, a.s. $(y, t) \mapsto\left(\breve{S}_{t}^{*(n)}\right)^{-1}\left(y+\breve{S}_{t}^{*(n)}(0)\right)$ converges to $(y, t) \mapsto\left(\bar{S}_{t}^{*}\right)^{-1}\left(y+\bar{S}_{t}^{*}(0)\right)$ uniformly on compact subsets of $\mathbb{R} \times\left[0, \tau_{a^{2} / 2}^{\beta}\right)$.

Let be $M_{t}^{(n)}=\breve{S}_{t}^{*(n)}\left(\check{X}_{t}^{*(n)}\right)$. Let $t_{\min }^{*(n)} \mathbb{Z}_{n}^{*}, \max \mathbb{Z}_{n}^{*}$ be the first time $\check{X}_{t}^{*(n)}$ hits $\min \mathbb{Z}_{n}^{*}$ or $\max \mathbb{Z}_{n}^{*}$.
Lemma 4.5. The process $\left(M_{t \wedge t_{\min }^{*(n)} \mathbb{Z}_{n}^{*}, \max \mathbb{Z}_{n}^{*} \wedge 2^{-n} \check{\mathcal{Q}}_{n}^{*}}^{(n)}\right)_{t \geqslant 0}$ is a local martingale in the filtration of $\left(\phi^{(a)}, \check{X}_{t \wedge 2^{-n} \breve{\mathcal{Q}}^{Z_{n}^{*}}}^{*(n)}, t_{\min \mathbb{Z}_{n}^{*}, \max \mathbb{Z}_{n}^{*}}^{\left.\mathbf{1}_{t_{\min }^{*(n)} \mathbb{Z}_{n}^{*}, \max \mathbb{Z}_{n}^{*} \leqslant t}\right) .}\right.$

Proof. Indeed, consider the stopping times for the above filtration: $t_{k}^{*(n)}$ the first time $\breve{X}_{t}^{*(n)}$ performs $k$ jumps, and

$$
\begin{equation*}
\check{T}_{\varepsilon}^{*(n)}=\sup \left\{t \geqslant \mid \check{\lambda}_{t}^{*(n)}\left(\check{X}_{t}^{*(n)}\right)>\varepsilon\right\} . \tag{4.2}
\end{equation*}
$$

Then $\left|M_{t \wedge t_{k}^{*(n)} \wedge \breve{T}_{\varepsilon}^{*(n)} \wedge \wedge^{-n} \breve{\mathcal{Q}}^{Z_{n}^{*}}}\right|$ is bounded by

$$
k 2^{-n}\left(\min _{\mathbb{Z}_{n}^{*}} \check{\lambda}_{0}^{*(n)} \wedge \varepsilon\right)^{-1} .
$$

 $\check{X}_{t}^{*(n)}=x \in \mathbb{Z}_{n}^{*} \backslash\left\{\min \mathbb{Z}_{n}^{*}, \max \mathbb{Z}_{n}^{*}\right\}, \check{X}_{t}^{*(n)}$ jumps left with rate

$$
2^{2 n-1} \frac{\check{\lambda}_{t}^{*(n)}\left(x-2^{-n}\right)^{\frac{1}{2}}}{\check{\lambda}_{t}^{*(n)}(x)^{\frac{1}{2}}}
$$

and then $M_{t}^{(n)}$ decreases by

$$
2^{-n} \check{\lambda}_{t}^{*(n)}\left(x-2^{-n}\right)^{-\frac{1}{2}} \check{\lambda}_{t}^{*(n)}(x)^{-\frac{1}{2}},
$$

and $\check{X}_{t}^{*(n)}=x \in \mathbb{Z}_{n}^{*}$ jumps right with rate

$$
2^{2 n-1} \frac{\check{\lambda}_{t}^{*(n)}\left(x+2^{-n}\right)^{\frac{1}{2}}}{\check{\lambda}_{t}^{*(n)}(x)^{\frac{1}{2}}}
$$

and then $M_{t}^{(n)}$ increases by

$$
2^{-n} \check{\lambda}_{t}^{*(n)}\left(x+2_{13}^{-n}\right)^{-\frac{1}{2}} \check{\lambda}_{t}^{*(n)}(x)^{-\frac{1}{2}}
$$

so the average variation of $M_{t}^{(n)}$ is 0 .
Next we will apply a time-change which will make $\left(M_{t \wedge t_{\min }^{*(n)}}^{(n)} \quad \mathbb{Z}_{n}^{*}, \max \mathbb{Z}_{n}^{*} \wedge^{2-n} \breve{\mathcal{Q}}_{n}^{Z_{n}^{*}}\right)_{t \geqslant 0}$ into a martingale with normalized variance. Let be

$$
U^{(n)}(t)=\int_{0}^{t} \frac{1}{2} \check{\lambda}_{s}^{*(n)}\left(\check{X}_{s}^{*(n)}\right)^{-\frac{3}{2}}\left(\check{\lambda}_{s}^{*(n)}\left(\check{X}_{s}^{*(n)}-2^{-n}\right)^{-\frac{1}{2}}+\check{\lambda}_{s}^{*(n)}\left(\check{X}_{s}^{*(n)}+2^{-n}\right)^{-\frac{1}{2}}\right) d s .
$$

Let $\check{\mathcal{U}}^{(n)}=U^{(n)}\left(t_{\min }^{*(n)} \mathbb{Z}_{n}^{*}, \max \mathbb{Z}_{n}^{*} \wedge 2^{-n} \breve{\mathcal{Q}}^{\mathbb{Z}_{n}^{*}}\right)$. By considering the rate of jumps and the size of jumps of $M_{t}^{(n)}$, we immediately get the following:
Lemma 4.6. The process $\left(\left(M_{t \wedge t_{\min }^{*(n)} Z_{n}^{*}, \max Z_{n}^{\wedge} \wedge 2^{-n} \breve{\mathcal{Q}}^{(n)}}\right)^{2}-U^{(n)}(t) \wedge \check{\mathcal{U}}^{(n)}\right)_{t \geqslant 0}$ is a local martingale in the filtration of $\left(\phi^{(a)}, \check{X}_{t \wedge 2^{-n}}^{*(n)} \breve{\mathcal{Q}}_{n}^{*}, t_{\min }^{*(n)} \mathbb{Z}_{n}^{*}, \max \mathbb{Z}_{n}^{*} \mathbf{1}_{t_{\min }^{*(n)} \mathbb{Z}_{n}^{*}, \text { max } \mathbb{Z}_{n}^{*} \leqslant t}\right)$.

Let be

$$
Z_{u}^{(n)}=M_{\left(U^{(n)}\right)^{-1}(u)}^{(n)} .
$$

Lemma 4.7. $\left(Z_{u \wedge \breve{\mathcal{U}}^{(n)}}^{(n)}\right)_{u \geqslant 0}$ is a martingale in the filtration of $\left(\phi^{(a)}, Z_{u}^{(n)}, \check{\mathcal{U}}^{(n)} \mathbf{1}_{\breve{\mathcal{U}}^{(n)} \leqslant u}\right)$. Moreover, for any $0 \leqslant u_{1}<u_{2}$,

$$
\begin{align*}
& \mathbb{E}\left[\left(Z_{u_{2} \wedge \check{\mathcal{U}}^{(n)}}^{(n)}-Z_{u_{1} \wedge \check{\mathcal{U}}^{(n)}}^{(n)}\right)^{2} \mid \phi^{(a)},\right.\left.\left(Z_{u}^{(n)}\right)_{0 \leqslant u \leqslant u_{1}}, \check{\mathcal{U}}^{(n)} \mathbf{1}_{\breve{\mathcal{U}}^{(n)} \leqslant u_{1}}\right]=  \tag{4.3}\\
& \mathbb{E}\left[u_{2} \wedge \check{\mathcal{U}}^{(n)}-u_{1} \wedge \check{\mathcal{U}}^{(n)} \mid \phi^{(a)},\left(Z_{u}^{(n)}\right)_{0 \leqslant u \leqslant u_{1}}, \check{\mathcal{U}}^{(n)} \mathbf{1}_{\breve{\mathcal{U}}^{(n)} \leqslant u_{1}}\right],
\end{align*}
$$

or equivalently, $\left(\left(Z_{u \wedge \breve{\mathcal{U}}^{(n)}}^{(n)}\right)^{2}-u \wedge \breve{\mathcal{U}}^{(n)}\right)_{u \geqslant 0}$ is a martingale in the filtration of $\left(\phi^{(a)}, Z_{u}^{(n)}, \breve{\mathcal{U}}^{(n)} \mathbf{1}_{\breve{\mathcal{U}}^{(n)} \leqslant u}\right)$.

 sees that $d U_{t}^{(n)}$ is the average squared variation of $M_{t}^{(n)}$ during $d t$. So after the time change, for $Z_{u}^{(n)}$,

$$
\mathbb{E}\left[\left(Z_{u_{2} \wedge U^{(n)}\left(t_{k}^{*(n)} \wedge \check{T}_{\varepsilon}^{(n)}\right) \wedge \check{\mathcal{U}}^{(n)}}-Z_{u_{1} \wedge U(n)}^{(n)}\left(t_{k}^{*(n)} \wedge \breve{T}_{\varepsilon}^{*(n)}\right) \wedge \check{\mathcal{U}}_{(n)}\right)^{2} \mid \phi^{(a)},\left(Z_{u}^{(n)}\right)_{0 \leqslant u \leqslant u_{1}}, \breve{\mathcal{U}}^{(n)} \mathbf{1}_{\breve{\mathcal{U}}^{(n)} \leqslant u_{1}}\right]=
$$

$$
\mathbb{E}\left[u_{2} \wedge U^{(n)}\left(t_{k}^{*(n)} \wedge \check{T}_{\varepsilon}^{*(n)}\right) \wedge \check{\mathcal{U}}^{(n)}-u_{1} \wedge U^{(n)}\left(t_{k}^{*(n)} \wedge \check{T}_{\varepsilon}^{*(n)}\right) \wedge \check{\mathcal{U}}^{(n)} \mid \phi^{(a)},\left(Z_{u}^{(n)}\right)_{0 \leqslant u \leqslant u_{1}}, \check{\mathcal{U}}^{(n)} \check{\breve{\mathcal{U}}}^{(n)} \leqslant u_{1}\right] .
$$

For a fixed $u \geqslant 0,\left(Z_{u \wedge U^{(n)}\left(t_{k}^{*(n)} \wedge \check{T}_{k-1}^{*(n)}\right) \wedge \mathcal{U}^{(n)}}^{(n)}\right)_{k \geqslant 1}$ is a martingale parametrized by $k \in \mathbb{N}^{*}$. It converges a.s. to $Z_{u \wedge \breve{\mathcal{U}}^{(n)}}^{(n)}$ and is bounded in $\mathbb{L}^{2}$, so the convergence is also in $\mathbb{L}^{2}$. It follows that $\left(Z_{u \wedge \breve{\mathcal{U}}^{(n)}}^{(n)}\right)_{u \geqslant 0}$ is a martingale and (4.3).

For $\varepsilon>0$ and $n \in \mathbb{N}^{*}$, we consider $\breve{T}_{\varepsilon}^{*(n)}$ the time defined by (4.2). Let be $\left(\widetilde{Z}_{u}^{(n, \varepsilon)}\right)_{u \geqslant 0}$ the process, which up to time $U^{(n)}\left(\check{T}_{\varepsilon}^{*(n)}\right) \wedge \check{\mathcal{U}}^{(n)}$ coincides with $Z_{u}^{(n)}$, and after that time continues as a standard Brownian motion started from $Z_{U(n)}^{(n)}\left(\check{T}_{\varepsilon}^{*(n)}\right) \wedge \check{\mathcal{U}}^{(n)}$, conditional of that value independent of everything else.

Lemma 4.8. As $n \rightarrow+\infty$, the pair $\left(\phi^{(a)}, \widetilde{Z}_{u}^{(n, \varepsilon)}\right)_{u \geqslant 0}$ converges in law, for the uniform convergence on compact subsets, to $\left(\phi^{(a)}, B_{u}\right)_{u \geqslant 0}$, where $\left(B_{u}\right)_{u \geqslant 0}$ is a standard Brownian motion started from 0, independent of $\phi^{(a)}$.
Proof. The convergence of $\left(\widetilde{Z}_{u}^{(n, \varepsilon)}\right)_{u \geqslant 0}$ to $\left(B_{u}\right)_{u \geqslant 0}$ follows from Theorem 1.4, Section 7.1 in [EK86]. To apply it, we use the following:

- $\left(\widetilde{Z}_{u}^{(n, \varepsilon)}\right)_{u \geqslant 0}$ is a martingale.
- $\left(\left(\widetilde{Z}_{u}^{(n, \varepsilon)}\right)^{2}-u\right)_{u \geqslant 0}$ is a martingale by Lemma 4.7.
- The jumps of $\left(\widetilde{Z}_{u}^{(n, \varepsilon)}\right)_{u}$ are bounded by $2^{-n}\left(\min _{\mathbb{Z}_{n}^{*}} \check{\lambda}_{0}^{*(n)} \wedge \varepsilon\right)^{-1}$, and in particular

$$
\lim _{n \rightarrow+\infty} \mathbb{E}\left[\max _{u \geqslant 0}\left(\widetilde{Z}_{u}^{(n, \varepsilon)}-\widetilde{Z}_{u^{-}}^{(n, \varepsilon)}\right)^{2}\right]=0 .
$$

The independence of $\left(B_{u}\right)_{u \geqslant 0}$ from $\phi^{(a)}$ follows from the fact that the above listed three conditions hold after conditioning by $\phi^{(a)}$.

We stress that in Lemma 4.8 we neither require $\left(B_{u}\right)_{u \geqslant 0}$ to be defined on the same probability space as the $\check{X}_{t}^{*(n)}$ and $\left(\phi^{(0)}(x)^{2}, \beta_{t}, \phi^{(a)}(x)^{2}\right)_{x \in \mathbb{R}, 0 \leqslant t \leqslant \tau_{a^{2} / 2}^{\beta}}$, nor the convergence to be in probability.

Let be, for $t \in\left[0, \check{T}^{\beta, a}\right]$,

$$
U(t)=\int_{0}^{t}\left(\phi^{(a)}\left(\beta_{\tau_{a^{2} / 2}^{\beta}-s}\right)^{2}-2 \ell_{\tau_{a^{2} / 2}^{\beta}}^{\beta}\left(\beta_{\tau_{a^{2} / 2}^{\beta}-s}\right)+2 \ell_{\tau_{a^{2} / 2}^{\beta}-s}^{\beta}\left(\beta_{\tau_{a^{2} / 2}^{\beta}-s}\right)\right)^{-2} d s
$$

and

$$
\check{T}_{\varepsilon}^{\beta, a}=\sup \left\{t \geqslant 0 \mid \phi^{(a)}\left(\beta_{\tau_{a^{2} / 2}^{\beta}-s}\right)^{2}-2 \ell_{\tau_{a^{2} / 2}^{\beta}}^{\beta}\left(\beta_{\tau_{a^{2} / 2}-s}\right)+2 \ell_{\tau_{a^{2} / 2}^{\beta}-s}^{\beta}\left(\beta_{\tau_{a^{2} / 2}^{\beta}-s}\right)>\varepsilon\right\} .
$$

Clearly, we have the following:
Lemma 4.9. For all $\varepsilon>0$, a.s., $\check{T}_{\varepsilon}^{*(n)}$ converges to $\breve{T}_{\varepsilon}^{\beta, a}, U^{(n)}(t) \wedge U^{(n)}\left(\breve{T}_{\varepsilon}^{*(n)}\right) \wedge \check{\mathcal{U}}^{(n)}$ converges to $U(t) \wedge U\left(\check{T}_{\varepsilon}^{\beta, a}\right)$ uniformly on $[0,+\infty)$, and $\left(U^{(n)}\right)^{-1}(u) \wedge \check{T}_{\varepsilon}^{*(n)} \wedge t_{\min \mathbb{Z}_{n}^{*}, \max \mathbb{Z}_{n}^{*}}^{*(n)} 2^{-n} \check{\mathcal{Q}}^{\mathbb{Z}_{n}^{*}}$ converges to $U^{-1}(u) \wedge \check{T}_{\varepsilon}^{\beta, a}$ uniformly on $[0,+\infty)$.

Next, for $u \in\left[0, \breve{\mathcal{U}}^{(n)}\right)$, we define

$$
\check{\Psi}_{u}^{(n)}(y)=\breve{S}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)} \circ\left(\breve{S}_{0}^{*(n)}\right)^{-1}(y), \quad y \in \mathbb{R} .
$$

By simple computation, we have the following:
Lemma 4.10. For $u \in\left[0, \breve{\mathcal{U}}^{(n)}\right)$ such that $Z_{u}^{(n)}=Z_{u^{-}}^{(n)}$, we have the following expressions and bounds for $\frac{\partial}{\partial u} \breve{\Psi}_{u}^{(n)}(y)$ :

- if $\breve{\Psi}_{u}^{(n)}(y)=Z_{u}^{(n)}, \frac{\partial}{\partial u} \breve{\Psi}_{u}^{(n)}(y)=0$;
- if $\breve{\Psi}_{u}^{(n)}(y) \in\left(Z_{u}^{(n)}, \breve{S}_{0}^{*(n)}\left(\check{X}_{(U(n))^{-1}(u)}^{*(n)}+2^{-n}\right)\right)$,

$$
0<\frac{\partial}{\partial u} \check{\Psi}_{u}^{(n)}(y)<\frac{2 \check{\lambda}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}\left(\check{X}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}+2^{-n}\right)^{-\frac{1}{2}}}{\left.\check{\lambda}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}\left(\check{X}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}-2^{-n}\right)^{-\frac{1}{2}}+\check{\lambda}_{(U(n)}^{*(n)}\right)^{-1}(u)}\left(\check{X}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}+2^{-n}\right)^{-\frac{1}{2}} ;
$$

- if $\breve{\Psi}_{u}^{(n)}(y) \geqslant \breve{S}_{0}^{*(n)}\left(\breve{X}_{(U(n))^{-1}(u)}^{*(n)}+2^{-n}\right)$,
$\frac{\partial}{\partial u} \check{\Psi}_{u}^{(n)}(y)=\frac{2 \check{\lambda}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}\left(\check{X}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}+2^{-n}\right)^{-\frac{1}{2}}}{\check{\lambda}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}\left(\check{X}_{(U(n))^{-1}(u)}^{*(n)}-2^{-n}\right)^{-\frac{1}{2}}+\check{\lambda}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}\left(\check{X}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}+2^{-n}\right)^{-\frac{1}{2}}} ;$
- if $\breve{\Psi}_{u}^{(n)}(y) \in\left(\breve{S}_{0}^{*(n)}\left(\check{X}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}-2^{-n}\right), Z_{u}^{(n)}\right)$,

$$
0>\frac{\partial}{\partial u} \breve{\Psi}_{u}^{(n)}(y)>\frac{-2 \check{\lambda}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}\left(\check{X}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}-2^{-n}\right)^{-\frac{1}{2}}}{\check{\lambda}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}\left(\check{X}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}-2^{-n}\right)^{-\frac{1}{2}}+\check{\lambda}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}\left(\check{X}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}+2^{-n}\right)^{-\frac{1}{2}}} ;
$$

- if $\breve{\Psi}_{u}^{(n)}(y) \leqslant \breve{S}_{0}^{*(n)}\left(\check{X}_{(U(n))^{-1}(u)}^{*(n)}-2^{-n}\right)$,

$$
\frac{\partial}{\partial u} \check{\Psi}_{u}^{(n)}(y)=\frac{-2 \check{\lambda}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}\left(\check{X}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}-2^{-n}\right)^{-\frac{1}{2}}}{\check{\lambda}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}\left(\check{X}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}-2^{-n}\right)^{-\frac{1}{2}}+\check{\lambda}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}\left(\check{X}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}+2^{-n}\right)^{-\frac{1}{2}}}
$$

For $\varepsilon>0$, let $\widetilde{\Psi}_{u}^{(n, \varepsilon)}(y)$ be defined as follows. For $u \in\left[0, U^{(n)}\left(\breve{T}_{\varepsilon}^{*(n)}\right) \wedge \breve{\mathcal{U}}^{(n)}\right], \widetilde{\Psi}_{u}^{(n, \varepsilon)}(y)=$ $\breve{\Psi}_{u}^{(n)}(y)$. For $u>U^{(n)}\left(\check{T}_{\varepsilon}^{*(n)}\right) \wedge \breve{\mathcal{U}}^{(n)}, \widetilde{\Psi}_{u}^{(n, \varepsilon)}(y)$ is a divergent Bass-Burdzy flow driven by $\widetilde{Z}_{u}^{(n, \varepsilon)}$ (which is then a Brownian motion) satisfying

$$
\widetilde{\Psi}_{u}^{(n, \varepsilon)}(y)-\widetilde{\Psi}_{U^{(n)}\left(\check{T}_{\varepsilon}^{*(n)}\right) \wedge \check{\mathcal{U}}^{(n)}}^{(n, \varepsilon)}(y)=\int_{U^{(n)}\left(\check{T}_{\varepsilon}^{*(n)}\right) \wedge \check{\mathcal{U}}^{(n)}}^{u}\left(\mathbf{1}_{\widetilde{\Psi}_{v}^{(n, \varepsilon)}(y)>\widetilde{Z}_{v}^{(n, \varepsilon)}}-\mathbf{1}_{\left.\widetilde{\Psi}_{v}^{(n, \varepsilon)}(y)<\widetilde{Z}_{v}^{(n, \varepsilon)}\right) d v .} .\right.
$$

Lemma 4.11. For all $\varepsilon>0$, as $n \rightarrow+\infty$, the family

$$
\begin{equation*}
\left(\phi^{(a)}(x), \widetilde{Z}_{u}^{(n, \varepsilon)}, \widetilde{\Psi}_{u}^{(n, \varepsilon)}(y),\left(\widetilde{\Psi}_{u}^{(n, \varepsilon)}\right)^{-1}(y)\right)_{x \in \mathbb{R}, y \in \mathbb{R}, u \geqslant 0} \tag{4.4}
\end{equation*}
$$

converges in law to, for the topology of uniform convergence on compact subsets, to

$$
\left(\phi^{(a)}(x), B_{u}, \check{\Psi}_{u}(y),\left(\check{\Psi}_{u}\right)^{-1}(y)\right)_{x \in \mathbb{R}, y \in \mathbb{R}, u \geqslant 0}
$$

where $\left(B_{u}\right)_{u \geqslant 0}$ is a standard Brownian motion started from 0, indpendent of $\phi^{(a)},\left(\breve{\Psi}_{u}\right)_{u \geqslant 0}$ is the divergent Bass-Burdzy flow driven by $\left(B_{u}\right)_{u \geqslant 0}$, and $\left(\left(\widetilde{\Psi}_{u}\right)^{-1}\right)_{u \geqslant 0}$ the inverse flow.

Proof. For this, first we will show the tightness of the family. For the tightness of $\left(\widetilde{\Psi}_{u}^{(n, \varepsilon)}(y)\right)_{y \in \mathbb{R}, u \geqslant 0}$, we use that, for $u \leqslant U^{(n)}\left(\breve{T}_{\varepsilon}^{*(n)}\right) \wedge \breve{\mathcal{U}}^{(n)}$,

$$
\begin{aligned}
\widetilde{\Psi}_{u}^{(n, \varepsilon)}(y)=\left(\breve{S}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)} \circ\left(\breve{S}_{0}^{*(n)}\right)^{-1}(y)\right. & \left.-\breve{S}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}(0)\right) \\
& -\left(\check{S}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}\left(\check{X}_{\left(U^{(n)}\right)^{-1}(u)}^{(n) *}\right)-\breve{S}_{\left(U^{(n)}\right)^{-1}(u)}^{*(n)}(0)\right)+\widetilde{Z}_{u}^{(n, \varepsilon)},
\end{aligned}
$$

each term having a limit in law by Lemmas 4.4, 4.8 and 4.9, and that after time $U^{(n)}\left(\breve{T}_{\varepsilon}^{*(n)}\right) \wedge$ $\check{\mathcal{U}}^{(n)}, \widetilde{\Psi}_{u}^{(n, \varepsilon)}$ is already a Bass-Burdzy flow. Similarly for $\left(\left(\widetilde{\Psi}_{u}^{(n, \varepsilon)}\right)^{-1}(y)\right)_{y \in \mathbb{R}, u \geqslant 0}$. Further, because of the idenitities and bounds of Lemma 4.10, any subsequential limit of (4.4) is of form

$$
\left(\phi^{(a)}(x), B_{u}, \bar{\Psi}_{u}(y),\left(\bar{\Psi}_{u}\right)^{-1}(y)\right)_{x \in \mathbb{R}, y \in \mathbb{R}, u \geqslant 0}
$$

where $\left(B_{u}\right)_{u \geqslant 0}$ is a standard Brownian motion started from 0 , indpendent of $\phi^{(a)}$, and

$$
\begin{equation*}
\bar{\Psi}_{u}(y)=\int_{0}^{u}\left(\mathbf{1}_{\bar{\Psi}_{v}(y)>B_{v}}-\mathbf{1}_{\bar{\Psi}_{v}(y)<B_{v}}\right) d v \tag{4.5}
\end{equation*}
$$

and thus by the uniquennes proved in [BB99], Theorem 2.3, $\left(\bar{\Psi}_{u}\right)_{u \geqslant 0}$ is the divergent Bass Burdzy flow driven by $\left(B_{u}\right)_{u \geqslant 0}$. To get (4.5), we used that

$$
\begin{aligned}
& \frac{\check{\lambda}_{t \wedge \check{T}_{\varepsilon}^{*(n)}}^{*(n)}\left(x+2^{-n}\right)}{\check{\lambda}_{t \wedge \check{T}_{\varepsilon}^{*(n)}}^{*(n)}\left(x-2^{-n}\right)}= \\
& \quad \frac{\phi^{(a)}\left(x+2^{-n}\right)^{2}-2 \ell_{\tau_{a^{2} / 2}^{\beta}}^{\beta}\left(x+2^{-n}\right)+2 \ell_{\left(Q^{\mathbb{Z}_{n}, \beta}\right)^{-1}\left(Q^{\mathbb{Z}_{n}, \beta}\left(\tau_{a^{2} / 2}^{\beta}\right)-2^{n} t \wedge \check{T}^{*(n))}\right.}^{\beta}\left(x+2^{-n}\right)}{\phi^{(a)}\left(x-2^{-n}\right)^{2}-2 \ell_{\tau^{2} / 2}^{\beta}\left(x-2^{-n}\right)+2 \ell_{\left(Q^{\mathbb{Z}_{n}, \beta}\right)^{-1}\left(Q^{\mathbb{Z}_{n}, \beta}\left(\tau_{a^{2} / 2}^{\beta}\right)-2^{n} t \wedge \check{T}^{*(n))}\right.}^{\beta}\left(x-2^{-n}\right)}
\end{aligned}
$$

a.s. converges to 1 as $n \rightarrow+\infty$, uniformly in $t$ and uniformly for $x$ in compact subsets of $I\left(\phi^{(a)}\right)$.

We are now ready to finish the proof of the Proposition 4.3, By construction,

We have that the process $\left(\left(\breve{S}_{0}^{*(n)}\right)^{-1} \circ\left(\widetilde{\Psi}_{u}^{(n, \varepsilon)}\right)^{-1}\left(\widetilde{Z}_{u}^{(n, \varepsilon)}\right)\right)_{u \geqslant 0}$ converges in law to the process $\left(\left(\breve{S}_{0}^{*}\right)^{-1} \circ\left(\check{\Psi}_{u}\right)^{-1}\left(B_{u}\right)\right)_{u \geqslant 0}$, which appears in Definition 1.2, and out of which one constructs $\check{X}_{t}^{*(n)}$ by the change of time

$$
U^{*}(t)=\int_{0}^{t} \check{\lambda}_{s}^{*}\left(\check{X}_{s}^{*}\right)^{-2} d s, \quad t \in\left[0, \check{T}^{*}\right)
$$

We will also denote

$$
\check{T}_{\varepsilon}^{*}=\sup \left\{t \geqslant 0 \mid \check{\lambda}_{t}^{*}\left(\check{X}_{t}^{*}\right)>\varepsilon\right\} .
$$

We use the fact that, as $n \rightarrow+\infty$, the joint processes

$$
\begin{align*}
& \left(\breve{T}_{\varepsilon}^{*(n)} \wedge t_{\min }^{*(n)} \mathbb{Z}_{n}^{*}, \max \mathbb{Z}_{n}^{*} \wedge 2^{-n} \check{\mathcal{Q}}^{\mathbb{Z}_{n}^{*}}, U^{(n)}\left(\breve{T}_{\varepsilon}^{*(n)}\right) \wedge \check{\mathcal{U}}^{(n)},\right. \tag{4.6}
\end{align*}
$$

$$
\begin{aligned}
& \left.U^{(n)}(t) \wedge U^{(n)}\left(\check{T}_{\varepsilon}^{*(n)}\right) \wedge \check{\mathcal{U}}^{(n)},\left(U^{(n)}\right)^{-1}(u) \wedge \check{T}_{\varepsilon}^{*(n)} \wedge t_{\min }^{*(n)} \mathbb{Z}_{n}^{*}, \max \mathbb{Z}_{n}^{*} \wedge 2^{-n} \check{\mathcal{Q}}^{Z_{n}^{*}}\right)_{x \in \mathbb{Z}_{n}^{*}, t \geqslant 0, u \geqslant 0}
\end{aligned}
$$

converges a.s. to

$$
\begin{aligned}
& \left(\check{T}_{\varepsilon}^{\beta, a}, U\left(\check{T}_{\varepsilon}^{\beta, a}\right),\right. \\
& \quad \beta_{\left(\tau_{a^{2} / 2}^{\beta}-t\right) \wedge\left(\tau_{a^{2} / 2}^{\beta}-\breve{T}_{\varepsilon}^{\beta, a}\right)}, \phi^{(a)}(x)^{2}-2 \ell_{\tau_{a^{2} / 2}^{\beta}}^{\beta}(x)+2 \ell_{\left(\tau_{a^{2} / 2}^{\beta}-t\right) \wedge\left(\tau_{a^{2} / 2}^{\beta}-\breve{T}_{\varepsilon}^{\beta, a,}\right)}^{\beta}(x), \\
& \left.U(t) \wedge U\left(\breve{T}_{\varepsilon}^{\beta, a}\right),(U)^{-1}(u) \wedge \breve{T}_{\varepsilon}^{\beta, a}\right)_{x \in I(\phi(a)), t \geqslant 0, u \geqslant 0 .} .
\end{aligned}
$$

If we add to the family (4.6) the processes $\left(\phi^{(0)}(x)^{2}, \beta_{t}, \phi^{(a)}(x)^{2}\right)_{x \in \mathbb{R}, 0 \leqslant t \leqslant \tau_{a^{2} / 2}^{\beta}}$ and $\left(\left(\breve{S}_{0}^{*(n)}\right)^{-1} \circ\right.$ $\left.\left(\widetilde{\Psi}_{u}^{(n, \varepsilon)}\right)^{-1}\left(\widetilde{Z}_{u}^{(n, \varepsilon)}\right)\right)_{u \geqslant 0}$, we get a tight family which has subsequential limits in law as $n \rightarrow+\infty$. Because of the constraints satisfied for finite $n$, any subsequential limit in law will satisfy:

- $\check{T}_{\varepsilon}^{*}=\breve{T}_{\varepsilon}^{\beta, a}$,
- $\check{X}_{t}^{*}=\beta_{\left(\tau_{a^{2} / 2}^{\beta}-t\right)}$ for $t \leqslant \check{T}_{\varepsilon}^{*}$,
- $\ell_{\tau_{a^{2} / 2}^{\beta}}^{\beta}(x)-\ell_{\alpha_{a^{2} / 2}^{\beta}-t}^{\beta}(x)$ is the local time process of $\check{X}_{t}^{*}$ for $t \leqslant \check{T}_{\varepsilon}^{*}$.

So we get the equality in law between

$$
\left(\check{X}_{t}^{*}, \phi^{(a)}(x)^{2}\right)_{x \in \mathbb{R}, 0 \leqslant t \leqslant \check{T}_{\varepsilon}^{*}}
$$

and

$$
\left(\beta_{\left(\tau_{a^{2} / 2}^{\beta}-t\right)}, \phi^{(a)}(x)^{2}\right)_{x \in \mathbb{R}, 0 \leqslant t \leqslant \check{T}_{\varepsilon}^{\beta, a}} .
$$

Taking $\varepsilon \rightarrow 0$, we get the equality in law between

$$
\left(\check{X}_{t}^{*}, \phi^{(a)}(x)^{2}\right)_{x \in \mathbb{R}, 0 \leqslant t \leqslant \check{T}^{*}}
$$

and

$$
\left(\beta_{\left(\tau_{a^{2} / 2}^{\beta}-t\right)}, \phi^{(a)}(x)^{2}\right)_{x \in \mathbb{R}, 0 \leqslant t \leqslant \widetilde{T}^{\beta}, a} .
$$

This finishes our proof.
Note that a posteriori, once the above identity in law established, one can show that the Brownian motion $\left(B_{u}\right)_{u \geqslant 0}$ driving the self repelling diffusion $\left(\check{X}_{t}^{*}\right)_{x \in \mathbb{R}, 0 \leqslant t \leqslant T_{T}^{*}}$ can be constructed on the same probability space as $\left(\phi^{(0)}(x)^{2}, \beta_{t}, \phi^{(a)}(x)^{2}\right)_{x \in \mathbb{R}, 0 \leqslant t \leqslant \tau_{a^{2} / 2}^{\beta}}$, and the convergence of $\left(Z_{u \wedge U^{(n)}\left(\breve{T}_{\varepsilon}^{*(n)}\right) \wedge \check{\mathcal{U}}^{(n)}}^{(n)}\right)_{u \geqslant 0}$ to $\left(B_{u \wedge U^{*}\left(\breve{T}_{\varepsilon}^{*}\right)}\right)_{u \geqslant 0}$ can be upgraded from in law as in Lemma 4.8 to
almost sure. However, in our proof we carefully avoid using that a priori, and only rely on the convergence in law.

Combining Theorem 1.4 and Proposition 2.1 (1) one immediately gets the following:
Corollary 4.12. Let be the triple

$$
\left(\phi^{(0)}(x)^{2}, \beta_{t}, \phi^{(a)}(x)^{2}\right)_{x \in \mathbb{R}, 0 \leqslant t \leqslant \tau_{a^{2} / 2}^{\beta}},
$$

jointly distributed as in Ray-Knight identity (Theorem 1.1) and $I\left(\phi^{(a)}\right)$ be the connected component of 0 in $\left\{x \in \mathbb{R} \mid \phi^{(a)}(x)>0\right\}$. Let I be another, deterministic, subtinterval of $\mathbb{R}$ and $\check{\lambda}_{0}$ an admissible initial occupation profile on $I$. Let $\left(\check{X}_{t}, \check{\lambda}_{t}(x)\right)_{x \in I, 0 \leqslant t \leqslant 工}$ be the self-repelling diffusion on $I$ with initial occupation profile $\check{\lambda}_{0}$, started from $x_{0} \in I$. Let

$$
\check{S}_{0}^{*}(x)=\int_{0}^{x} \phi^{(a)}(r)^{-2} d r, x \in I\left(\phi^{(a)}\right), \quad \check{S}_{0}(x)=\int_{x_{0}}^{x} \check{\lambda}_{t}(r)^{-1} d r, x \in I .
$$

Let $t \mapsto \theta(t)$ be the change of time

$$
d \theta(t)=\check{\lambda}_{0}\left(\check{S}_{0}^{-1} \circ \check{S}_{0}^{*}\left(\beta_{\tau_{a^{2} / 2}^{\beta}-t}\right)\right)^{2} \phi^{(a)}\left(\beta_{\tau_{a^{2} / 2}^{\beta}-t}\right)^{-4} d t
$$

Then then process

$$
\left(\check{S}_{0}^{-1} \circ \breve{S}_{0}^{*}\left(\beta_{a_{a^{2} / 2}^{\beta}-\theta^{-1}(t)}\right),\left(\left(\phi^{(a)}\right)^{2}-2 \ell_{\tau_{a^{2} / 2}^{\beta}}^{\beta}+2 \ell_{\tau_{a^{2} / 2}^{\beta}-\theta^{-1}(t)}^{\beta}\right)\left(\left(\check{S}_{0}^{*}\right)^{-1} \circ \breve{S}_{0}(x)\right)\right)_{x \in I, 0 \leqslant t \leqslant \theta\left(\check{T}_{a}^{\beta}\right)}
$$

has same law as $\left(\check{X}_{t}, \check{\lambda}_{t}(x)\right)_{x \in I, 0 \leqslant t \leqslant \check{T}}$.
Remark 4.13. Note that the process $\left(\beta_{a^{2} / 2}^{\beta}-t\right)_{0 \leqslant t \leqslant \tau_{a^{2} / 2}^{\beta}}$ has same law as $\left(\beta_{t}\right)_{0 \leqslant t \leqslant \tau_{a^{2} / 2}^{\beta}}$, so the two processes can be interchanged in Theorem 1.4, Corollary 3.3 and Corollary 4.12 ,

## 5. Convergence for general initial occupation profile

In the sequel $I, \check{X}_{t}, \check{\lambda}_{t}$ will denote the general setting, $\check{X}_{t}^{*}$ and $\check{\lambda}_{t}^{*}$ being reserved for the case $\check{\lambda}_{0}^{*}(x)=\phi^{(a)}(x)^{2}$. Next we show that a discrete space nearest neighbor self-repelling jump process as in Corollary 3.3, but with general initial occupation profile, can be embedded into a continuous self-repelling diffusion.

Proposition 5.1. Let $\mathbb{J}$ be a finite subset of $\mathbb{R}$ containing 0 . Let $\check{\lambda}_{0}^{\mathbb{J}}$ be a positive function on $\mathbb{J}$. Let be $\left(\check{X}_{q}^{\mathbb{J}}, \check{\lambda}_{0}^{\mathbb{J}}(x)\right)_{x \in \mathbb{J}, 0 \leqslant q \leqslant \check{\mathcal{Q}}^{\mathbb{J}}}$, the nearest neighbor self-repelling jump process on $\mathbb{J}$ introduced previously $((\sqrt[3.3]{ }),(\sqrt{3.4}),(3.5))$, started from 0 . Let $q_{\min \mathbb{J}, \max \mathbb{J}}$ the first time $q$ when $\check{X}_{q}^{\mathbb{J}}$ reaches $\min \mathbb{J}$ or $\max \mathbb{J}$.

Let $\varphi=\varphi^{\check{\lambda}}{ }_{0}^{\mathbb{J}}$ be the Gaussian free field $\phi^{(a)}$, with $a=\check{\lambda}_{0}^{\mathbb{J}}(0)^{\frac{1}{2}}$, conditioned on $\phi^{(a)}$ being positive on $[\min \mathbb{J}, \max \mathbb{J}]$, and on $\phi^{(a)}(x)=\check{\lambda}_{0}^{\mathbb{J}}(x)^{\frac{1}{2}}$ for all $x \in \mathbb{J}$. In other words, $\varphi / \sqrt{2}$ is obtained by interpolating between values $\check{\lambda}_{0}^{\mathbb{J}}(x)^{\frac{1}{2}} / \sqrt{2}$ for consecutive points $x \in \mathbb{J}$ with independent Brownian bridges conditioned on staying positive, and by adding below min $\mathbb{J}$ and above max $\mathbb{J}$ two independent Brownian motions, the first one time-reversed, started from $\check{\lambda}_{0}^{\mathbb{J}}(\min \mathbb{J})^{\frac{1}{2}} / \sqrt{2}$ and from $\check{\lambda}_{0}^{\mathbb{J}}(\max \mathbb{J})^{\frac{1}{2}} / \sqrt{2}$ respectively.

Let $I(\varphi)$ be the connected component of 0 in the non-zero set of $\varphi$. Let be $\left(\check{X}_{t}^{\varphi}, \check{\lambda}_{t}^{\varphi}(x)\right)_{x \in I(\varphi), 0 \leqslant t \leqslant \check{T}^{\varphi}}$ be, conditional on $\varphi$, the self-repelling diffusion on $I(\varphi)$, started from 0 , with initial occupation profile $\check{\lambda}_{0}^{\varphi}(x)=\varphi(x)^{2}$, $\check{T}^{\varphi}$ being the first time one of the $\check{\lambda}_{t}^{\varphi}(x)$ reaches 0 . Let $t_{\min \mathbb{J}, \max \mathbb{J}}$ be the first time $t$ when $\check{X}_{t}^{\varphi}$ reaches $\min \mathbb{J}$ or $\max \mathbb{J}$.

Let be

$$
Q^{\mathbb{J}, \varphi}(t)=\sum_{x \in \mathbb{J}} \check{\ell}_{t}^{\varphi}(x),
$$

where $\check{\ell}_{t}^{\varphi}(x)=\left(\check{\lambda}_{0}^{\varphi}(x)-\check{\lambda}_{t}^{\varphi}(x)\right) / 2$ is the local time process of $\check{X}_{t}^{\varphi}$. Denote $\left(Q^{\mathbb{J}, \varphi}\right)^{-1}$ the rightcontinuous inverse of $Q^{\mathbb{J}, \varphi}$. Then the process

$$
\begin{equation*}
\left.\left(\check{X}_{\left(Q^{\mathbb{J}, \varphi}\right)^{-1}(q)}^{\varphi}, \check{\lambda}_{\left(Q^{\mathbb{J}, \varphi}\right)^{-1}(q)}(x)\right)_{x \in \mathbb{J}, 0 \leqslant q \leqslant Q^{\mathbb{J}, \varphi}\left(\check{T}^{\varphi}\right) \wedge Q^{\mathbb{J}, \varphi}\left(t_{\min \mathrm{J}, \max \mathbb{J}}^{\varphi}\right)}\right) \tag{5.1}
\end{equation*}
$$

has same law as

$$
\begin{equation*}
\left(\check{X}_{q}^{\mathbb{J}}, \check{\lambda}_{0}^{\mathbb{J}}(x)\right)_{x \in \mathbb{J}, 0 \leqslant q \leqslant \check{\mathcal{Q}}^{\mathbb{J}} \wedge q_{\text {min } \mathbb{J}, \operatorname{max~J}} .} . \tag{5.2}
\end{equation*}
$$

Proof. For $\left(\check{\lambda}_{0}^{\mathbb{J}}(x)\right)_{x \in \mathbb{J} \backslash\{0\}}$ not fixed, but random, distributed as $\left(\phi^{(a)}(x)^{2}\right)_{x \in \mathbb{J} \backslash\{0\}}, \phi^{(a)}$ being conditioned on being positive on $[\min \mathbb{J}$, max $\mathbb{J}]$, the identity in law is a direct consequence of Corollary 3.3 and Theorem 1.4. To conclude that the identity in law disintegrated according the values of $\left(\check{\lambda}_{0}^{\mathbb{J}}(x)\right)_{x \in \mathbb{J} \backslash\{0\}}$ also holds, it is sufficient to show that both sides of the identity, (5.1) and (5.2), are continuous with respect to $\left(\check{\lambda}_{0}^{\mathbb{J}}(x)\right)_{x \in \mathbb{J} \backslash\{0\}}$. The continuity of the law of (5.2) with respect to $\left(\check{\lambda}_{0}^{\mathbb{J}}(x)\right)_{x \in \mathbb{J} \backslash\{0\}}$ is clear from the construction. As for (5.1), first the law of $(\varphi(x))_{x \in[\operatorname{min~\mathbb {~},\operatorname {max}\mathbb {J}]} \text {, }}$, hence the law of $\left(\check{\lambda}_{0}^{\varphi}(x)\right)_{x \in[\min \mathbb{J}, \max \mathbb{J}]}$, depends continuously on $\left(\check{\lambda}_{0}^{\mathbb{J}}(x)\right)_{x \in \mathbb{J} \backslash\{0\}}$, and second, according to Lemma [2.2, the law of (5.1) depends continuously on $\left(\grave{\lambda}_{0}^{\varphi}(x)\right)_{x \in[\min \mathbb{J}, \max \mathbb{J}]}$.

Proof of Theorem 1.3. We will first consider the case of $I$ bounded. Without loss of generality, we assume that $0 \in I$ and $\check{X}_{0}=0$. We also slightly simplify by taking $\check{X}_{0}^{(n)}=\check{X}_{0}=0$ for all $n$. Using the notations of Proposition 5.1, let be $J^{(n)}=2^{-n} \mathbb{Z} \cap I$ and $\varphi^{(n)}$ the conditioned GFF interpolating between $\left(\check{\lambda}_{0}(x)^{\frac{1}{2}}\right)_{x \in \mathbb{J}(n)}$. By Proposition 5.1, we can take

$$
\begin{gather*}
\check{X}_{t}^{(n)}=\check{X}_{\left(Q^{\left.\mathbb{J}^{(n)}, \varphi^{(n)}\right)^{-1}\left(2^{n} t\right)}\right.}^{\varphi^{(n)}}, \check{\lambda}_{t}^{(n)}(x)=\check{X}_{\left(Q^{\mathbb{J}(n), \varphi^{(n)}}\right)^{-1}\left(2^{n} t\right)}^{\varphi^{(n)}}(x),  \tag{5.3}\\
t \leqslant 2^{-n} Q^{\mathbb{J}^{(n)}, \varphi^{(n)}}\left(\check{T}^{\varphi^{(n)}} \wedge t_{\min \mathbb{J}^{(n)}, \max \mathbb{J}^{(n)}}^{\varphi^{(n)}}\right),
\end{gather*}
$$

where $t_{\min \mathbb{J}(n), \max \mathbb{J}^{(n)}}^{\varphi^{(n)}}$ is the first time $\check{X}_{t}^{\varphi^{(n)}}$ hits $\min \mathbb{J}^{(n)}$ or $\max \mathbb{J}^{(n)}$.
Lemma 5.2. As $n \rightarrow+\infty$, $\left(\varphi^{(n)}(x)\right)_{x \in I}$ converges in probability to $\left(\check{\lambda}_{0}(x)^{\frac{1}{2}}\right)_{x \in I}$ for the topology of uniform converge on compact subsets of $I$.

Proof. Indeed, given $K$ a compact subinterval of $I$ and $n$ large enough so that $K \subseteq\left[\min \mathbb{J}^{(n)}\right.$, max $\left.\mathbb{J}^{(n)}\right]$, one will obtain $\varphi^{(n)}$ by first interpolating linearly between the values of $\left(\check{\lambda}_{0}(x)^{\frac{1}{2}}\right)_{x \in \mathbb{J}(n)}$, the by adding of order $2^{n}$ independent bridges from 0 to 0 of duration $2^{-n}$, each conditioned by a positivity event. The minimal probability of an event by which we condition will converge to 1 with $n$. Moreover, for an unconditioned bridge, the probability to deviate more than $\varepsilon$ from 0 is $O\left(\exp \left(-k 2^{n} \varepsilon^{2}\right)\right)$, for a constant $k>0$. This beats the $2^{n}$ factor.
 converges in law to $\left(\check{X}_{t \wedge} \check{T}, \check{\lambda}_{t \wedge} \check{T}(x)\right)_{x \in I, t \geqslant 0}$.

Proof. Indeed, by Lemma 5.2, $\left(\check{\lambda}_{0}^{\varphi^{(n)}}(x)\right)_{x \in I}$ converges in probability to $\left(\check{\lambda}_{0}(x)\right)_{x \in I}$ for the topology of uniform convergence on compact subsets, the law of the self-repelling diffusion depends continuously on the initial occupation profile (Lemma 2.2), and the range of $\left(\check{X}_{t \wedge} \check{T}^{\prime}\right)_{t \geqslant 0}$ is a.s. a compact subinterval of $I$.

Lemma 5.4. As $n \rightarrow+\infty$, simultaneously with the convergence in law of Lemma 5.3, we have that $t \mapsto 2^{-n} Q^{\mathbb{J}^{(n)}, \varphi^{(n)}}\left(t \wedge \check{T}^{\varphi^{(n)}} \wedge t_{\min \mathbb{J}^{(n)}, \max \mathbb{J}^{(n)}}^{\varphi^{(n)}}\right)$ converges in law to $t \mapsto t \wedge \check{T}$ for the uniform topology.

Proof. To simplify, we will assume here that all the
and $\left(\check{X}_{t \wedge \check{T}}, \check{\lambda}_{t \wedge \check{T}}(x)\right)_{x \in I, t \geqslant 0}$ live on the same probability space, constructed from the same driving Brownian motion $\left(B_{u}\right)_{u \geqslant 0}$, independent of the $\varphi^{(n)}$. This is always possible to do. Write

$$
\begin{aligned}
2^{-n} Q^{\mathbb{J}^{(n)}, \varphi^{(n)}}\left(t \wedge \check{T}^{\varphi^{(n)}}\right)= & 2^{-n-1} \sum_{x \in \mathbb{J}^{(n)}}\left(\check{\lambda}_{0}^{\varphi^{(n)}}(x)-\check{\lambda}_{t \wedge \check{T}^{\varphi} \varphi^{(n)}}^{(n)}(x)\right) \\
= & 2^{-n-1} \sum_{x \in \mathbb{J}^{(n)}}\left(\check{\lambda}_{0}^{\varphi^{(n)}}(x)-\check{\lambda}_{0}(x)-\check{\lambda}_{t \wedge \check{T}^{\varphi} \varphi^{(n)}}^{(n)}(x)+\check{\lambda}_{t \wedge \check{T}}(x)\right) \\
& +2^{-n-1} \sum_{x \in \mathbb{J}^{(n)}}\left(\check{\lambda}_{0}(x)-\check{\lambda}_{t \wedge \check{T}}(x)\right) .
\end{aligned}
$$

We have that

$$
2^{-n-1} \sum_{x \in \Xi(n)}\left(\check{\lambda}_{0}(x)-\check{\lambda}_{t \wedge \check{T}}(x)\right)
$$

converges a.s. to $t \wedge \check{T}$, uniformly of $[0,+\infty)$. Moreover,

$$
\begin{aligned}
& \mid 2^{-n-1} \sum_{x \in \mathbb{J}^{(n)}}\left(\check{\lambda}_{0}^{\varphi^{(n)}}(x)-\check{\lambda}_{0}(x)-\check{\lambda}_{t \wedge \check{T}^{\varphi} \varphi^{(n)}}^{(n)}(x)+\check{\lambda}_{\left.t \wedge \check{T}^{\prime}(x)\right) \mid}\right. \\
& \quad \leqslant(1+|I|) \frac{1}{2} \max _{x \in \mathbb{J}(n), s \geqslant 0}\left|\check{\lambda}_{0}^{\varphi^{(n)}}(x)-\check{\lambda}_{0}(x)-\check{\lambda}_{s \wedge \check{T}^{\varphi^{(n)}}}^{(n)}(x)+\check{\lambda}_{\left.s \wedge \check{T}^{( }\right)}(x)\right|,
\end{aligned}
$$

$|I|$ being the length of $I$, and the right-hand side converges in probability to 0 . Finally, $t_{\min \mathbb{J}(n), \max \mathbb{J}(n)}^{\varphi^{(n)}}>\check{T}^{\varphi^{(n)}}$ with probability converging to 1 .
Lemma 5.5. As $n \rightarrow+\infty$, the process
converges in law to $\left(\check{X}_{t \wedge \check{T}}, \check{\lambda}_{t \wedge \check{T}}(x)\right)_{x \in I, t \geqslant 0}$.
Proof. This follows from (5.3), Lemma 5.3 and the convergence of

$$
t \mapsto 2^{-n} Q^{\mathbb{J}^{(n)}, \varphi^{(n)}}\left(t \wedge \check{T}^{\varphi^{(n)}} \wedge t_{\left.\min \mathbb{J}(n), \max \mathbb{J}^{(n)}\right)}^{\varphi^{(n)}}\right)
$$

in law to $t \mapsto t \wedge \check{T}$ (Lemma 5.4).
To finish the proof of Theorem 1.3, observe that by Lemma 5.5.

$$
\left.\check{\lambda}_{2^{-n} Q^{J(n), \varphi}(n)}^{\left(\breve{T}^{\varphi}(n)\right.} \wedge t_{\min J^{\varphi}(n), \max J(n)}\right)\left(\check{X}_{2^{-n} Q^{J(n), \varphi}(n)}^{\left(\breve{T}^{\varphi} \varphi^{(n)} \wedge t_{\min J} \mathrm{~J}^{(n)}, \max J^{(n)}\right)}\right)
$$

converges in probability to $\check{\lambda}_{\breve{T}}\left(\check{X}_{\breve{T}}\right)=0$, thus $\breve{T}_{\varepsilon}^{(n)}<2^{-n} Q^{\mathbb{J}^{(n)}, \varphi^{(n)}}\left(\breve{T}^{\varphi^{(n)}} \wedge t_{\min \mathbb{J}^{(n)}, \max \mathbb{J}^{(n)}}^{\varphi^{(n)}}\right)$ with probability converging to 1 .

Finally, if $I$ is unbounded, it is enough to consider an increasing family of bounded subintervals of $I$ which at the limit gives $I$, as the range of $\check{X}_{t \wedge \breve{T}_{\varepsilon}^{(n)}}$ is a.s. bounded.
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