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ABSTRACT

To predict the nonequilibrium flows around a hypersonic vehicle entering the Martian atmosphere, the two-temperature collisional-radiative
model “CoRaM-MARS” has been developed. The species CO2, CO, C2, CN, N2, NO, O2, C, N, O, Ar, CO

þ, Cþ
2 , CN

þ, Nþ
2 , NO

þ, Oþ
2 , C

þ,
Nþ, Oþ, Arþ, and free electrons are taken into account. The model can therefore be used for conditions belonging to wide ranges of tempera-
tures and pressures. The model is vibrationally specific on the ground electronic state of CO2, CO, C2, CN, N2, NO, and O2 and electronically
specific for all species, with a total of almost 445 vibrational states and 1139 electronic states, respectively. Due to the high temperatures
involved (�40 000K), a wide set of elementary processes is considered under electron and heavy particle impact reaching �106 forward and
backward elementary processes. The model is implemented in a 1D Eulerian code simulating the shock crossing of the hypersonic flow in
the conditions of the entry of the EXOMARS Schiaparelli module into the Martian atmosphere.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5114792

I. INTRODUCTION

Since the 1990s, significant works have been devoted to the state-
dependent rate coefficient determination. In addition, the computa-
tional resources have been substantially improved. It is now possible
to elaborate chemical mechanisms at the state level. In the general
framework of the next Martian missions dedicated to the ground
exploration by probes after a successful landing, the elaboration of a
new collisional-radiative (CR) model, able to simulate the complex
chemistry of (a) the formation-relaxation of the shock layer in the
front of the Thermal Protection System (TPS) of an entering body and
(b) the recombination phase close to the after-body, is mandatory to
thoroughly estimate the excited state population densities and the
resulting radiative fluxes. The present paper aims at presenting this
new model called CoRaM-MARS. Its elaboration has been performed
similar to our former CoRaM-AIR model.1 Due to the CO2-N2-Ar
mixture concerned by the Martian entries, the present model is richer
than CoRaM-AIR in terms of excited states. Beyond the vibrational
approach used to describe the behavior of the diatomic molecules, one
main interest of the present model is the detailed treatment performed

for the vibration of CO2 for which (a) the three modes are separated
and (b) the different vibrational excited states are considered as full
species and behave freely.

This new model has been implemented in a 1D Eulerian compu-
tational fluid dynamics (CFD) code. The relaxation of the mixture is
studied in the downstream conditions of a shock produced by the
hypersonic entry of the EXOMARS Schiaparelli module into the
Martian atmosphere.2 We assume that the mixture is characterized by
two translational temperatures (TA for heavy particles and Te for elec-
trons) in thermal nonequilibrium (Te 6¼ Ta). The electron and heavy
particle-induced collisional elementary processes as well as the radia-
tive elementary processes are thoroughly discussed in Sec. II. As far as
the missing data are concerned, relevant assumptions are proposed.
After the presentation of the database, the specific behaviors of the
mixture are analyzed in reference situations. The discussion is focused
on the consequences of thermal nonequilibrium on the dissociation-
ionization situations. This discussion is provided in Sec. III. The
dynamics of the vibrational distributions is analyzed. Those related to
the electronic excited states responsible for the radiative signature of
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the plasma are also discussed. Finally, we focus our attention on the
vibrational distribution of the three modes of CO2.

II. CoRAM-MARS COLLISIONAL-RADIATIVE MODEL

A. Involved species, database

We have adopted an approach similar to that developed in our
model devoted to air.1 The diatomic molecules have been considered
on each vibrational state on their electronic ground state X. However,
for CO2, the situation is more tricky. Indeed, considering CO2 with
the same approach would lead to too many vibrational states owing to
the three vibrational modes of this molecule. A rapid estimate has led
to about 7500 states assuming a behavior of the harmonic oscillator
type and to about 10 000 states assuming that the CO2 molecules
behave like anharmonic oscillators. We have therefore considered a
complementary approach for which CO2 molecules are assumed to be
harmonic oscillators and separated in two sets according to their vibra-
tional excitation energy. The first set is denoted as G1 group molecules
whose vibrational energy is lower than a certain threshold
EG1!G2
v

¼ 0:8 eV. The choice of EG1!G2
v

results from the rate coeffi-
cients reported in the literature (see Sec. II B 1). In group G1, the mole-
cules can be simultaneously excited in their different vibrational
modes. The related vibrational states are labeled (v1 v2 v3) where v1, v2,
and v3 are the vibrational quantum numbers relative to the symmetric
stretching mode, to the bending mode, and to the asymmetric mode,
respectively. The influence of the quantum number l2 resulting from

the vibrational bending3 has been totally ignored, except for the calcu-
lation of the degeneracy of the bending mode excited levels. Beyond
the threshold EG1!G2

v
, the second set G2 groups the CO2 molecules

that can be considered to be excited in any vibrational mode but with
the other modes totally deactivated. The related vibrational states are
labeled (v100), (0v20), or (00v3). Using this approach, the global disso-
ciation rate coefficient of CO2 under self-impact has been estimated
and matches rather well the experimental results over the range of
3000K< TA < 7000K.4,5 This approach is more detailed than the one
developed by Kozak and Bogaerts6 but simpler than the one used by
Silva et al.7 or Berthelot and Bogaerts8 since these last authors
have also considered the (quadratic) coupling between harmonic
oscillators. The model for CO2 has been finally enriched by the triplet
states 3

R
þ
u ;

3
Du;

3
R
�
u to have a global view of the electronic excitation

of this molecule. The part of the concerned energy diagram is reported
in Fig. 1.

The chemistry of the mixture can lead to the formation of
numerous compounds. The 21 species concerned CO2, CO, C2, CN,
N2, NO, O2, C, N, O, Ar, CO

þ, Cþ
2 , CN

þ, Nþ
2 , NO

þ, Oþ
2 , C

þ, Nþ, Oþ,
and Arþ are detailed in Table I. Each vibrational state is considered for
the molecules on their electronic ground state. Otherwise, the mole-
cules are treated only on their electronic excitation, as for the atoms
and atomic ions. The concerned energy diagram has been taken from
the NIST database for the atoms and the atomic ions and from the
CoRaM-AIR model for the species N2, NO, O2, N

þ
2 , NO

þ, and Oþ
2 .

FIG. 1. Energy diagram for the CO2 molecules.
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For CO, C2, CN, CO
þ, Cþ

2 , and CNþ, the energy diagram is derived
from the data reported in Refs. 9–19. CoRaM-MARS considers a total
of 445 vibrational states and 1139 electronic states.

B. Elementary processes

The mixture is considered to be in thermal nonequilibrium. The
electron energy distribution function is assumed Maxwellian at Te as a
result of the efficiency of the elastic collisions. In contrast to the case of
discharges,20,21 no electric field is involved in the present flow condi-
tions and the density is assumed sufficiently high to induce the ther-
malization of electrons. This assumption avoids the resolution of the
Boltzmann equation whose treatment would be time-consuming
owing to the high number of states involved. The electron temperature
Te is assumed different from the kinetic temperature TA. In addition,
the rotational mode of the molecules is assumed driven by heavy
particle-induced collisions according to time scales shorter than those
of the temporal evolutions put forward in Secs. IIID and III E. As a
result, the rotational distribution is assumed Boltzmannian at TA.
Although previous works22 have clearly showed that rotation departs
from a Boltzmann distribution, this assumption seems justified regard-
ing the calculations performed by Panesi et al.23,24 already discussed
for air.1 The distance required to reach a rotational equilibrium is
xR ¼ u s0R n

0=n, where s
0
R ¼ 2� 10�7 s; n0 ¼ 7:2� 1022 m�3, and n

is the density of the present case. We will see in Sec. IIID 1 that u
� 600 m s�1 and n � 4� 1022 m�3. This leads to xR � 2� 10�4 m
and corresponds to positions close to the shock front. Regarding the
specific abscissa where dissociation takes place (see Sec. IIID2), the
assumption of a Boltzmann distribution for rotation is justified.

All elementary processes taken into account in CoRaM-AIR have
been considered in the present model.1 The related rate coefficients
have been reused. In Secs. IIB 1–IIB 4, we therefore expose the model
concerning the additional species only.

1. Vibrational processes and dissociation

We first discuss hereafter the case of CO2. The model has been
elaborated to be used even at low pressure. As a result, the perfect cou-
pling between the first and second vibrational modes of CO2 through
the Fermi resonance

CO2ð100Þ þM ! CO2ð020Þ þM (1)

may not be systematically observed. We have therefore considered a
finite collisional rate for process (1) denoted as kFR. As far as we know,
no estimate of this rate coefficient has been experimentally performed
at temperature higher than 300K.25 We have therefore used the
approach described by Herzfeld26 to obtain the rate coefficient at
higher temperature. The results of this approach have been success-
fully used by Blauer and Nickerson27 to evaluate numerous rate coeffi-
cients involving CO2 molecules of similar vibrational energy grouped
at fictitious levels. The rate coefficient of the Fermi resonance (1) is
displayed in Fig. 2. It is important to mention that the rate coefficient
weakly depends on TA. The values are very close to 3� 10�17 m3 s�1

over the range of 1000K< TA < 10 000K. Joly and Roblin25 reviewed
the experimental values of this rate coefficient, available at 300K only.
The value of 3� 10�17 m3 s�1 belongs to the experimental interval. As
a result, the rate coefficient displayed in Fig. 2 has been used for

TABLE I. Species and their different states involved in CoRaM-MARS.

Type Species States

Molecules CO2 X1
R
þ
g (123 vibrational states), 3Rþ

u ;
3
Du;

3
R
�
u

N2 X1
R
þ
g ðv ¼ 0 ! 67Þ; A3

R
þ
u ; B

3
Pg ; W

3
Du; B

03
R
�
u ; a

01
R
�
u ; a

1
Pg ; w

1
Du; G

3
Dg ; C

3
Pu; E

3
R
þ
g

O2 X3
R
�
g ðv ¼ 0 ! 46Þ; a1Dg ; b

1
R
þ
g ; c

1
R
�
u ; A

03
Du; A

3
R
þ
u ; B

3
R
�
u ; f

1
R
þ
u

C2 X1
R
þ
g ðv ¼ 0 ! 36Þ; a3Pu; b

3
R
�
g ; A

1
Pu; c

3
R
þ
u ; d

3
Pg ; C

1
Pg ; e

3
Pg ; D

1
R
þ
u

NO X2
Pðv ¼ 0 ! 53Þ; a4P; A2

R
þ; B2

P; b4R�; C2
P; D2

R
þ; B02

D; E2
R
þ; F2

D

CO X1
R
þðv ¼ 0 ! 76Þ; a3P; a03Rþ; d3D; e3R�; A1

P; I1R�; D1
D
�; b3Rþ; B1

R
þ

CN X2
R
þðv ¼ 0 ! 41Þ; A2

P; B2
R
þ; D2

P; E2
R
þ; F2

D

Molecular ions Nþ
2 X2

R
þ
g ; A

2
Pu; B

2
R
þ
u ; a

4
R
þ
u ; D

2
Pg ; C

2
R
þ
u

Oþ
2 X2

Pg ; a
4
Pu; A

2
Pu; b

4
R
�
g

Cþ
2 X4

R
�
g ; 1

2
Pu;

4
Pu; 1

2
R
þ
g ; 2

2
Pu; ~B

4
R
�
u ; 1

2
R
þ
u

NOþ X1
R
þ; a3Rþ; b3P; W3

D; b03R�; A01
R
þ; W1

D; A1
P

COþ X2
R
þ; A2

P; B2
R
þ; C2

D

CNþ X1
R
þ; a3P; 1

D; c1Rþ

Atoms N 4So3=2;
2Do

5=2;
2Do

3=2;
2Po

1=2;… (252 states)

O 3P2;
3P1;

3P0;
1D2;… (127 states)

C 3P0;
3P1;

3P2;
1D2;… (265 states)

Ar 1S0;
2½3=2�o2;

2½3=2�o1;
2½1=2�o0;… (379 states)

Atomic ions Nþ 3P0;
3P1;

3P2;
1D2;… (9 states)

Oþ 4So3=2;
2Do

5=2;
2Do

3=2;
2Po

3=2;… (8 states)

Cþ 2Po
1=2;

2Po
3=2;

4P1=2;
4P3=2;… (8 states)

Arþ 2Po
3=2;

2Po
1=2;

2S1=2;
4D7=2;… (7 states)
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process (1) and for the Fermi resonance arising between molecules if
their vibrational energy difference is less than 0.02 eV.

Herzberg’s approach has also been used to determine the rate
coefficient of the vibration-translation (VT) process under atomic or
molecular impact,

CO2ð100Þ þM ! CO2ð000Þ þM; (2)

CO2ð010Þ þM ! CO2ð000Þ þM; (3)

CO2ð001Þ þM ! CO2ð000Þ þM: (4)

The evolution with temperature of the related rate coefficients
kM100;000; k

M
010;000, and kM001;000 is displayed in Fig. 2 for M � CO2. For

the other collision partners, each rate coefficient is multiplied by the
collision efficiency gM with the M-dependent value27 gCO2

¼ gO ¼ 1
and gCO ¼ gN2

¼ gO2
¼ 0:7. The process has been neglected for the

other collision partners. The extrapolation at higher vibrational excita-
tion energy is assumed to be driven by the SSH (Schwartz-Slawsky-
Herzfeld) theory.28Nomultiquanta jump has been considered.

For the other VT processes, especially those involving the (v1 v2
v3) levels, rate coefficients have been mainly calculated by Blauer and
Nickerson27 from Herzberg’s approach. We have recalculated these
rate coefficients since Blauer and Nickerson have considered fictitious
levels grouping molecules of similar vibrational energy. This procedure
has been also performed for the inter- and intra-vibration-vibration
(VV) processes.

The levels of CO2 molecules can also be populated by the
vibration-electron (Ve) elementary processes such as

CO2ð000Þ þ e� ! CO2ð100Þ þ e�; (5)

CO2ð000Þ þ e� ! CO2ð010Þ þ e�; (6)

CO2ð000Þ þ e� ! CO2ð001Þ þ e�: (7)

These excitation processes under electron impact have been
experimentally studied by several authors whose results have been
reviewed by Itikawa.29 The mean behavior of the cross sections has
been considered to derive the rate coefficients ke000;100; k

e
000;010, and

ke000;001 whose temperature dependence is displayed in Fig. 2. The gen-
eralization of these processes at higher vibrational excitation has been
performed using the procedure recommended by Fridman30 valid not
only for diatomic molecules but also for triatomic molecules. Using
this procedure, the rate coefficient for any vibrational excitation v !
v
0 under electron impact is proportional to the rate of the 0 ! 1 exci-
tation modulated by a relatively simple function of v and v0.

As for diatomic molecules, we have assumed that the dissociation
of the CO2 molecules is the result of the excitation of a virtual vibra-
tional state vmaxþ 1 close to the last bound levels (vmax

1 00), (0vmax
2 0),

and (00vmax
3 ) since TA is at a maximum value of �15 000K during the

dissociation.31 This excitation may be due to the impact of molecules
pumping those of the level vmax or to that of atoms pumping mole-
cules of any vibrational level. These assumptions are the same as those
considered in CoRaM-AIR, and the rate coefficients considered in
Ref. 1 have been reused.

For the CO, CN, and C2 molecules, vibrational processes have
also been taken into account. VT processes under molecular (VT-m)
and atomic (VT-a) impact are implemented in CoRaM-MARS. (VV)
exchanges can also play a significant role as well as (Ve) elementary
processes. Table II summarizes these processes. As far as we know, no
result has been published on the CO and N2 vibrational de-excitation
under CO2 and CO molecule impact, respectively. We have therefore
assumed that the related rate coefficients are similar to those of the
CO vibrational de-excitation under CO impact and the N2 vibrational
de-excitation under N2 impact reported in Refs. 32 and 33, respec-
tively. These rate coefficients are corrected by the square root of the
reduced mass ratio resulting from the fact that the collision partner
has changed. It is also important to mention that the elementary data
about CN and C2 are lacking. Analogies are consequently to be done.
The spectroscopic constant xe of C2 and CN is close to that of NO
and CO, respectively. As a result, the rate coefficients of VT de-
excitation v¼ 1 ! 0 of C2 and CN have been assumed to be equal to
those of the equivalent processes involving NO and CO, respectively.
The extrapolation over the vibrational distribution is performed by
using a scaling function estimated from the SSH theory, modified for
an anharmonic vibrational distribution.32 For the (Ve) processes of C2

and CN, we have assumed the same v¼ 0 ! 1 excitation rate coeffi-
cient as for NO and for CO, respectively. These v¼ 0 ! 1 excitation
rate coefficients have been calculated by Laporta et al.34,35 The electron
energy range concerned by the results displayed in Secs. IIID and III E
corresponds approximately to the resonance with the associated anion.
For N2, the agreement between the experimental results and those
obtained by Laporta et al. assuming only the resonant channel are
quite satisfactory until electron energies are �5 eV.36 We have there-
fore neglected the nonresonant channel. The extrapolation over the
vibrational distribution is performed using the approach proposed by
Fridman.30

The rate coefficients for the dissociation of the excited CO, CN,
C2, CO

þ, CNþ, and Cþ
2 molecules have been taken from the work of

Park,37 Gorelov et al.,38 and Lecointre et al.39 For the dissociation of
diatomic molecules not reported in the previous references, we have
taken the rate coefficients estimated in our previous work.1,40

FIG. 2. Temperature dependent rate coefficients kFR, k
CO2

100;000; k
CO2

010;000; k
CO2

001;000;
ke000;100; k

e
000;010, and k

e
000;001 for the Fermi resonance (1) and the deexcitation pro-

cesses (2)–(4) and (5)–(7), respectively.
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Under heavy particle impact, the dissociation rate coefficient
depends on the vibrational excitation of the excited molecule con-
cerned. Since the vibrationally specific approach is used for the ground
electronic states only, an assumption is done about the vibrational dis-
tribution of the excited electronic states of CO2, CO, CN, and C2. We
assumed that this distribution is Boltzmannian with the vibrational
temperature Tv calculated as the excitation temperature of the first five
vibrational states of the ground electronic state of the related molecule.
This excitation temperature can be considered as a “vibrational tem-
perature” if the calculated distribution is not too far from a Boltzmann
distribution. The dissociation rate coefficient under heavy particle
impact is then assumed driven by the correction of Krivonosova
et al.41

The rate coefficients reported by the literature are often related to
electronic states without information about the vibrational state
dependence. Starting from the rate coefficient k for the whole distribu-
tion, we use the Vibrational Reallocation Procedure (VRP) to derive
the vibrationally dependent rate coefficient kv.

1,42

Regarding the noncarbonated molecules, all the collisional model
of Refs. 1 and 42 has been completely reused, including, in particular,
the multiquanta transitions.43–45

2. Electronic excitation and ionization

a. Molecular species. The ionization rate coefficient under
heavy particle impact has been calculated using Eq. (12) of our
paper,1 whereas that under electron impact has been calculated
using Eq. (13) of the same paper. The excitation from the ground
state X1

R
þ
g has been calculated using Eq. (12) for the heavy

particle-induced collisions1 and Eq. (14) for the electron-induced
collisions since the transition is optically forbidden.1 Some rate
coefficients are listed in Table III.

The electronic excitation of N2, O2, NO, and Nþ
2 under CO

impact has been derived from the work of Park.37 The work of
Surzhikov,46 Zalogin et al.,47 and Park37 have been used concerning
the electronic excitation of CO, CN, and C2 for a part of the excited
states listed in Table I. Again, the lack of data for CN and C2 has to be
underlined. For the other states, the rate coefficient numbered (12) in
our paper1 devoted to air has been used and some of them are reported
in Table III.

The same procedure has been performed for processes under
electron impact. The work of Riahi et al.,48 Olszewski et al.,49 Brunger
and Buckman,50 Zalogin et al.,47 Park,51 and Freund et al.52 have been
used for CO, CN, Cþ

2 , and CO. For the rate coefficient relative to
excited states not reported in the previous papers, we have used the
analytical forms numbered (13) and (14) of our paper1 devoted to air
for allowed and forbidden transitions, respectively.

b. Atomic species. For C and Cþ, the formalism due to Drawin53

has been used since the experimental results are scarce. The relevance
of the cross-sectional set proposed by Drawin has been in part vali-
dated by the calculation of global ionization and recombination rate
coefficients whose values are in relatively good agreement with experi-
mental results.54

3. Neutral exchange

The rate coefficient for the carbonated species has been treated in
the following way. The rate coefficients of the exchange processes,

C2ðdÞ þ O ! COðXÞ þ C; (8)

O2ðXÞ þ C ! COðaÞ þO; (9)

are due to Aliat55 and to the interpolation used in the GriMech 3.0
chemical mechanism56 over the range of 300K < TA < 3000K,
respectively. We have considered that the latter rate coefficient can be
used at higher temperature. From these values, those for the processes,

C2ðiÞ þ O ! COðjÞ þ C; (10)

O2ðiÞ þ C ! COðjÞ þO; (11)

have been determined by using the following assumptions. The ele-
mentary rate coefficient presents a modified Arrhenius form of the
type kðTÞ ¼ ATa e�DEXX0 =ðkBTÞ, where DEXX0 is equal to the threshold
energy if the process is inelastic or is equal to zero elsewhere. The pro-
cess occurs to satisfy the Wigner and Witmer57 rule of correlation of
spin and orbital momentum between reactive and product species (a
factor of 1/10 is then used if this rule is violated).

Other neutral exchange processes have been taken into account.
In particular, those producing CO2 from a collision between CO (in
particular, the backward process of the Boudouard process58), O2, and

TABLE II. Vibrational processes implemented in CoRaM-MARS involving CO, CN, and C2 and additional N2(v) and NO(v) elementary processes with respect to CoRaM-AIR.
1

Processes Reactions References Processes Reactions References

VT-m COðvÞ þ CO ! COðv� 1Þ þ CO 32 VT-a COðvÞ þO ! COðv� 1Þ þO 32

COðvÞ þ N2 ! COðv� 1Þ þ N2 75 C2ðvÞ þO ! C2ðv� 1Þ þ O 32a

COðvÞ þ CO2 ! COðv� 1Þ þ CO2 32b CNðvÞ þO ! CNðv� 1Þ þO 32c

NOðvÞ þ CO ! NOðv� 1Þ þ CO 75

N2ðvÞ þ CO ! N2ðv� 1Þ þ CO 33b

VV COðvÞ þ COðw� 1Þ ! COðv� 1Þ þ COðwÞ 32 Ve COðvÞ þ e� ! COðw > vÞ þ e� 35

COðvÞ þ N2ðw� 1Þ ! COðv� 1Þ þN2ðwÞ 75 C2ðvÞ þ e� ! C2ðw > vÞ þ e� 34a

NOðvÞ þ COðw� 1Þ ! NOðv� 1Þ þ COðwÞ 75 CNðvÞ þ e� ! CNðw > vÞ þ e� 35c

aNO analogy based on similar xe values.
bReduced mass ratio correction.
cCO analogy based on similar xe values.
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TABLE III. Parameters A, a, and B¼DE/kB of the rate coefficient written under the modified Arrhenius form kðTÞ ¼ A Ta e�DE=ðkBTÞ of some excitation, neutral exchange, and
ionization processes under heavy particle impact implemented in CoRaM-MARS.

Elementary processes

Parameters of the rate coefficient

References

kðTAÞ ¼ ATa

A expð�B=TAÞ expressed in m3 s�1

A (m3 s�1 K–a) a B (K)

CO2ðX
1
R
þ
g Þ þ CO2ðX

1
R
þ
g Þ ! CO2ð

3
R
þ
u Þ þ CO2ðX

1
R
þ
g Þ 7.443 � 10–26 1.069 40854 Equation (12) of Ref. 1

CO2ðX
1
R
þ
g Þ þ CO2ðX

1
R
þ
g Þ ! CO2ð

3
DuÞ þ CO2ðX

1
R
þ
g Þ 6.995 � 10–26 1.078 45089 Equation (12) of Ref. 1

CO2ðX
1
R
þ
g Þ þ CO2ðX

1
R
þ
g Þ ! CO2ð

3
R
�
u Þ þ CO2ðX

1
R
þ
g Þ 6.467 � 10–26 1.064 49311 Equation (12) of Ref. 1

CO2ð
3
R
þ
u Þ þ CO2ðX

1
R
þ
g Þ ! CO2ð

3
DuÞ þ CO2ðX

1
R
þ
g Þ 1.073 � 10–24 1.466 2996 Equation (12) of Ref. 1

CO2ð
3
R
þ
u Þ þ CO2ðX

1
R
þ
g Þ ! CO2ð

3
R
�
u Þ þ CO2ðX

1
R
þ
g Þ 2.531 � 10–25 1.408 6800 Equation (12) of Ref. 1

CO2ð
3
DuÞ þ CO2ðX

1
R
þ
g Þ ! CO2ð

3
R
�
u Þ þ CO2ðX

1
R
þ
g Þ 1.067 � 10–24 1.465 3005 Equation (12) of Ref. 1

CO2ðiÞ þ COðX1
R
þÞ ! CO2ðjÞ þ COðX1

R
þÞ kCO2ðiÞþCOðX1

R
þÞ ¼ 1:134� kCO2ðiÞþCO2ðX

1
R
þ
g Þ

CO2ðiÞ þOð3PÞ ! CO2ðjÞ þ Oð3PÞ kCO2ðiÞþOð3PÞ ¼ 1:370� kCO2ðiÞþCO2ðX
1
R
þ
g Þ

COðX1
R
þÞ þ CO2ðX

1
R
þ
g Þ ! COðI1R�Þ þ CO2ðX

1
R
þ
g Þ 1.131 � 10–26 1.097 87895 Equation (12) of Ref. 1

COðX1
R
þÞ þ CO2ðX

1
R
þ
g Þ ! COðD1

D
�Þ þ CO2ðX

1
R
þ
g Þ 1.032 � 10–26 1.102 88990 Equation (12) of Ref. 1

COðX1
R
þÞ þ CO2ðX

1
R
þ
g Þ ! COða03RþÞ þ CO2ðX

1
R
þ
g Þ 2.648 � 10–26 1.054 75823 Equation (12) of Ref. 1

COðX1
R
þÞ þ CO2ðX

1
R
þ
g Þ ! COðd3DÞ þ CO2ðX

1
R
þ
g Þ 1.678 � 10–26 1.075 82791 Equation (12) of Ref. 1

COðX1
R
þÞ þ CO2ðX

1
R
þ
g Þ ! COðe3R�Þ þ CO2ðX

1
R
þ
g Þ 1.235 � 10–26 1.092 86815 Equation (12) of Ref. 1

COðX1
R
þÞ þOð3PÞ ! COðiÞ þ Oð3PÞ kCOðiÞþOð3PÞ ¼ 1:297� kCOðiÞþCO2ðX

1
R
þ
g Þ

COðX1
R
þÞ þ CO2ðX

1
R
þ
g Þ ! COþðX2

R
þÞ þ e� þ CO2ðX

1
R
þ
g Þ 1.202 � 10–28 1.817 14479 Equation (12) of Ref. 1

CNðX2
R
þÞ þ COðX1

R
þÞ ! CNðD2

PÞ þ COðX1
R
þÞ 3.320 � 10–24 1.050 73953 Equation (12) of Ref. 1

CNðX2
R
þÞ þ COðX1

R
þÞ ! CNðE2

R
þÞ þ COðX1

R
þÞ 2.201 � 10–24 1.067 80608 Equation (12) of Ref. 1

CNðX2
R
þÞ þ COðX1

R
þÞ ! CNðF2

DÞ þ COðX1
R
þÞ 2.063 � 10–26 1.070 81556 Equation (12) of Ref. 1

CNðX2
R
þÞ þOð3PÞ ! CNðiÞ þ Oð3PÞ kCNðiÞþOð3PÞ ¼ 1:167� kCNðiÞþCOðX1

R
þÞ

C2ðX
1
R
þ
g Þ þ COðX1

R
þÞ ! C2ða

3
PuÞ þ COðX1

R
þÞ 1.150 � 10–22 1.498 488 Equation (12) of Ref. 1

C2ðX
1
R
þ
g Þ þ COðX1

R
þÞ ! C2ðb

3
R
�
g Þ þ COðX1

R
þÞ 3.086 � 10–25 1.403 7136 Equation (12) of Ref. 1

C2ðX
1
R
þ
g Þ þ COðX1

R
þÞ ! C2ðA

1
PuÞ þ COðX1

R
þÞ 2.060 � 10–23 1.364 9885 Equation (12) of Ref. 1

C2ðX
1
R
þ
g Þ þ COðX1

R
þÞ ! C2ðc

3
R
þ
u Þ þ COðX1

R
þÞ 1.325 � 10–25 1.276 17056 Equation (12) of Ref. 1

C2ðX
1
R
þ
g Þ þ COðX1

R
þÞ ! C2ðC

1
PgÞ þ COðX1

R
þÞ 8.859 � 10–26 1.072 46841 Equation (12) of Ref. 1

C2ðX
1
R
þ
g Þ þ COðX1

R
þÞ ! C2ðe

3
PgÞ þ COðX1

R
þÞ 7.263 � 10–26 1.049 55493 Equation (12) of Ref. 1

C2ðX
1
R
þ
g Þ þ COðX1

R
þÞ ! C2ðD

1
R
þ
u Þ þ COðX1

R
þÞ 6.450 � 10–24 1.044 59371 Equation (12) of Ref. 1

C2ðX
1
R
þ
g Þ þ Oð3PÞ ! C2ðiÞ þOð3PÞ kC2ðiÞþOð3PÞ ¼ 1:161� kC2ðiÞþCOðX1

R
þÞ

C2ðX
1
R
þ
g Þ þ Oð3PÞ ! COðX1

R
þÞ þ Cð3PÞ 7.760 � 10–14 –0.541 0 Equation (12) of Ref. 1

C2ðX
1
R
þ
g Þ þ Oð3PÞ ! COða3PÞ þ Cð3PÞ 6.272 � 10–14 –0.541 11936 Equation (12) of Ref. 1

C2ðX
1
R
þ
g Þ þ Oð3PÞ ! COða03RþÞ þ Cð3PÞ 5.331 � 10–13 –0.541 21831 Equation (12) of Ref. 1

C2ðX
1
R
þ
g Þ þ Oð3PÞ ! COðd3DÞ þ Cð3PÞ 1.137 � 10–14 –0.541 29406 Equation (12) of Ref. 1

C2ðX
1
R
þ
g Þ þ Oð3PÞ ! COðe3R�Þ þ Cð3PÞ 6.037 � 10–14 –0.541 33849 Equation (12) of Ref. 1

C2ðX
1
R
þ
g Þ þ Oð3PÞ ! COðD1

D
�Þ þ Cð3PÞ 4.163 � 10–13 –0.541 36262 Equation (12) of Ref. 1

C2ðd
3
PgÞ þ Oð3PÞ ! COðX1

R
þÞ þ Cð3PÞ 7.662 � 10–12 –1.259 –14466 Rate coefficient55

O2ðX
3
R
�
g Þ þ Cð3PÞ ! COða3PÞ þ Oð3PÞ 9.606 � 10–17 0 348 Rate coefficient56

O2ðX
3
R
�
g Þ þ Cð3PÞ ! COða03RþÞ þOð3PÞ 8.118 � 10–17 0 1024 Equation (12) of Ref. 1

O2ðX
3
R
�
g Þ þ Cð3PÞ ! COðd3DÞ þOð3PÞ 1.732 � 10–16 0 1782 Equation (12) of Ref. 1

O2ðX
3
R
�
g Þ þ Cð3PÞ ! COðe3R�Þ þOð3PÞ 9.291 � 10–17 0 1919 Equation (12) of Ref. 1

O2ðX
3
R
�
g Þ þ Cð3PÞ ! COðD1

D
�Þ þOð3PÞ 6.314 � 10–18 0 2127 Equation (12) of Ref. 1
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NO have been implemented in CoRaM-MARS. The rate coefficients
are due to Chernyi and Losev59 and to the UMIST database (http://
www.udfa.net). The processes involving CN have also been taken
into account. The VRP has been used if necessary to derive the
vibrational state-dependent rate coefficient. Some rate coefficients
given under the modified Arrhenius form kðTÞ ¼ ATa e�DE=ðkBTÞ

are given in Table III.

4. Other collisional processes

Additional processes involving carbonated ions and neutrals are
now considered like charge exchange, excitation transfer, and reassoci-
ation (simultaneous neutral and charge exchange). Some of the
required rate coefficients are reported in the UMIST database. The
related values range between some 10�17 and 10�15m3 s�1 and weakly
depend on TA.

Among the previously mentioned elementary processes, we have
considered the dissociative recombination of COþ, Cþ

2 , and CNþ. The
rate coefficients are taken from the work of Ros�en et al.60 and Mezei
et al.61 for COþ, Le Padellec et al.62 for CNþ, and Mitchell63 for Cþ

2 .
The significance of dissociative recombination has already been put in
evidence behind shock fronts.64 In addition, some excitation transfer
processes between CO, NO, and N2 have been implemented in the
model. The rate coefficients are due to Gorelov et al.38

The excited states of the molecular species can be dissociated
under electron impact. We have used Eq. (8) of our paper devoted to
air1 to give the rate coefficient under the form of a modified Arrhenius
law for the dissociation involving carbonated species.

All the collisional backward processes derived from the forward
processes described above are finally included in the model. Each rate
coefficient is determined using the detailed balance principle.

5. Radiative processes

We have taken into account molecular systems and atomic lines
due to carbonated species. Table IV lists these additional data. Escape fac-
tors have been implemented.1 Except spontaneous emission, the model
has also been enriched by the implementation of radiative recombination
whose significance is obvious at low density. Equation (34) of our paper
on air1 based on the cross section due to Zel’dovich and Raizer65 has
been used. Finally, the Cþ dielectronic recombination,

Cþ þ e� ! Cð1DÞ þ h�; (12)

is also implemented in the model with the rate coefficient determined
by Nussbaumer and Storey.66

III. RESULTS

A. Martian entry conditions

During its atmospheric entry and before its final crash, the land-
ing module Schiaparelli has interacted with atmospheric layers having
different mixing ratios. Above an altitude of �130 km, the N2 and Ar
mixing ratios increase with altitude, while they have the same value as
on the ground for lower altitudes.67 The composition is relatively well
known since the Viking probe landing and has been recently con-
firmed by the Mars Science Laboratory mission.68 The mole fraction
of N2 is equal to that of Ar at 2%. A residual mole fraction is found for
O2 and CO at values equal to 0.15% and 0.06%, respectively. These

traces are due to the atmospheric chemistry induced by the solar irra-
diation. They are too weak to play a significant role. We have therefore
assumed their influence negligible. The retained composition is there-
fore 96% CO2, 2% N2, and 2% Ar.

The most critical phase of the entry takes place before the deceler-
ation peak, when the thermal flux between the shock layer and the TPS
of the spacecraft is maximum. This peak heating (PH) has been pre-
dicted around 70 s after the beginning of the entry phase, at an altitude
of �z0¼ 45km. The actual flight did not confirm these characteristics
since they correspond to the plasma blackout phase. However, we have
considered these conditions as respected. The module had a speed of
u0¼ 5300 m s�1 at this altitude. The local thermodynamic conditions
have been reevaluated through the Mars Science Laboratory mission69

with respect to the Viking program results.70 The pressure, the temper-
ature, and the specific mass at z0 are p0¼ 7.6Pa, TA0¼ 162K, and
q0¼ 2.45� 10�4kg m�3, respectively. This corresponds to a mean
molar mass of 43.4� 10�3kg mol�1 compatible with the mixing ratio
discussed above. In these flight conditions, the Mach number is
M0 ¼ 26:4.

Since flight data have been obtained under an altitude of
z0¼ 28.2 km after the blackout phase,71,72 the second trajectory point
considered in our study corresponds to this low altitude (LA) where
the thermodynamic conditions are p0¼ 57Pa, TA0¼ 192K, and
q0¼ 1.54� 10�3kg m�3. The speed was u0¼ 2550 m s�1. In these
flight conditions, the Mach number is M0 ¼ 11:7. The complete
entry conditions are summarized in Table V.

TABLE IV. Additional molecular systems and atomic lines implemented in CoRaM-
MARS with respect to CoRaM-AIR.1 References where the concerned Einstein coef-
ficients can be found are given.

Species Transitions System/lines References

CO2 X1
R
þ
g v

00 � X1
R
þ
g v

0 Infrared 76

CO X1
R
þ
v
00 � X1

R
þ
v
0 Infrared 77

A1
P� X1

R
þ Fourth positive 77

B1
R
þ � X1

R
þ Hopfield-Birge 77

a03Rþ � a3P Asundi 11

d3D� a3P Triplet 11

b3Rþ � a3P Third positive 77

B1
R
þ � A1

P Angstr€om 11

COþ A2
P� X2

R
þ Comet-tail 77

B2
R
þ � X2

R
þ First negative 77

B2
R
þ � A2

P Baldet-Johnson 77

CN A2
P� X2

R
þ Red 77

B2
R
þ � X2

R
þ Violet 77

B2
R
þ � A2

P Le Blanc 77

C2 A1
Pu � X1

R
þ
g Philips 77

D1
R
þ
u � X1

R
þ
g Mulliken 77

b3R�
g � a3Pu Ballik-Ramsay 77

d3Pg � a3Pu Swan 77

C1
Pg � A1

Pu Deslandres-D’Azambuja 77

e3Pg � a3Pu Fox-Herzberg 77

C Cj ! Ci<j þ h� 1369 Lines NIST

Cþ Cþ
j ! Cþ

i<j þ h� 11 Lines NIST
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B. Initial conditions

In the (PH) or (LA) entry conditions, a shock layer is formed
around the forward heatshield just behind a shock front having a neg-
ligible typical thickness. In a first approximation, the Rankine-
Hugoniot discontinuity equations can be assumed across the shock
front. Electron temperature is assumed frozen since the flow speed is
much lower than the electron speed of sound. As a result, the kinetic
temperature TA(0), the pressure p(0), and the Mach number Mð0Þ of
heavy particles just after the shock front before any chemical activity
(at the abscissa x¼ 0 in Secs. IIID and III E) are given by

TAð0Þ ¼
2þ ðc� 1ÞM2

0

� �

1� cþ 2cM2
0

� �

cþ 1ð Þ2M2
0

TA0; (13)

pð0Þ ¼
1� cþ 2cM2

0

1þ c
p0; (14)

Mð0Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2þ ðc� 1ÞM2
0

1� cþ 2cM2
0

s

; (15)

where a mean value of c¼ 1.3 is used. This value allows us to match
the Mach number sequence along the trajectory given by Tran and
Beck.73 The values of TA(0), p(0), andMð0Þ are then the initial condi-
tions of the system of nonlinear ordinary differential equations pre-
sented in Sec. IIIC.

C. 1D Eulerian code

Since electrons and heavy particles are explicitly considered, the
energy balance is applied for each type of particle. We reduce our
study to the central streamline where the flow can be considered as
one-dimensional along the x-axis in a first approximation. Denoting
eA and ee the internal energy per unit volume, the related equations are
written as

d

dx

eA

q
þ
pA

q
þ
qA

q

u2

2

� �

¼
Qe!A � eSE � QA;RDR

qu
(16)

for heavy particles and

d

dx

ee

q
þ
pe

q
þ
qe

q

u2

2

� �

¼
�Qe!A � eRDR þ QA;RDR

qu
(17)

for electrons, where pA and pe are the pressure and qA and qe the spe-
cific mass of the heavies and electrons, respectively, with q¼ qAþ qe.
Qe!A is the energy given per unit time and per unit volume by elec-
trons to heavies through elastic and inelastic/superelastic processes.
The energy lost by unit volume of the flow per unit time through radi-
ation (spontaneous emission) excluding radiative recombination and
dielectronic recombination is denoted eSE. The form taken by the

energy balance equations (16) and (17) results from the high speed of
the flow denoted u. Additional details may be found in Ref. 40.

Equations (16) and (17) also account for the influence of the radi-
ative recombination,

Aþ
k þ e� ! Ai þ h�; (18)

for an atom A and of the dielectronic recombination of type (12).
These elementary processes have several influences on the balance
equations (16) and (17). Indeed, they lead to the emission of a contin-
uum since the elementary energy conservation is written as

Ek þ
1

2
me v

2
e ¼ Ei þ h�: (19)

As a result, a volumic emission coefficient eRDR (expressed in W m�3)
has to be introduced in (17). This term corresponds to the radiation
emitted during the capture of the electron by the ion during the
process (18). Moreover, radiative and dielectronic recombinations lead
to the decrease in the internal energy of the heavy particles since the
recombination takes place. The energy Ek � Ei is therefore lost. The
related term is denoted QA,RDR per unit volume per unit time and is
introduced in the energy balance for heavies (16). Since the energy
conservation equation of the flow is

d

dx

eA þ ee

q
þ
pA þ pe

q
þ
u2

2

� �

¼
�eSE � eRDR

qu
; (20)

an additional term is required in Eq. (17) involving QA,RDR. This term
can be considered as the influence of the redistribution of the thermal
energy among fewer electrons when the recombination (12) or (18)
takes place.

Previous Eqs. (16) and (17) are solved in coupling with the mass
conservation

d

dx
quð Þ ¼ 0; (21)

the momentum conservation

d

dx
pþ qu2

� �

¼ 0; (22)

and the balance equation relative to the species X in a vibrational or
electronic state i,

dyXi

dx
¼

mXi
Xi;CR½ �

qu
; (23)

using the DVODE library.74 In Eqs. (22) and (23), p¼ pAþ pe is the
total pressure,mXi

is the mass of the species Xi, and [Xi,CR] is the num-
ber density collisional-radiative source term resulting from the ele-
mentary processes discussed above.

D. Analysis of the (PH) conditions:M0 ¼ 26:4

1. Aerodynamic variables

Figure 3 illustrates the aerodynamic variable distribution behind
the shock front. Even if the thickness of the shock layer is only of the
order of several centimeters, the distribution displayed on this figure is
calculated until a quasiuniform zone corresponds to �10 m. We can

TABLE V. Entry conditions.

Conditions
Altitude Speed Pressure Temperature Mach number
z0, km u0, m s�1 p0, Pa TA0, K M0

(PH) 45 5300 7.6 162 26.4

(LA) 28.2 2550 57 192 11.7
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see that the pressure, the mass density, and the speed reach just behind
the shock front (located at x¼ 0) values very close to those observed
in this area. This means that chemistry induced by the heavy particle
temperature TA behind the shock (close to 17 000K) has a rather low
influence on the aerodynamic variables. We can nevertheless observe
this influence for x � 10�2–10 m where pressure and mass density are
increasing, whereas speed is decreasing.

2. Main characteristics of the chemistry

This chemistry is clearly at work in Fig. 4. Indeed, the dissocia-
tion of the flow becomes significant at x � 10�2 m. The density of CO

and O increase as well as the one of N. This dissociation phase induces
the formation of molecules not present in the incoming flow such as
NO and molecular ions, a part of which is subsequently partially disso-
ciated. This dissociation phase also leads to the formation of atomic
ions particularly Cþ whose density equilibrates more or less the elec-
tron density. The following relaxation enables the formation of NOþ

and COþ, leading to the electroneutrality of the flow with electrons.
The temperature reached in this region is too weak to induce a signifi-
cant ionization of Ar, whose influence could be neglected in a first
approximation.

3. Vibrational distributions and vibrational

temperatures

Except Arþ, CO2 is the slower species. In the present conditions,
its relaxation requires �30 m. This behavior is mainly due to the
vibrational structure of this molecule. With its second (bending) mode
whose states close to the dissociation limit are highly degenerated,
the excited states behave like a reservoir when they are sufficiently
populated. For x> 10�1m, they are indeed highly populated. But tem-
peratures have significantly decreased, which still leads to the dissocia-
tion with lower rates. The dissociation is therefore slowed down but
goes on anyway until the final steady state.

An illustration of this reservoirlike behavior is obvious in
Figs. 5–7. These figures correspond to the Boltzmann plots of modes
1, 2, and 3, respectively. We see, in particular, in Fig. 6, for mode 2,
the strong increase in the ratio between density and degeneracy for x
� 10�1m. At the same location, this ratio for the mode 2 excited states
close to the dissociation limit is higher than those of the other modes
by a factor at least equal to 10. Since the degeneracy of these states is
(v2þ 1) and since v2,max¼ 66, the population density is at least higher
by a factor of 100. We can therefore assert that the CO2 molecules in
the flow mostly belong to the second (bending) mode.

These figures also illustrate the regime change for the distribution
at x � 10�3 m. This location corresponds to a coupling from the exci-
tation point of view between the states close to the ground state and

FIG. 4. Evolution behind the shock front of the density of the species in the (PH)
conditions (neutrals in continuous lines and charged species in dashed lines).

FIG. 5. Boltzmann plot of the CO2 (v1, 0, 0) states at x¼ 10�7,…,10 m in the (PH)
conditions.

FIG. 3. Evolution behind the shock front (located at x¼ 0) of the aerodynamic vari-
ables, pressure p, mass density q, and speed u of the flow in the (PH) conditions.
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those close to the dissociation limit. Systematically, the high-lying lev-
els reach rapidly a relatively high excitation temperature characterized
by a weakly negative slope of the mean square line interpolating the
distribution. The relaxation time of the weakly excited levels is higher,
and they remain weakly excited until x � 10�3 m where the connec-
tion between the two distributions takes place. It is also interesting to
note that stretching modes reach a quasiequilibrium distribution char-
acterized by linear Boltzmann plots over its most part, whereas the
bending mode departs from linear distribution on longer times.

Three types of vibrational temperatures can be postprocessed
from the previous distribution to estimate the relevance of this con-
cept. The vibrational temperature Tvib,inf(CO2)i corresponds to the
excitation temperature calculated from the first six vibrational excited
states of mode i such as

T l
v
ðCO2Þi ¼ �

1

kB
d

dEðvÞ
ln CO2ði; vÞ½ �ð Þ

	 


lsl;0�v�5

: (24)

The vibrational temperature Tvib,sup(CO2)i corresponds to the excita-
tion temperature calculated from the last six vibrational excited states
of mode i such as

Tu
v
ðCO2Þi ¼ �

1

kB
d

dEðvÞ
ln CO2ði; vÞ½ �ð Þ

	 


lsl;vmax�5�v�vmax

: (25)

The vibrational temperature TE
v
ðCO2Þi corresponds to the equilibrium

distribution temperature required to obtain the vibrational energy
density for mode i,

X

v

CO2ði; vÞ½ �Eði; vÞ ¼

P

v
CO2ði; vÞ½ �

P

v
gði; vÞ Eði; vÞ e

�
Eði;vÞ

kBT
E
v
ðCO2Þi

P

v
gði; vÞ e

�
Eði;vÞ

kBT
E
v
ðCO2Þi

:

(26)

This definition corresponds to the classical definition of the vibrational
temperature. Figures 8–10 display the evolution in space of these
different temperatures for the symmetric stretching, the bending, and
the asymmetric stretching modes of CO2, respectively. Electron tem-
perature Te and heavy particle temperature TA are also displayed for
comparison. We can see that the symmetric stretching and bending
modes are satisfactorily coupled to each other, even if some discrepan-
cies can be observed. This is mainly due to the Fermi resonance pro-
cess (1) that easily promotes the excitation transfer between the modes
considered. The vibrational temperatures T l

v
ðCO2Þi and TE

v
ðCO2Þi for

modes i¼ 1 and 2 present the same behavior. Starting from TA0, a
maximum of around 11 000K is observed for x � 10�2 m. Then, a

FIG. 7. Boltzmann plot of the CO2 (0, 0, v3) states at x¼ 10�7,…,10 m in the (PH)
conditions.

FIG. 8. Distribution of the vibrational temperatures for the symmetric stretching
mode of CO2. TA refers to the heavy particle temperature and Te to the electron
temperature.

FIG. 6. Boltzmann plot of the CO2 (0, v2, 0) states at x¼ 10�7,…,10 m in the (PH)
conditions.
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coupling with TA and Te occurs for x � 10�1 m until the relaxation at
�5000K for x> 1 m. The vibrational temperature Tu

v
ðCO2Þi increases

rapidly as already seen in Figs. 5–7. They are of the order of 6000K for
x � 10�6 m. Then, Tu

v
ðCO2Þ3 remains uniform, whereas Tu

v
ðCO2Þi

decreases abruptly for i¼ 1 and 2. The third (asymmetric stretching)
mode also behaves differently from the extremum point of view. The
value obtained at x� 10�2 m is quite lower than the ones obtained for
modes 1 and 2. Globally, the third mode is difficult to excite. This is

the direct result of the characteristic energy of excitation higher than
that for the other vibrational modes.

In the case of the experimental study of similar flows, for
instance, produced in shock tubes, the vibrational energy is often con-
sidered as characterized by a vibrational temperature defined as the
excitation temperature of the vibrational excited states close to the
ground. Figures 8–10 clearly show that this assumption is not neces-
sarily obvious in the first centimeter downstream the shock front.

Moreover, Fig. 11 illustrates the comparison between the vibra-
tional temperature defined by Eq. (26) for each mode and the global
vibrational temperature TE

v
ðCO2Þ defined by extending the summa-

tion of Eq. (26) to the three modes. This comparison clearly shows
that the second (bending) mode drives the global vibrational tempera-
ture of CO2. Indeed, T

E
v
ðCO2Þ2 perfectly matches TE

v
ðCO2Þ. This is

due to the degeneracy of the bending mode which results from the
ability of the molecule vibrationally excited in this mode to rotate. As
already mentioned, the degeneracy of each vibrational level character-
ized by quantum number v2 is then v2þ 1. The ability to store numer-
ous molecules in these states is quite high and the influence of g(2, v)
in the summations of Eq. (26) is significant. The energy is stored by
difficulty in the third (asymmetric stretching) mode. The relaxation
times are higher than those for the other modes. But this has no signif-
icant influence.

Heavy particle kinetic temperature TA decreases from the value
of TA(0) � 17 000K resulting from the shock crossing to lower values
of the order of 7000K at x� 10�1 m. This is due to the energy pump-
ing induced by the vibrational elementary processes. Electron temper-
ature Te starts from TA0 and increases mainly through the (Ve)
processes and elastic collisions. The energy stored in translation is
then mainly responsible for the vibrational excitation of the other
molecules.

FIG. 11. Distribution of TE
v
ðCO2Þi , the energy-defined vibrational temperatures for

the different modes i of CO2, and TE
v
ðCO2Þ, the global vibrational temperature of

CO2. TA refers to the heavy particle temperature and Te to the electron
temperature.

FIG. 9. Distribution of the vibrational temperatures for the bending mode of CO2. TA
refers to the heavy particle temperature and Te to the electron temperature.

FIG. 10. Distribution of the vibrational temperatures for the asymmetric stretching
mode of CO2. TA refers to the heavy particle temperature and Te to the electron
temperature.
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Due to the high number of molecules considered in the mixture,
we will present the evolution in space of the vibrational distribution
for two representative molecular species. The first one is CO whose
formation is promoted by the dissociation of CO2. Figure 12 illustrates
the evolution of Boltzmann plots with x. Similar to CO2, the distribu-
tion is characterized by a low vibrational energy part whose excitation
temperature is lower than that for the high vibrational energy part.
Nevertheless, in the present case, the coupling between the two parts is
more rapid than in the case of CO2. This is mainly due to the fact that
CO does not exist upstream the shock front. The vibrational ground
state is therefore very weakly populated just past the shock front. We
can also see similar to Figs. 5–7 that the distribution exhibits a plateau
close to the shock front (x< 10�4 m). This behavior is due to heavy
particle induced collisions. In this part of the flow, heavy particle tem-
perature and density are sufficiently high to induce such a coupling.

Figure 13 displays the results obtained for NO. Since this mole-
cule is not present in the flow crossing the shock front, NO is pro-
duced through the Zel’dovich elementary processes,

N2ðvÞ þ O ! NOðv0Þ þ N; (27)

directly at high vibrational excitation due to the (VRP). We had
already observed such a behavior with CoRaM-AIR.1 The differ-
ence in terms of excitation between the weakly excited vibrational
states and the highly excited vibrational states is lower than that in
the previous cases. Moreover, the coupling with the dissociation
continuum is difficult as illustrated by the density of the last vibra-
tional state. Indeed, at x � 10�4–10�3 m, we can see that the
underpopulation of this state is significant with respect to the other
states close to the dissociation limit. At this location, the dissocia-
tion is due to the molecular impact since the dissociation degree is
very small. The last vibrational state is therefore only involved in
the process, which leads to a strong discrepancy of the related
number density with respect to the others. When the dissociation
degree has sufficiently increased to enable the dissociation through
atomic impact, the distribution is smoothed since all the excited
vibrational states are concerned. The smoothing is reinforced by
the VT processes and finally leads to a linear distribution.

4. Molecular excited states

Triplet states have been considered, but the related densities
remain rather weak and do not participate fundamentally in the
chemistry.

CO is the most important molecule in the flow in terms of den-
sity. We therefore present in Fig. 14 its density field including the first
ten vibrational excited states of the X electronic state, as well as the
one of COþ. We can see that the excited electronic states do not con-
tribute significantly to the total carbon monoxide density. Except the
D1

D
�, b3Rþ, and B1Rþ states, the dissociation following the excitation

phase around x � 10�2 m leads to a decrease of two orders of magni-
tude in the population density of the states. This means that the radia-
tive signature due to the systems listed in Table IV is mainly observed
for x � 10�2 m. The figure also displays the distribution of the COþ

population density whose values remain rather weak.

FIG. 13. The same as Fig. 12, but for NO.FIG. 12. The same as Fig. 5, but for CO.

FIG. 14. The same as Fig. 4, but for the electronic states of CO and COþ.
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For x< 1 m, the main ionic species is Cþ and is replaced by
NOþ at a higher distance from the shock front. We consequently pre-
sent in Fig. 15 the distribution of the population density of NOþ as
well as those of NO. In the two cases, the excited states are weakly pop-
ulated. This results mainly from the temperature in the region x> 1 m
whose value does not exceed 5000K.

E. Analysis of the (LA) conditions:M0 ¼ 11:7

To obtain information on the flow in the conditions of the
data collected after the blackout phase, we have chosen to consider
the (LA) flight conditions (see Table V). Figure 16 illustrates in
these conditions the distribution of the species in the flow from the
shock front. We can see that the dissociation degree is very weak.
Indeed, at x¼ 0.1 m, its value is �10�6. This is mainly due to the

temperature and the pressure behind the shock front whose values
are close to 4000 K and 9000 Pa, respectively. No ion type can be
significantly produced in such conditions. The weak temperature
level extends the time scales over which the main processes take
place. As a result, a no physical position of �100 m from the
shock front is necessary to obtain a significant dissociation degree.
Figure 17 displays the distribution of the kinetic temperature TA

within the flow. After the shock front at a value close to 4000 K, TA

decreases until �3000 K for x> 4� 10�3 m due to the vibrational
pumping.

In this figure is also displayed the distribution of the vibrational
temperature of the CO2 modes. We can see that the first and the sec-
ond vibrational modes remain coupled as in the case of the (PH) con-
ditions. The coupling is perhaps better since the difference between
T l
v
ðCO2Þ and TE

v
ðCO2Þ is lower for each mode. The discrepancies

observed with mode 3 are higher in the present case than for the (PH)
conditions. Indeed, the evolution is delayed by three orders of magni-
tude with a final coupling observed at x� 101m, whereas the coupling
between modes 1 and 2 is obvious at x� 10�2 m.

This figure illustrates the distribution of the vibrational tempera-
ture of the ground state of NO, N2, and CO in terms of vibrational
energy storage defined by Eq. (26). Figure 13 shows that NO is pro-
duced with a high vibrational temperature in the (PH) conditions
since the Boltzmann plots around the ground vibrational state have a
negative slope close to 0. NO is therefore directly produced in excited
vibrational states. This excitation of the products results from the
(VRP) and from the main channel of production of NO by neutral
(Zel’dovich) exchange N2þO! NOþN. In the present (LA) condi-
tions, NO is still produced with a high vibrational excitation and the
vibrational temperature calculated using Eq. (26) is close to 10 000K
before the complete coupling for x> 101 m at �3000K. For N2, the
distribution of the vibrational temperature illustrates the quasireso-
nance of xe between N2 and the third mode of CO2. Since the vibra-
tional excitation of N2 is weak, the coupling is obtained with
T l
v
ðCO2Þ3 and not with TE

v
ðCO2Þ3. Finally, the vibrational excitation

of CO is intermediate as a result of the influence of the different ele-
mentary processes.

FIG. 16. Evolution behind the shock front of the density of the species in the (LA)
conditions (neutrals in continuous lines and charged species in dashed lines).

FIG. 17. Evolution behind the shock front of different characteristic temperatures in
the (LA) conditions.

FIG. 15. The same as Fig. 4, but for the electronic states of NO and NOþ.
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The final coupling is more or less obtained at locations very far
from the shock front. Of course, since the shock layer has a thickness
of several centimeters, it is obvious that this coupling will not be
obtained. The edge of the boundary layer will be therefore out of ther-
mochemical equilibrium.

F. Relative role of electrons and heavies in the

collisional processes

Due to their different efficiency in terms of collisions and to the
thermal nonequilibrium in the flow, electrons and heavy particles have
been separately considered in the present model. For the (LA) condi-
tions studied in Sec. III E, electrons clearly do not play a significant
role. Indeed, electron density and temperature are too weak to have
any influence on the chemistry. Conversely, for the (PH) conditions,
the role played by electrons is clearly stronger. However, their density
and temperature have to be high enough. Since electron density is 0
upstream, the vibrational excitation and therefore the dissociation
degree are mainly driven by the heavy particles in the first centimeters
of the flow. For positions farther from the shock front, whereas the
vibrational excitation is already significant, electrons have reached
high temperature and density. Then, they act on the vibrational
distributions.

IV. CONCLUSION

In this paper, we have reported the elaboration and the imple-
mentation in a 1D Eulerian CFD code of the collisional-radiative
model CoRaM-MARS especially developed for Martian entries. This
model takes into account CO2, N2, and Ar as well as all the species
possibly produced when chemistry takes place. The model is vibration-
ally and electronically specific with 445 vibrational states (electronic
ground states of neutral molecules only and vibrational excitation of
CO2 considered in its three modes without preferential coupling) and
1139 electronic states, respectively. A complete set of forward and
backward elementary processes is considered involving excitation
vibrational processes, dissociation, electronic excitation, ionization,
neutral and charge exchanges, excitation transfer, reassociation, disso-
ciative recombination, dielectronic and radiative recombination, and
spontaneous emission.

In relation to the EXOMARSmission of 2016 and for the analysis
of the flight of the Schiaparelli module, we have studied the postshock
flow induced by the atmospheric entry for two Mach number condi-
tions. The first situation corresponds to the peak heating at the surface
of the thermal protection system of the module. The second situation
corresponds to conditions just after the blackout phase for which mea-
surements by different sensors have been performed and are currently
under analysis. We have particularly focused our attention on the first
situation because it enables the formation of the greater part of the
species involved in the model. All calculations have been performed
assuming a discontinuity at the shock front location driven by the
Rankine-Hugoniot equations.

For the first situation, the flow is in thermochemical nonequilib-
rium over some centimeters. For CO2, the second (bending) mode is
the most efficient from the energy storage point of view. The Fermi
resonance ensures a very good coupling between this mode and the
first (symmetric stretching) mode without a significant difference in
terms of vibrational temperature. Even if the triplet states of CO2 have
been considered, they do not play a significant role. The electron

density reaches rapidly significant values to play a role in the chemis-
try. The dissociation degree is also significant with O as major atomic
species. For NO and O2 whose formation is mainly due to neutral
exchange mechanisms, the vibrational excitation is strong very close to
the shock front.

About the second situation at a lower Mach number, the dissoci-
ation degree remains very weak even far from the shock front. Except
for this lower dissociation degree and the lower excitation resulting
from the lower value of the specific energy, the conclusions previously
highlighted above at a high Mach number are globally similar. All
these results will support the interpretation of the measurements per-
formed using the different sensors embedded aboard the module.
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