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A B S T R A C T

The left ventral occipitotemporal cortex (vOT) is considered the key area of the visuo-orthographic system.
However, some studies reported that the area is also involved in speech processing tasks, especially those that
require activation of orthographic knowledge. These findings suggest the existence of a top-down activation
mechanism allowing such cross-modal activation. Yet, little is known about the involvement of the vOT in more
natural speech processing situations like spoken sentence processing. Here, we addressed this issue in a functional
Magnetic Resonance Imaging (fMRI) study while manipulating the impacts of two factors, i.e., task demands
(semantic vs. low-level perceptual task) and the quality of speech signals (sentences presented against clear vs.
noisy background). Analyses were performed at the levels of whole brain and region-of-interest (ROI) focusing on
the vOT voxels individually identified through a reading task. Whole brain analysis showed that processing
spoken sentences induced activity in a large network including the regions typically involved in phonological,
articulatory, semantic and orthographic processing. ROI analysis further specified that a significant part of the
vOT voxels that responded to written words also responded to spoken sentences, thus, suggesting that the same
area within the left occipitotemporal pathway contributes to both reading and speech processing. Interestingly,
both analyses provided converging evidence that vOT responses to speech were sensitive to both task demands
and quality of speech signals: Compared to the low-level perceptual task, activity of the area increased when
efforts on comprehension were required. The impact of background noise depended on task demands. It led to a
decrease of vOT activity in the semantic task but not in the low-level perceptual task. Our results provide new
insights into the function of this key area of the reading network, notably by showing that its speech-induced top-
down activation also generalizes to ecological speech processing situations.
1. Introduction

Studies of the neural basis of language processing have revealed the
involvement of a wide range of brain regions distributed over the tem-
poral, frontal and occipital lobes (Price, 2012). These widely distributed
networks reflect the contribution of both modality-specific sensor-
y-motor and shared higher-level cognitive systems during spoken and
written language processing. Spoken language processing is carried out
through a succession of stages from acoustic signal processing in bilateral
auditory cortices to phonological processing and lexical access in
left-dominant posterior and middle superior temporal sulcus (STS)
UNICOG, Bât. 145 - Point Courri
on).

5
August 2019; Accepted 26 Augu
(Hickok and Poeppel, 2007). Visual word processing, on the other hand,
recruits a hierarchically organized occipitotemporal pathway in the left
hemisphere, allowing access to orthographic information form visual
input (Dehaene et al., 2005; Vinckier et al., 2007). Within this “reading
pathway”, the ventral occipitotemporal cortex (vOT) in the left
mid-fusiform gyrus, also known as the “Visual Word Form Area” (VWFA),
plays a key role as demonstrated by its sensitivity to visual orthographic
input (Cohen et al., 2000; Dehaene and Cohen, 2011; McCandliss et al.,
2003; Turkeltaub et al., 2002). Its location is remarkably reproducible
across individuals, cultures and writing systems (Bolger et al., 2005), and
it has been shown to become increasingly specialized with reading
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experience (Brem et al., 2010; Dehaene-Lambertz et al., 2018).
Despite its well-established role in reading and its location in the

extrastriate visual cortex, the specificity of left vOT responses to visual
inputs has been challenged on multiple occasions (Büchel et al., 1998;
Ludersdorfer et al., 2016; Price and Devlin, 2003; Reich et al., 2011).
Several brain-imaging studies have shown that this area can be activated
by speech, in the absence of any visual sensory input. This is especially
the case when the tasks require explicit access to orthographic repre-
sentations. For instance, when participants have to judge whether spoken
words share the same rime spelling (Booth et al., 2002; Cao et al., 2010),
contain a target letter (Ludersdorfer et al., 2015) or contain a specific
number of letters (Ludersdorfer et al., 2016). Furthermore, a correlation
between the activity within this area and the performance in an auditory
spelling task was reported (Booth et al., 2003). Such cross-modal acti-
vations have mainly been explained by a task-induced top-down activa-
tion of orthographic representations stored in the visuo-orthographic
processing pathway (Ludersdorfer et al., 2015, 2016).

Interestingly, vOT activations have also been reported in speech
recognition tasks that do not require the explicit recovery of orthographic
information, although the findings are less robust. Yoncheva et al. (2010)
presented participants with pairs of spoken words overlaid with tone
triplets. They found that the vOT was more strongly activated when the
participants selectively attended to words’ rimes than to tone-triplets. In
line with this observation, Ludersdorfer et al. (2016), reported that the
amplitude of vOT responses to speech depended on task demands, i.e.,
were highest and most wide-spread in a spelling task, significantly
reduced in a semantic task and absent in an acoustic task. Taken together,
the existing literature suggests that, in literate individuals, the top-down
vOT activation occurs whenever the linguistic content of speech is pro-
cessed. However, the degree of activation seems to vary with the contexts
in which speech is processed.

So far, most studies that investigated vOT responses to speech have
been conducted on single words or pseudowords and have been using
relatively artificial speech processing situations (Booth et al., 2002, 2004;
Burton et al., 2005; Cohen et al., 2004; Cone et al., 2008; Desroches et al.,
2010; Seidenberg and Tanenhaus, 1979). Thus, the question remains
whether the cross-modal activation of this area also generalizes to more
ecological speech processing situations. One example of these situations
is when participants are required to process spoken sentences. To our
knowledge, the only relevant finding was reported by Dehaene et al.
(2010) who examined brain activity in illiterate and literate participants
during passive sentence listening and an auditory lexical decision task.
While the activity of the left vOT observed in the auditory lexical decision
task increased with participants’ reading experience, it remained absent
during passive sentence listening in both populations. This latter obser-
vation strongly questions the idea of automatic bidirectional coupling
between spoken and written language (Grainger and Ziegler, 2007; Harm
and Seidenberg, 1999, 2004). Rather, it suggests that the recruitment of
the orthographic system during speech processing is optional and maybe
restricted to artificial experimental setups (Dehaene and Cohen, 2011).
In addition to the role of task demands, the null result reported by
Dehaene et al. (2010) could also be related to the fact that, unlike single
word processing, the conversion from phonology to orthography at the
sentence level is far too elaborated and therefore unlikely, even in the
most challenging speech processing contexts.

In addition to the theoretical debate on the automaticity of vOT
activation in response to spoken input, several pieces of evidence also
pointed to a methodological issue related to how the activation of the
vOT has been computed. Indeed, the “significant” vOT activation re-
ported in certain studies did not necessarily reflect an increase of vOT
activation compared to a fixation (silent) baseline but rather a “reduced
deactivation” of this area compared to when participants processed non-
linguistic auditory stimuli (Ludersdorfer et al., 2016; Yoncheva et al.,
2010). A reduction of activity in the visual system during auditory input
processing has indeed been reported and explained by a cross-modal
sensory suppression phenomenon (Laurienti et al., 2002). In line with
2

this observation, the few studies that showed significant vOT activation
in non-orthographic or low-level speech processing tasks (e.g., one-back
task) were those that contrasted brain activity observed in speech pro-
cessing conditions to that observed in non-speech auditory conditions
(e.g., auditory tones, time-reversed speech). Since the activity of the vi-
sual system was strongly suppressed in the latter conditions (Luders-
dorfer et al., 2013, 2016), it remains unclear to what extent the
seemingly “significant” vOT activation truly reflected the contribution of
this area in speech processing.

Another methodological issue relates to the specific localization of the
area within the ventral part of the left occipitotemporal pathway that is
involved in speech processing, more particularly, whether it corresponds
precisely to the area commonly referred to as the VWFA. In the original
work describing the VWFA, Cohen et al. (2004) also reported a region,
namely the lateral inferotemporal multimodal area (LIMA) that was
activated by both spoken and written words. This area is also located in
the ventral occipitotemporal pathway, lateral and anterior to the VWFA.
Using the regions-of-interest (ROIs) whose coordinates correspond to the
activation peaks reported in the visual-word processing literature is an
approach that allows us to address this issue. As different portions of the
left fusiform gyrus show different degrees of selectivity to written stimuli
(posterior-anterior gradient of activation; Vinckier et al., 2007), some
authors chose to build series of ROIs along the ventral visual pathway
(Ludersdorfer et al., 2013, 2015, 2016; Yoncheva et al., 2010). The
finding that the activity induced by spoken inputs is located in the
portion of the pathway that responds to written inputs has been used as
an argument in favor of a homology between the area activated by
spoken words and the VWFA described in the literature.

However, even though individual brains are generally aligned to a
common template brain in the same stereotaxic space, comparisons of
brain activity obtained in different studies based on Talairach or MNI
coordinates are subject to many sources of error, due to inter-subject
anatomical variability and inter-subject heterogeneity in the location of
activations (e.g. Amunts et al., 1999; Fischl et al., 2007; Juch et al.,
2005). This variability may moreover affect the conclusions drawn from
any group-based approach. Due an imperfect alignment of functional
activations between subjects, activations that are located in functionally
segregated but adjacent areas at the individual level may be merged into
a single functional region at the group level. In the present study, a more
reliable conclusion about functional specificity or homology of visually
and auditorily-induced vOT activations can be made by employing a
subject-specific approach that consists in directly comparing activations
observed during reading and speech processing within each individual
participant. With this goal in mind, it is now common in cognitive
neuroscience to conduct a functional localizer experiment to localize
within a participant, the area of interest activated in a given experimental
condition and then testing whether this area is also activated in another
experimental condition (Brett et al., 2002; Fedorenko et al., 2010; Saxe
et al., 2006).

1.1. The present study

The present study addresses the theoretical andmethodological issues
raised above in an fMRI study. Unlike most existing studies on the topic
that used single words as stimuli, here we placed participants in a more
natural, yet underexplored, situation where spoken sentences were used.
The automaticity issue raised in the current literature was dealt with by
orthogonally manipulating a top-down task-driven factor and a bottom-
up stimulus-driven factor that have been shown to interfere with pro-
cessing difficulties. Task demands were manipulated by asking partici-
pants to perform low-level perceptual and comprehension tasks. While
the former merely required participants to decide whether the same
sentence was presented twice in a row, the latter explicitly required
extraction of semantic content from spoken inputs. Importantly, neither
of them required extraction of orthographic information. The bottom-up
stimulus-driven factor corresponded to the quality of spoken inputs that
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was manipulated by adding realistic but incomprehensible “multi-
speaker” conversation noise to the speech signal on half of the trials. This
“cocktail party” situation is common in daily life. Thus, by implementing
it in the experimental protocol, we would gain insight into how natural
language is processed in the brain.

In order to address the methodological issue regarding the impact of
baseline on the emergence of vOT activation, the “multi-speaker” con-
versation noise was also used as a baseline condition in addition to the
classical silent rest baseline. During this “noise-baseline” condition,
participants were passively exposed to the “multi-speaker” conversation
noise. By contrasting vOT activity obtained in the active (trials with
spoken sentences) and each of the two baseline conditions, we would be
able to directly examine to what extent the choice of baseline affect our
conclusion.

Finally, in addition to spoken sentence processing tasks, participants
also underwent a “Visual-vOT” localizer session. This fMRI session
allowed us to identify, in individual participants, the voxels within the
ventral occipitotemporal pathway that respond to written inputs. These
“Visual-vOT” voxels were used as subject-specific functional ROI (fROI).
As will be described below, several complementary ROI analyses were
performed to explore at the individual level the anatomical overlap be-
tween the neural responses induced by the two language modalities.

2. Materials and methods

2.1. Participants

Twenty-four native French speakers participated in the study (mean
age: 24.0, range 20–32; 11 women). All were right-handed, with normal
hearing and vision and reported no history of neurological or language
disorders. They also met all the criteria required to undergo anMRI. They
were paid for their participation and gave their written consent, con-
forming to the Helsinki declaration. The experiment was approved by the
local ethics committee (CPP Sud M�editerran�ee I #RCB 2015-A00845-
44).

2.2. Stimuli

The stimuli were 300 spoken sentences presented in French. Two
hundred and eighty expressed true statements (e.g., “Le chocolat est
produit �a partir de cacao”, meaning “Chocolate is made from cocoa”)
while twenty expressed false statements (e.g., “Une longueur se mesure
en grammes”, meaning “The length is measured in grams”). The latter
served as target stimuli in the comprehension task. The sentences were
composed of 6.6 words (range: 5–9) and 9.9 syllables (range: 6–14) on
average. They were digitally recorded by a native French female speaker
using an AKG C1000S microphone in an anechoic chamber, with a
sampling rate of 48 kHz (32 bits). The acoustic duration of sentences was
1.7 s on average (standard deviation: 0.27 s). Twenty additional true and
one false statements were recorded for practice trials. All sentences were
initially selected from a pool of 340 true and 170 false statements that
had been judged by an independent group of thirty-five participants. A
four-point scale ranging from “absolutely true” (¼1) to “absolutely false”
(¼ �1) was used. Sentences selected for the main experiment as true
statements received a score of þ0.93 on average. Those selected as false
statements received a score of �0.97 on average.

Speech-in-noise stimuli were constructed by embedding the spoken
sentences in a “multispeaker babble” (MSB) noise, at a fixed signal-to-
noise ratio (SNR) of þ6 dB. The SNR value was chosen based on the
results of a preliminary experiment conducted on an independent group
of twelve participants, out of the scanner but in the presence of recorded
gradient noise, aiming at determining the effects of the amount of noise
on the intelligibility of the speech signal. The mean intelligibility score of
the speech-in-noise sentences at þ6 dB was 91.9% on average (see sup-
plementary methods). MSB was constructed by superimposing auditory
pseudo-sentences (sentences composed of pseudo-words) recorded by six
3

native French speakers (3 women, 3 men) at the sampling rate of 48 kHz,
32bits. For each speaker, two different tracks, each composed of a suc-
cession of 25 pseudo-sentences presented in a random order, were con-
structed. The resulting 12 tracks were then superimposed to obtain a 1
min-long wav file of realistic, dense, MSB. To construct the speech-in-
noise version of each sentence, a segment of MSB of the same duration
as the sentence was randomly selected from the 1 min-long MSB wav file.
The intensity of the MSB segment was rescaled before superimposing it
on the sentence to achieve the desired SNR of þ6 dB.

Twenty additional wave files containing only MSB noise were con-
structed and served in a control condition, in which the acoustic prop-
erties of real speech are preserved while eliminating any semantic
contents. Their average duration matched the average duration of the
spoken sentences (1.705 s on average, standard deviation: 0.33 s). The
root-mean-square (RMS) amplitude was equalized across stimulus types
(spoken sentences, spoken sentences embedded in MSB, MSB only). All
signal processing was performed in Matlab R2015a (Mathworks Inc.,
Natick, MA, USA).

2.3. Spoken sentence processing: tasks and procedure

Participants performed a perceptual task and a sentence compre-
hension task in the scanner. In the perceptual task, they had to press the
response button when a sentence was repeated twice in a row (Go trials).
In the comprehension task, they had to detect false statements (Go trials).
While the first task relied on low-level perceptual process, efforts on
comprehension were crucial in the second task. Each task contained 20
Go trials and 140 No-Go trials, the latter always corresponding to true
statements. Half of the sentences were presented against clear back-
ground (clear speech condition) and half were presented against MSB noise
at an SNR of þ6 dB (speech-in-noise condition). Each participant heard
each No-Go sentence only once. Across participants, each No-Go sentence
appeared equally in the four listening conditions defined by the combi-
nation of task (perception vs. comprehension) and quality of speech
signal (clear vs. noise). After the practice trials, the two tasks were pre-
sented alternately in four runs of 7.2min each (two runs per task). Each
run contained 10 Go trials that were distributed in a pseudo-random
manner amongst 70 No-Go trials (there was at least one No-Go trial be-
tween two Go trials). These 80 “active” trials were grouped into 20 short
blocks of four trials. In addition, 10 rest blocks were included, half cor-
responded to silent background and the other half corresponded to MSB
noise without sentence. Active and rest block duration was 14s on
average (range 12s–18s). Run order was counterbalanced across partic-
ipants, and blocks of different conditions were presented in a pseudo-
randomized order within each run. Two consecutive blocks of the same
condition were avoided (see Fig. 1A). Within each trial, a sentence
(duration varying from 1s to 2.4s) was presented with a visual fixation
cross remaining on the screen for the same duration. This was followed
by a blank screen whose duration was jittered so that the SOA (3.55s on
average) followed an exponential curve to maximize design efficiency
(see Henson, 2015). The same trial sequence was used during the rest
trials where sentences were replaced by silence or MSB noise.

2.4. “Visual-vOT” localizer

The main objective of the present study was to examine whether the
vOT, described in the literature as primarily involved in visual word
processing, is activated during spoken sentence processing. In order to
localize the voxels within the area that respond to visual words (“visual-
vOT”), at the individual level, participants underwent an additional
functional localizer run that lasted 7.4 min. Single words and consonant
strings were visually presented in short blocks. Each block contained a
sequence 24 stimuli of the same category. Each stimulus remained on the
screen during 340ms, followed by a blank screen of variable duration
(mean 160ms). This led to a block duration of 12s on average (range
11s–13.3s). The run included 24 “active” blocks (12 per stimulus



Fig. 1. (A) Task design for the speech processing experiment. Each block (except “silent rest”) contained four stimuli of the same type, i.e., sentences (clear speech
blocks), sentences embedded in conversation noise (speech-in noise blocks) or conversation noise (“noise-only rest” blocks). The comprehension and the perceptual
tasks were presented in separated runs (two runs per task); each containing the four types of blocks presented in a pseudo-random order (30 blocks/run). Within each
task, 20 Go trials were randomly presented in the “active” blocks. They corresponded to false statements in the comprehension task and to the same sentence presented
twice in a row in the perception task. (B) Task design for the “visual-vOT” localizer experiment. Three types of stimulus, i.e., words, consonant strings and fixation
cross were presented in a block design. Each “active” block contained 24 stimuli of the same type, i.e., either words or consonant strings. Twelve blocks of each
stimulus type were presented in a pseudo-random order. Twelve Go trials corresponding to hash symbols were randomly presented in the “active” blocks.
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category) and 12 “passive” blocks where a fixation cross remained on the
screen throughout the block duration (see Fig. 1B). Twelve target stimuli
(”######“) randomly appeared on the screen throughout the run.
Participants had to detect them by pressing the response button. All
stimuli were presented in the center of the screen, in white font on a dark-
grey background. Word stimuli corresponded to 282, 6-letters long,
monosyllabic and disyllabic, nouns and adjectives, of moderate lexical
frequency (7.21 per million, on average). They were selected from the
French database LEXIQUE (New et al., 2004). Consonant strings corre-
sponded to 282 randomly generated, unpronounceable, sequences of six
consonants.
2.5. MRI data acquisition

Data were collected on a 3-T Siemens Prisma Scanner (Siemens,
Erlangen, Germany) at the Marseille MRI center (Centre IRM-
INT@CERIMED, UMR7289 CNRS & AMU) using a 64-channel head
coil. 353 functional volumes covering the whole brain were acquired
during each of the four runs of the speech processing experiment and 363
functional volumes were acquired during the localizer experiment, both
using the same BOLD-sensitive gradient EPI sequence (TR¼ 1224ms,
echo time¼ 30ms, flip angle¼ 66�, 54 slices with a thickness of 2.5mm,
FOV¼ 210� 210mm2, matrix¼ 84 x 84, slice thickness¼ 2.5mm,
multiband factor¼ 3). Prior to functional imaging, T1-weighted
4

(MPRAGE sequence, voxel size¼ 1 x 1� 1 mm3, data matrix 256 x
256, TR/TI/TE¼ 2300/900/2.98ms, flip angle¼ 9�) and FieldMap
(Dual echo Gradient-echo acquisition with TR¼ 677ms, TE1/
TE2¼ 4.92/7.38ms and FOV¼ 210� 210 mm2, voxel size: 2.2 x
2.2� 2.5 mm3) images were acquired for offline preprocessing proced-
ure (e.g., unwrapping, normalization). Auditory hardware channel was
composed by the Sensimetrics S14 MR-compatible insert earphones
completed with a Yamaha P-2075 power amplifier. Both auditory and
visual stimuli were managed and delivered using an in-house software
using the NI LabVIEW environment. The software was launched and real-
time synchronized with the MR acquisition using a NI-PXI 6289 digital
input/output hardware, which also allowed behavioral responses
recording.
2.6. fMRI data pre-processing and analysis

Preprocessing and statistical analyses were performed using SPM12
(Wellcome Trust Centre for Neuroimaging, University College London,
London, UK) running in Matlab R2015a (Mathworks Inc., Natick, MA,
USA). All functional images were slice-time corrected, unwarped using
the FieldMap toolbox, realigned to the mean of the images, normalized in
Montreal Neurological Institute (MNI) space using the deformation field
generated during segmentation of the high-resolution structural image,
and smoothed with an 5-mm FWHMGaussian kernel (while retaining the



Fig. 2. Behavioral results. Average reaction time for correct trials (left y-axis,
dots and dashed line) and average hit rate (right y-axis, bar graph) obtained in
the perceptual task and the comprehension task when the stimuli were pre-
sented against clear and MBS noise background. Error bars represent SEM.
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original voxel size). A detection of global mean intensity and motion
outliers was performed using Artifact Detection Tools (ART, http://www.
nitrc.org/projects/artifact_detect/). Marked outliers represented 0.3% of
all acquired volumes (displacement larger than 2mm from one volume to
the next, using the norms of the linear motion parameters and of the
angular motion parameters). Three participants were excluded from all
analyses, two because of technical issues leading to poor listening con-
ditions, and one because of excessive head movements during the
acquisition (translation of more than 6mm in one direction).

In the spoken sentence processing tasks, the first-level General Linear
Model (GLM) comprised four task regressors (i.e., comprehension task
with clear speech, comprehension task with speech-in-noise, perceptual
task with clear speech, perceptual task with speech-in-noise), in which
stimuli were modeled as events of variable duration to account for the
differences in acoustic duration of the stimuli and four regressors for the
rest conditions (i.e., silent rest and noise-only rest during comprehension
task, silent rest and noise-only rest during perceptual task). An additional
regressor was included to account for behavioral responses (as events
with duration of 0). Regressors were convolved with the canonical he-
modynamic response function (HRF), and the default SPM autoregressive
model AR(1) was applied. Functional data were filtered with a 128s high-
pass filter. Six motion regressors, one regressor for session and, when
applicable, outlier regressors from the ART procedure were included as
covariates of non-interest. Statistical parametric maps for each of the
eight experimental conditions (i.e., four for tasks and four for rest con-
ditions) and each participant (beta maps) were calculated at the first
level, and were entered in a second-level within-subjects one-way anal-
ysis of variance (random effects analysis). Unless stated otherwise, all
statistical comparisons were performed with a voxelwise threshold of
p< .001 and a cluster extent threshold of p< .05 FWE-corrected. A
different GLM was computed for the visual-vOT localizer task, with the
word, consonant string and fixation conditions modeled as blocks. One
regressor for behavioral responses and six motion regressors were also
included in the designmatrix. Similar procedures and thresholds as in the
spoken sentence processing experiment were applied for statistical
analyses.

2.7. ROI analyses

In order to specifically examine the involvement of the left vOT in
speech processing, two complementary approaches were used. In the
first, namely the literature-based ROI approach, the ROIs corresponded to
six sub-regions along the posterior to anterior portions of the vOT. The
volumes-of-interested were specified based on the coordinates from the
literature on visual word processing. Precisely, six 6-mm radius spheres,
positioned along the ventral occipitotemporal pathway, were built based
on the coordinates reported by Vinckier et al. (2007): ROI 1: 18 -96 -10,
ROI 2: 36 -80 -12, ROI 3: 46 -64 -14, ROI 4: 48 -56 -16, ROI 5: 50 -48 -16
and ROI 6: 50 -40 -18 (Fig. 8A). For each ROI, subject-specific contrast
estimates were extracted for the contrasts of interest from both speech
processing (perceptual task with clear speech> silent-rest, perceptual
task with speech-in-noise> silent-rest, comprehension task with clear
speech> silent-rest, comprehension task with speech--
in-noise> silent-rest) and visual word processing experiments (visual
words> consonant strings). One-sample t-tests were used to test for
significant activations. In the speech processing experiment, p values
obtained at each ROI were adjusted for multiple comparisons, using
Bonferroni correction.

The literature-based ROI approach was complemented by the subject-
specific ROI approach in which ROIs were defined based on subjects’
functional data corresponding to the vOT voxels activated by reading
written words (i.e., fROI). More specifically, the fROIs were built by
intersecting each individual, first-level, functional map (from the visual-
vOT localizer contrast) with a search volume corresponding to the vOT
cluster of the second-level group functional map (p< .001, uncorrected).
Three complementary sets of analyses were conducted in order to
5

examine 1) whether the vOT voxels activated during speech processing
(henceforth, “auditory-vOT”) were those activated during visual word
processing (“visual-vOT”), 2) the degree of overlap between these visual-
vOT and auditory-vOT voxels and 3) the correlations between the acti-
vation patterns obtained in the speech processing and visual word pro-
cessing experiments. To facilitate the comprehension of the results, more
extensive details on the analyses will be presented in the Results section.

3. Results

3.1. Behavioral results

Each task included 20 target stimuli (Go trials). Half of them were
presented against clear background and the others against MBS back-
ground. Targets were false statements in the comprehension task and
sentences repeated twice in a row in the perceptual task. The average hit
rate was high: 85%. A repeated-measures ANOVA, with task and pres-
ence of noise as within-subject factors, showed that hit rates varied
significantly across experimental conditions (Fig. 2). Hit rate was higher
during the perceptual task compared to the comprehension task (94% vs.
76%; F(1, 20) ¼ 36.0, p < .0001; �18, with 95% confidence interval CI
¼ �25, �12), and higher with clear speech compared to speech-in-noise
(92% vs. 78%; F(1, 20)¼ 25.7, p< .0001;�15 with 95% CI¼ �20,�9).
The interaction was also significant (F(1, 20) ¼ 13.9, p < .002). Post-hoc
Scheff�e’s test indicated that the effect of noise was significant in the
comprehension task (88% for clear speech vs. 63% for speech-in-noise; p
< .0001; �25 with 95% CI ¼ �37, �13) but not in the perceptual task
(96% vs. 92%; p ¼ .75; �4 with 95% CI ¼ �16, 8). Average false alarm
rate was low (1.2%) and was modulated only by task: 0.4% for the
perceptual task as opposed to 2.0% comprehension task (F(1, 20)¼ 35.2,
p < .0001; þ1.6 with 95% CI ¼ 1.0, 2.2). A repeated-measures ANOVA
was also performed on reaction times for correct responses (Fig. 2). It
revealed both main effects of task (1354 ms for perception vs. 2482 ms
for comprehension; F(1, 20) ¼ 122.1, p < .0001; þ1128 ms with 95% CI
¼ 915, 1340) and noise (1842ms for clear speech vs. 1994ms for speech-
in-noise; F(1, 20) ¼ 20.3, p < .0003; þ152 ms with 95% CI ¼ 82, 223)
without a significant interaction between the two factors (F(1, 20) ¼
1.13, p ¼ .30).

http://www.nitrc.org/projects/artifact_detect/
http://www.nitrc.org/projects/artifact_detect/


Fig. 3. Activations for all speech processing conditions combined against silent rest baseline (voxelwise p< .001 unc. and at the cluster-level p< .05 FWE-corr).
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3.1.1. Whole brain analyses
Whole-brain analyses were conducted in order to characterize the

global network of brain areas recruited during spoken sentence pro-
cessing as well as the effects of task demands, the presence of noise in
speech signal and the interaction between these two factors. Then, we
further examined brain responses obtained in each of the four speech
processing conditions, focusing on the presence of vOT activations.

3.1.1.1. Global speech processing network. In order to characterize the
global network of brain areas recruited during spoken sentence pro-
cessing, activations observed in the four speech processing conditions
were combined and contrasted against silent rest baseline. Extensive
activations were found, predominantly in a bilateral temporal region
(superior and middle temporal gyri, Heschl gyrus), the left inferior
frontal gyrus (pars triangularis and opercularis) and the left precentral
gyrus (see Fig. 3), thus suggesting an involvement of the phonological,
semantic and articulatory systems. Smaller significant clusters were
found in the bilateral insula, the supplementary motor area (SMA), the
cerebellum, the right precentral gyrus, the right inferior frontal gyrus, the
left hippocampus, the bilateral cuneus. Importantly, a significant acti-
vation was observed in the left vOT (inferior temporal gyrus, fusiform
gyrus, peak at �43, �44, �15).

3.1.1.2. Task effect. When the perceptual task was contrasted against the
comprehension task ([perceptual task with clear speech þ perceptual
task with speech-in-noise] – [comprehension task with clear speech þ
comprehension task with speech-in-noise]), two significant clusters were
found in the anterior part of the left middle frontal gyrus (MFG) and in
the right precuneus (see Supplementary Table S1). The opposite,
comprehension task> perceptual task, contrast yielded eight significant
clusters (see Fig. 4 and Supplementary Table S1) located in the bilateral
occipital cortex (cuneus, calcarine gyrus, lingual gyrus), subcortical re-
gions (bilateral striatum, thalamus, brainstem) extending into left hip-
pocampus and parahippocampal gyrus, the bilateral inferior frontal
gyrus, the supplementary motor area and the right cerebellum. More
related to our purpose, a significant activation was also found in the left
vOT (temporal inferior and fusiform gyrus; composed of different peaks:
at -35 -59 -7; -38 -51 -10 and -48 -56 -15) which indicates that its acti-
vation, already observed in the global network of spoken sentence pro-
cessing, was stronger in high-level comprehension compared to low-level
perceptual task. Most of the observed activations are consistent with
concept retrieval or selection of semantic information (pars orbitalis,
triangularis, hippocampus and parahippocampal gyrus; Badre and Wag-
ner, 2007; Binder et al., 2009). There is no evidence that the level of
activation of the core phonological and semantic areas within the global
speech network, such as the left superior and middle temporal gyri, de-
pends on task demands. Although a strong conclusion could not be drawn
from a null effect and further research is still needed, the absence of task
effect suggests a possibility that, up to a certain point, the brain may
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automatically processes phonological and semantic information con-
tained in meaningful spoken inputs regardless of task demands. Finally,
the finding of bilateral posterior medial occipital activation is unex-
pected. Since these regions are typically involved in visuo-spatial imag-
ery and their activations have been reported in memory retrieval tasks
(Burianova and Grady, 2007; Whittingstall et al., 2014) it is possible that
for some sentences (e.g., “The bumblebee is bigger than the mosquito”,
“A square is a four-sided figure”) making semantic judgment might have
induced visual imagery. It should also be noted that our stimuli that
contained a large proportion of concrete, highly imageable words might
also have induced activity in the visual cortex to some extent (Fiebach
and Friederici, 2004).

3.1.1.3. Noise effect. The speech-in-noise > clear speech contrast
([perceptual task with speech-in-noise þ comprehension task with
speech-in-noise] – [perceptual task with clear speech þ comprehension
task with clear speech]) revealed eleven significant clusters (see Fig. 5A
and Supplementary Table S2). The largest cluster (1329 voxels) was
located in the right insula (peak: 33, 22, 6) and extended to the right pars
triangularis (43, 22, 8) and the right middle frontal gyrus (MFG) (40, 47,
31). The second largest cluster of activation (�60,�29, 8) was found in a
left superior temporal gyrus (STG) cluster (355 voxels; but “sparing” the
left Heschl’s gyrus). Other significant clusters were found in the right
STG, the left insula (extending into pars triangularis), SMA, the left
cerebellum, the right supramarginal gyrus, the right precuneus and the
right middle cingulate gyrus. A small cluster was also present in the left
inferior frontal gyrus (IFG) (�45, 12, 23), including voxels in pars tri-
angularis and opercularis. Activity of most areas within this network (i.e.,
STG, SMA, IFG, Insula) have been repeatedly reported in experiments
manipulating speech intelligibility using various types of speech degra-
dation methods (Adank and Devlin, 2010; Davis et al., 2011; Obleser
et al., 2007; Wild et al., 2012). Interestingly, considering the two tasks
together, adding noise in the speech signal did not lead to an increase of
activity in the left vOT.

Fourteen clusters showed significant activation in the opposite, clear
speech> speech-in-noise contrast (see Fig. 5B and Supplementary
Table S2). Most of them were located in areas involved in storage and
retrieval of semantic knowledge (Binder et al., 2009). The largest cluster
was located in the left middle occipital/angular gyrus (AG) (�40, �71,
33 and �48, �61, 26) and extended into to the posterior part of the left
middle temporal gyrus (MTG) (�55, �44, �7). AG activation is consis-
tent with facilitated sentence comprehension when speech is clearly
presented. The literature indicates that this area is particularly involved
in processing concepts (Seghier, 2013) and its activation seems to be
affected by the quality of speech signal (Obleser and Kotz, 2010). Bilat-
eral activation was observed in several brain areas including: a parietal
superior and inferior region (postcentral and precentral gyri), the
rolandic operculum (extending into the Heschl’s gyrus in the right
hemisphere), the insula, the fusiform gyrus (medial), the amygdala, the



Fig. 4. Brain areas showing higher activation during the comprehension compared to the perceptual task (voxelwise p< .001 unc. and cluster p< .05 FWE-corr).

Fig. 5. (A) Activations obtained in the speech-in-noise> clear speech contrast (B) Activations obtained in the clear speech> speech-in-noise contrast (voxelwise
p< .001 unc. and cluster p< .05 FWE-corr).
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hippocampus, the putamen, the posterior and middle cingulate gyrus,
and the precuneus. The activation observed in the pars orbitalis, MFG
and the medial superior frontal gyrus and the middle temporal pole was
left lateralized. The increase of activity within the temporal pole,
considered as a “semantic hub”, further supports the idea that semantic
processing is facilitated in the clear speech condition. No activation was
7

found in the ventral occipitotemporal cortex.

3.1.1.4. Interaction between task and noise. The interaction between the
effect of task and the presence of noise was examined via two opposite T-
contrasts: The first contrast aimed at identifying the areas where the
presence of the background noise reduced brain responses during the
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comprehension task but enhanced responses during the perceptual task
(contrast weights [þ1 -1 -1 þ1]: the first two digits represent the two
comprehension conditions where clear speech and speech-in-noise were
presented, respectively. The last two digits represent the two perception
conditions where clear speech and speech-in-noise were presented,
respectively). The second contrast aimed to identify the areas where the
presence of the background noise enhanced responses during the
comprehension task but reduced responses during the perceptual task
(contrast weights [-1 þ1 þ 1 -1]). While the latter contrast did not reveal
any significant activation, the former one led to significant brain activity
in ten clusters (see Fig. 6 and Supplementary Table S3). Most activated
voxels were included in a large motor/premotor bilateral cluster (6077
voxels), covering bilateral postcentral and precentral gyri from the
ventral part up to the SMA, and extended into subcortical regions (pu-
tamen, caudate nucleus, thalamus amygdala) and insula. This involve-
ment of the sensorimotor cortex during speech perception can be
explained in the context of the motor theory of speech perception, ac-
cording to which information on articulatory features is accessed during
speech processing (Liberman and Whalen, 2000; Pulvermüller et al.,
2006). The interaction depicted here further suggests that the contribu-
tion of the articulatory system to speech processing may not be system-
atic. As shown in the present finding, its contribution was reduced when
speech signal was degraded, especially in a demanding task. The same
activation pattern was also found in the right fusiform/inferior temporal
gyrus, left pars triangularis (�33, 37, 3), right orbito-frontal cortex,
medial part of the superior frontal gyrus, right MFG, cerebellum and,
interestingly, the left vOT (fusiform/temporal inferior gyrus; peak at
�45, �49, �25).

3.1.1.5. Left vOT involvement in different speech processing contexts. The
involvement of the left vOT in the four speech processing contexts was
examined by contrasting the brain activity obtained in each of the four
experimental conditions against the silent rest baseline. Using the same
statistical threshold as in the above analyses, we observed a similar
pattern of activity as in the global speech processing network, i.e., sig-
nificant activations were found in most brain areas that are part of the
phonological, articulatory and semantic networks. Crucially, activations
within the vOT were found in all conditions except in the perceptual task
when sentences were presented against background noise. The extent
and strength of activity within the vOT cluster varied greatly across
conditions. As shown in Fig. 7A, the activation is strongest and most
widespread in the comprehension task with clear speech. It became
smaller in the perceptual task. Based on existing literature, the
Fig. 6. Brain areas showing a stronger reduction of activity due to the presence of no
[þ1 -1 -1 þ1], see text) (voxelwise p < .001 unc. and cluster p < .05 FWE-corr).

8

coordinates of vOT observed in our speech processing tasks (peak at
x¼�43, y¼�44, z¼�15 when all tasks were combined; cf. Fig. 3) are
in the vicinity of the area reported to be involved in visual word pro-
cessing (for instance, coordinates x¼�44, y¼�58, z¼�15 in a meta-
analysis by Jobard et al., 2003).

As stated earlier, previous studies showed that the detection of vOT
activation in some speech processing tasks depended on the choice of
baseline, with “non-language auditory” baselines being more effective in
uncovering vOT activation than silent rest or implicit baseline (e.g.,
Ludersdorfer et al., 2016). This pattern was replicated in the current
study. Indeed, when noise-only rest was considered as baseline, the level
of vOT activation observed during spoken sentence processing increased
and became significant in all conditions (Fig. 7B). As shown in Fig. 7C,
this was explained by a deactivation of the left vOT observed during the
noise-only rest (compared to implicit baseline), but not during silent rest.
Since the use of noise-only rest baseline artificially boosted the signifi-
cance level of vOT activation, in order to be conservative, only the silent
rest baseline was applied in the following analyses.

3.1.2. ROI analyses
The two ROI analyses described below relied on the vOT activation

obtained in the localizer experiment contrasting written words to con-
sonants strings. These results were used to explore the activation pattern
along the ventral occipitotemporal pathway (see Approach 1 below) and
to examine whether the voxels activated by written words were also
involved in speech processing (see Approach 2 below).

3.1.2.1. Preliminary step: visual-vOT localizer experiment
results. Behavioral data showed that all of the target stimuli (######)
were correctly detected by all participants. There were no false alarm and
reaction times were similar for targets that appeared in the word and the
consonant string blocks (484ms vs. 467ms, respectively; F(1,20)¼ 3.04;
p¼ .097; �16ms, with 95% CI¼�3, 36). Regarding neuroimaging re-
sults, three clusters of similar extent (around 265 voxels) showed sig-
nificant activation in the words> consonant strings contrast (using a
voxelwise threshold of p< .001 with a cluster threshold of p< .05 FWE-
corrected at the whole brain level; see Supplementary Table S4). The first
cluster was located in the left middle temporal gyrus (MTG) (�60, �34,
3), the second in the left vOT (highest peak at �43, �44, �17, see
Fig. 7D) and the third in an inferior frontal region stretching from the
postcentral gyrus (�55, �6, 46) to the pars opercularis of the IFG (�48,
9, 16). The peak coordinates of the vOT cluster found in this experiment
corresponds to the one found in the speech processing experiment (�43,
ise in the comprehension task compared to the perceptual task (contrast weights



Fig. 7. (A) Brain responses obtained in the four experimental conditions from the spoken sentence processing experiment compared to “silent-rest” baseline and (B)
compared to “noise-only rest” baseline. (C) Average contrast estimates for the four speech processing conditions and the two rest conditions (against implicit baseline),
at the left vOT activation peak (i.e., �43, �44, �15). Error bars represent SEM. (D) Words> consonant strings contrast from the visual-vOT localizer experiment,
showing a left vOT activation cluster (voxelwise p< .001 unc. and cluster p< .05 FWE-corr for all activation maps).
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�44, �15). This is a first indication that the same area seems to be
recruited in both language modalities.

3.1.2.2. Approach 1: literature-based vOT coordinates. One important
property of the visuo-orthographic pathway involved in reading is its
hierarchical organization. An increasing sensibility to word-like visual
stimuli along a posterior-to-anterior direction in the left vOT is docu-
mented in the literature (Dehaene et al., 2005; Vinckier et al., 2007).
Similar to Ludersdorfer et al. (2013), we examined if a
posterior-to-anterior gradient of activation in the ventral visual pathway
could also be observed in the speech processing conditions presented
here. As shown in Fig. 8, in the six posterior-to-anterior ROIs described
by Vinckier et al. (2007), we observed a similar activation profile for
9

spoken sentence and visual word processing. Overall, the activity in-
creases progressively from the posterior ROIs to reach the highest acti-
vation in ROIs 4 (z¼�56) and 5 (z¼�48), then the activation decreases
in the most anterior part of the pathway. One-sample T-tests (with
Bonferroni corrections applied for multiple comparisons) performed on
the results from the speech processing experiment (Fig. 8B) indicated
that, in the perceptual task, the activity was significantly higher than in
the silent rest condition at ROI 5 both in the speech-in-noise
(t(20)¼ 3.24, p.corr< 0.02) and in the clear speech conditions
(t(20)¼ 4.30, p.corr< 0.002). The activation obtained in the latter
condition almost reached significance at ROI 4 (t(20)¼ 2.70,
p.corr¼ 0.082). In the comprehension task, significant results were
observed at ROIs 4 and 5 both in the speech-in-noise (t(20)¼ 5.44,



Fig. 8. (A) Locations of six ROIs from Vinckier et al. (2007) displayed in the axial plane: ROI 1 ¼ �18 -96 -10, ROI 2 ¼ -36 -80 -12, ROI 3 ¼ �46 -64 -14, ROI 4 ¼ -48
-56 -16, ROI 5 ¼ -50 -48 -16 and ROI 6 ¼ -50 -40 -18. (B) Posterior-to-anterior gradient of vOT activation obtained in the six 6-mm radius spherical ROIs in each of the
four “task > silent rest” contrasts of the spoken sentence processing experiment. (C) Posterior-to-anterior gradient of vOT activation obtained in the six 6-mm radius
spherical ROIs in the “visual words > consonant strings” contrast of the visual-vOT localizer experiment. X-axis represents the z-coordinate (slightly jittered for
visualization purposes). * indicates the contrasts showing significant results.
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p.corr< 0.0003 and t(20)¼ 4.75, p.corr< 0.0008, for ROIs 4 and 5,
respectively) and in the clear speech conditions (t(20)¼ 7.86,
p.corr< 0.0001; t(20)¼ 6.55, p.corr< 0.0001, for ROIs 4 and 5,
respectively). Interestingly, activation extracted from theses ROIs varied
with experimental conditions: A 2� 2 repeated-measures ANOVA con-
ducted on the contrast estimates extracted at these ROIs showed a sig-
nificant interaction between task and presence of noise (F(1, 20)¼ 10.71;
p< .004; F(1, 20)¼ 6.61; p< .018, for ROIs 4 and 5 respectively). In line
with the findings obtained in the whole brain analyses, the presence of
noise reduced the activation in the comprehension (post-hoc Sheffe’s
test, both ps< .02) but not in the perceptual task (both ps> .80).

The analysis performed on the results from the localizer task (Fig. 8C)
showed that the visual words> consonant strings contrast led to signif-
icant activation at ROIs 4, 5, and 6 (t(20)¼ 4.79, p.corr< 0.0002;
t(20)¼ 4.78, p.corr< 0.0002; and t(20)¼ 4.24, p.corr< 0.0004,
respectively). This activation profile is fully consistent with the
literature-based location of the VWFA (i.e., around y¼�57) (Cohen
et al., 2000, 2002). Taken together, the activations induced by the two
language modalities follow the same pattern along the ventral occipito-
temporal pathway. Additionally, the peak activations observed during
speech and written word processing were located in the same portions of
the pathway (ROI 4, ROI 5).

3.1.2.3. Approach 2: subject-specific functional ROIs. Based on the group
results reported above, one could reasonably assume that the area within
the ventral occipitotemporal pathway that was active during sentence
processing (“auditory-vOT”) was also active when participants processed
written words (“visual-vOT”). However, as mentioned in the Introduc-
tion section, due to inter-individual anatomical variability, an apparently
identical and homogeneous activation location in the auditory and
written language tasks at the group level may result from the possibility
that distinct brain responses at the individual level were averaged across
participants. Moreover, meaningful activation may have been missed if
functionally equivalent regions were misaligned across individuals. In
the following analyses, we adopted a subject-specific approach using
functionally defined ROIs (fROIs). Three complementary sets of analyses
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were conducted to address three questions:

1) Were the vOT voxels activated during visual word processing also
activated during speech processing?

In the first set of analyses, the subject-specific ROI was defined as the
intersection between “group search volume” (i.e., the vOT cluster
observed in the group analysis of the visual words> consonant strings
contrast; 275 voxels, Fig. 7D) and individually identified voxels activated
in the same contrast, using voxelwise, p< .001, uncorrected threshold.
Four participants who did not show any significant voxel within the
group search volume were excluded from further analyses. The average
number of voxels in this subject-specific functional ROI was 49
(SD¼ 38). For each participant, we extracted the contrast estimates for
the four speech processing conditions (contrasted against the silent rest
baseline) within his/her functionally defined ROI. As illustrated in Fig. 9,
one sample T-tests (with Bonferroni corrections for multiple compari-
sons) showed significant activations in the four speech processing con-
ditions: perceptual task performed on clear speech (t(16)¼ 10.13,
p.corr< 0.0001) and on speech-in-noise (t(16)¼ 9.31, p.corr< 0.0001),
comprehension task performed on clear speech (t(16)¼ 9.02,
p.corr< 0.0001) and on speech-in-noise (t(16)¼ 8.61, p.corr< 0.0001).
A 2x2 repeated-measures ANOVA showed significant task effect (1.38 for
comprehension task vs. 0.90 for the perceptual task; F(1, 16)¼ 16.17;
p< .001), noise effect (1.24 for clear speech vs. 1.05 for speech-in-noise
condition; F(1, 16)¼ 12.59; p< .003) and their interaction (F(1,
16)¼ 4.76; p< .05). As in the previous analyses, post-hoc Sheffe’s tests
revealed a significant decrease of activation when noise was added in the
comprehension task (p< .004), but not in the perceptual task (p¼ .56).

However, using a predefined statistical threshold (voxelwise p< .001
uncorrected) at the individual level to define the subject-specific ROIs
may lead to variable ROI size across subjects and thus bias the results.
Intra-subject consistency has even been questioned when highly selective
thresholds were applied (Duncan et al., 2009). To address this issue, we
performed an additional analysis in which the subject-specific vOT cor-
responded to the 50 most activated voxels (unthresholded) in the search



Fig. 9. Average contrast estimates for the four speech processing conditions
against silent rest baseline, in the individual ROIs functionally defined based on
the visual-VOT localizer (a voxelwise p < .001 uncorrected threshold). Error
bars represent SEM. Black ***: corrected p < .001 obtained in the one-sample t-
tests. Grey *: p < .05 for pairwise comparisons in the ANOVA’s post-hoc test.

Fig. 10. Average correlations between the activations patterns induced by vi-
sual words and each of the four spoken sentence conditions. Error bars represent
SEM. ***: p < .0001 (permutation test).

1 To further ensure that these highly significant correlations are specific to the
contrasts of interest rather than reflecting non-specific intra-subject correlations
of image intensity across voxels, an additional analysis was also performed using
a non-linguistic control contrast: noise-only rest vs. silent rest. As illustrated in
Supplementary Fig. S2, no correlation was found between the activation ob-
tained in the visual processing task and that obtained in the control contrast
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volume. Both one sample T-tests and ANOVA replicated the initial find-
ings: Significant activations (all ps< .001) were observed in the four
conditions. The main effects of task (F(1, 20)¼ 14.19; p< .001), pres-
ence of noise (F(1, 20)¼ 8.55; p< .009), and the interaction between the
two factors (F(1, 20)¼ 12.17; p< .003) were significant.

2) The degree of overlap between “visual-vOT” and “auditory-vOT”

To assess the degree of overlap, at the individual level, between the
vOT voxels activated during visual word processing and those activated
during spoken sentences processing, a common search volume for all
participants was first defined. It corresponded to the union of the group-
level vOT cluster obtained in the visual words> consonant strings
contrast (275 voxels, p< .001 unc.) and the group-level vOT cluster
obtained in all speech processing tasks> silent rest contrast (214 voxels,
p< .001 unc.). The resulting search volume contained 309 voxels (the
voxels that were present in the cerebellum, according to the AAL2 atlas,
were removed). Within this search volume, we identified, for each
participant, the voxels that were activated (at the p< .001 uncorrected
threshold) in the visual words> consonant strings contrast and those
activated in the all speech processing tasks> silent rest contrast. Here
again, the four participants who did not show any significant voxel in
the visual contrast were excluded. The average numbers of voxels in
these subject-specific functional ROIs were 51 (SD¼ 42) and 137
(SD¼ 65) voxels, respectively. Based on these ROIs, we found that, on
average, 45 voxels per subject were activated in both language modal-
ities. In terms of degree of overlap, this reflects that, on average, 83% of
“visual-vOT” voxels were significantly activated in the speech process-
ing contrast (SD¼ 28%) and 31% of “auditory-vOT” voxels were
significantly activated in the visual word processing contrast
(SD¼ 22%).

As in the first set of analyses, we also re-defined the individual ROIs
by selecting the 50 most activated voxels (unthresholded) in the search
volume in each of the two language modalities. With this criterion, the
overlap ratio between these two ROIs was 52% on average (SD¼ 21%).
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3) Correlations of activation patterns in spoken sentence processing and
visual word processing

As a final test for the anatomo-functional convergence between vOT
voxels that respond to written and spoken language inputs, we assessed
the degree of within-subject similarity between the activation patterns
obtained during visual word processing and each of the four speech
processing conditions. We used the left vOT volume containing 309
voxels defined in the previous analysis. For each subject, we computed
the Pearson’s correlations between the activation value of the 309 voxels
of the volume obtained during visual word processing (visual
words> consonant strings) and each of the four speech processing con-
ditions (contrasted against silent rest) (see Supplementary Fig. S2 for an
illustration of this analysis in one representative participant). The sig-
nificance of the correlations was assessed using a non-parametric per-
mutation test with 5000 permutations: Subject labels were permuted,
thus testing whether within-subject correlation was stronger than a dis-
tribution of across-subjects correlations. A highly significant positive
correlation was found between the visual task and the comprehension
task performed on clear speech (average r¼ 0.50; p< .0001), the
comprehension task performed on speech-in-noise (average r¼ 0.48;
p< .0001), the perceptual task performed on clear speech (average
r¼ 0.43; p< .0001), and the perceptual task performed on speech-in-
noise (average r¼ 0.41; p< .0001) (see Fig. 10).1 Note that a few par-
ticipants showed very weak correlations; median correlations were
consequently higher than the group averages (i.e., median r were,
respectively for the four above-mentioned conditions, .60, .59, 0.51 and
0.45). A repeated-measures ANOVA comparing the correlations co-
efficients obtained in the four analyses revealed neither main effects of
task, of the presence of noise nor their interaction (all p.> 0.11). These
results provide further support for an anatomo-functional correspon-
dence of the vOT responses induced by spoken and written language
inputs. They also indicate that this correspondence was stable and, thus,
not sensitive to either bottom-up stimulus-driven or top-down task-
(average r¼ -.03; p¼ .96).
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driven factor.

4. Discussion

Inspired by studies that reported the involvement of the left vOT in
spoken word processing tasks (Yoncheva et al., 2010; Ludersdorfer et al.,
2013, 2015, 2016), the current study further examined whether this key
area of the reading network is also recruited during a more natural sit-
uation like spoken sentence processing. We specifically tested whether
vOT responses to spoken sentences depend on two factors that contribute
to task difficulty, i.e., task demands (low-level perception vs. compre-
hension task) and quality of spoken input (presence vs. absence of noises
in speech signal). Using both whole brain and functionally defined
subject-specific ROI approaches, our findings indicated that attending to
spoken sentences systematically induced left vOT activation. However,
the strength of the activation was modulated by both task demands and
quality of the input. While the activation was generally enhanced in the
comprehension compared to the perception task, the presence of noise
that further increased task difficulty did not lead to an increase of ac-
tivity. On the contrary, the vOT activity was reduced, especially in the
comprehension task.

Top-down activation of the left vOT by speech input is generally
regarded as optional, occurring only in specific experimental conditions,
for instance, when participants were required to process single words in
relatively challenging tasks. So far, this activation has mainly been
interpreted as reflecting a retrieval of word spellings (Booth et al., 2002;
Cao et al., 2010; Dehaene and Cohen, 2011). A previous observation by
Dehaene et al. (2010) showed vOT activation during an auditory lexical
decision task but not during passive listening of sentences which pro-
vided an argument in favor of this view.

Using speech processing tasks in which participants were required to
process spoken sentences in different contexts, our findings do not sup-
port the claim that vOT activation is restricted to single word processing.
On the contrary, the area appears as part of the speech processing
network. As shown in the analysis of the global activation pattern elicited
by spoken sentences compared to silent baseline (cf. Figs. 3 and 7), there
is a wide spread activity that includes areas in the temporal cortices
typically involved in spoken language processing as well as those that are
parts of the semantic, articulatory and also orthographic systems. Inter-
estingly, the activity within the left vOT was present even in the low-level
perceptual task that did not require an analysis of linguistic content of
speech inputs. However, as will be discussed further below, in this spe-
cific task, the whole brain analysis showed that the vOT activity only
reached significance when speech were clearly presented but not when it
was embedded in noises.

Before discussing the prominent roles of task demands and signal
quality on the occurrence and amplitude of vOT activation, it is worth
noting that the present findings also address a methodological issue
raised by previous studies, that is, the impact of the baseline condition on
the significance level of the cross-modal activity within the left vOT
(Ludersdorfer et al., 2013, 2015; Yoncheva et al., 2010). Although, unlike
some previous studies (e.g., Yoncheva et al., 2010), no deactivation of
vOT was observed in any spoken sentence processing conditions, we
clearly observed an enhancement of vOT responses when the activity in
these active conditions was contrasted against the MSB noise baseline
rather than against the typical silent baseline. This “artificial” enhance-
ment was explained by the reduction of activity in the extrastriate areas
during auditory processing of MSB noise (cf. Fig. 7C) which corresponds
to the “cross-modal sensory suppression” phenomenon (Laurienti et al.,
2002).

4.1. The role of task demands on the strength of vOT activation

The nature of the task was one of the main factors that affected the
strength of vOT activation during speech processing. This was attested by
the presence of activity in this area and in the left inferior frontal regions
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associated with phonological (pars opercularis) or high-level semantic
processing (pars orbitalis) (see Poldrack et al., 1999), in the compre-
hension task> perception task contrast. This result confirms previous
observations that the involvement of the vOT in speech processing is
strengthen when participants’ attention was drawn upon linguistic con-
tents of speech stimuli (Yoncheva et al., 2010). However, the increase
contribution of this area in the comprehension compared to the
perceptual task may appear surprising considering that the literature on
semantic processing classically reports the involvement of the inferior
frontal, middle temporal or parietal inferior regions (see Binder et al.,
2009). In their review article, Hickok and Poeppel (2007) considered the
posterior inferior temporal lobe to be part of the” ventral stream” that is
involved in the conceptual aspects of speech processing. Rodd et al.
(2005) also reported an increase of activity in the left posterior inferior
temporal gyrus, together with the left inferior frontal gyrus when
comparing brain activity induced by high-ambiguity spoken sentences to
that induced by low-ambiguity sentences. However, the posterior inferior
temporal lobe mentioned in these studies seems to be located more
anteriorly and laterally to the classic location of the visual-word sensitive
vOT, thus perhaps corresponding to the lateral inferotemporal multi-
modal area reported by Cohen et al. (2004).

The literature on the functional role of the left vOT does not support
the explanation that the area is specifically involved in a conceptual se-
mantic function (e.g., Dehaene and Cohen, 2011). An alternative expla-
nation of its increase contribution in the comprehension task could be
that the activation level within the area depends on the processing load
required by language tasks. The Local Combination Detector model
proposed by Dehaene et al. (2005), and supported by fMRI results
(Vinckier et al., 2007), explains the emergence of a visual-word sensitive
area by proposing an existence of hierarchically organized occipito-
temporal ventral pathway, composed of neurons tuned to the detection of
the simplest visual forms in the posterior portion of the pathway, up to
complete letters and full words in its anterior portion. However, this
model that focuses on feedforward connections may have neglected the
influence of top-down mechanisms underpinning the functional con-
nections of the area with other linguistic regions on the emergence of this
posterior-to-anterior gradient or on the location of the Visual Word Form
Area itself. Using similar stimuli as Vinckier et al. (2007), Levy et al.
(2008), replicated their finding but attributed the posterior-to-anterior
recruitment of the ventral temporal pathway to an increase in stimuli’s
“linguistic processing load” rather than to their visual complexity alone.
The authors also reported that the activity in other regions, notably the
left IFG, was also sensitive to this hierarchy. An influence of non-visual
linguistic demands of vOT activation was also shown Twomey et al.
(2011), who found stronger top-down activation when the stimuli or the
task placed increased demands on phonological processing.

The idea that processing load or task difficulty is a critical factor that
drives the spread of neural activity from the primary sensory cortices to
remote brain areas is also compatible with the hierarchical organization
of speech processing, according to which, regions more and more distant
from the auditory cortex are recruited for higher level processing (Davis
and Johnsrude, 2003; Scott and Johnsrude, 2003). However, as will be
described below, the results obtained in the conditions where speech
signals were degraded by the presence of background noise indicate that
processing load or task difficulty alone cannot entirely account for the
activation pattern of the vOT.

4.2. The role of speech signal quality on the strength of vOT activation

As expected, degradation of the speech signal clearly affected task
performance, confirming that this manipulation made speech processing
more difficult. The deleterious effect of background noise was particu-
larly pronounced in the comprehension task where correct detection of
false statements dropped from 88% to 63%. However, the brain activa-
tion pattern associated with this manipulation is more complex. While
the presence of noises mainly induced higher activity in the left-
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dominant STG (Davis et al., 2011; Obleser et al., 2007; Wild et al., 2012)
and the inferior andmiddle frontal gyri in the right hemisphere, it led to a
decrease of activity in several areas in the left-hemisphere such as the
middle occipital/angular gyrus and the posterior middle temporal gyrus
that are involved in storage and retrieval of semantic knowledge
(Humphries et al., 2007; Pallier et al., 2011).

Both whole brain and subject-specific fROI analyses showed that
adding noise into speech signals decreases the activity within the left-
vOT. Coherently with the behavioral data, the reduction is strongest in
the comprehension task. The whole brain analysis also showed the same
activation pattern in the anterior portion of Broca’s area (pars triangu-
laris) considered to be a convergence zone of written and spoken word
processing stream (Liuzzi et al., 2017; Montant et al., 2011) and bilateral
precentral and postcentral gyri which are part of the articulatory system
(Pulvermüller et al., 2006). The observation of a reduced brain activity
contradicts the hypothesis that explains the increase of top-down vOT
activation by task difficulty. In addition to the critical role of task de-
mands, here, we further argue that this top-down activation is also
modified by the intelligibility of speech signal. Since the linguistic de-
mands of the comprehension task remained constant in both clear speech
and speech-in-noise conditions, our finding indicated that a factor that
reduced the SNR also reduced a spread of neural activity from the pri-
mary sensory cortices to higher-order areas of the language network. A
similar observation was also reported in our previous study (Pattama-
dilok et al., 2017). Using written words as inputs, we showed that the
activity within the semantic and phonological areas decreased when the
visibility of the written words decreased. Furthermore, the strength of
neural propagation to remote areas further interacted with task demands
such that the activity within the areas that are task-relevant was more
strongly correlated with the visibility of the inputs than the activity
within the areas that are not task-relevant.

Here, the presence of noise that increased acoustic and phonological
processing load in the STG resulted in a disengagement of top-down vOT
activation. The fact that the noise effect was restricted to the compre-
hension task may reflect a redistribution of limited cognitive resources,
already mobilized by the demanding semantic task, towards the pro-
cessing of the acoustic-phonetic features of the degraded input. Such
redistribution of resources to compensate for reduced speech intelligi-
bility has already been reported in the past. For instance, Vagharchakian
et al. (2012) showed that the activation in high-level linguistic regions
such as the IFG and the STS collapsed when the degradation of the speech
signal reached a critical point, while the activation in sensory areas still
increased linearly with the degree of speech degradation. Through a joint
manipulation of semantic predictability and spectral degradation,
Obleser et al. (2007) also observed a set of areas (angular gyrus, lateral
prefrontal cortex, posterior cingulate cortex) whose activity was modu-
lated by an interaction between these two factors: The high predictability
condition yielded stronger activity than the low predictability condition
only when spoken sentences were presented at an intermediate level of
degradation, but not when they were not degraded or strongly degraded.
This finding suggested that these brain areas were involved when needed
and only if speech comprehension still succeeds despite adverse acoustic
conditions. The activity of the left vOT observed in our study showed a
similar pattern. It most strongly contributes to speech comprehension
when this could be achieved at a reasonable accuracy level.

In sum, the opposing effects of task demands and quality of speech
signal indicates that processing difficulty is not the only underlying factor
that determines the strength of the vOT activation in response to speech.
As previously argued (Pattamadilok et al., 2017, Price et al., 1997 and
Price and Devlin, 2011), one may make a distinction between “auto-
matic” and “strategic” propagations of neural activity from the primary
sensory cortices to higher-order brain regions. While the automatic
propagation of brain activity is mainly driven by the strength or SNR of
the sensory input, this passive propagation could be modulated by a
strategic process driven by attention and task demands. In the case of the
vOT contribution to speech processing reported here, the interplay
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between these two mechanisms results in a graded activation pattern
illustrated in Fig. 7A, ranging from the lowest activation in the percep-
tion task performed on low SNR speech signals to the highest activation
in the comprehension task performed on high SNR speech signals.
However, the allocation of the cognitive resources to the bottom-up and
top-down factors seems to rely on a complex mechanism that involves
several brain areas, especially in the frontal cortex whose activation was
affected by the interaction between task demands and signal quality (cf.,
Table S3) (see also Awh et al., 2012). More extensive analyses taking into
account the temporal dynamics of the connections between these areas,
and the role they play in the communication between the auditory and
visual systems, is needed to draw a complete picture of the phenomenon.

A unique region within the ventral occipitotemporal pathway is
involved in the processing of written words and spoken sentences.

So far, most of the studies that reported left vOT activation in non-
orthographic spoken word processing tasks have relied on literature-
based coordinates to make the assumption that the area in the ventral
occipitotemporal pathway that responds to spoken inputs is in the same
location as the one recruited during written word processing (e.g.,
Ludersdorfer et al., 2016; Yoncheva et al., 2010). Nevertheless, as stated
in the Introduction, due to the possible existence of distinct unimodal and
multimodal areas in the vOT region (Cohen et al., 2004), and more
generally to inter-subject heterogeneity in activation and anatomical
characteristics, additional precautions must be taken before assuming an
anatomical correspondence between functional maps obtained in
different fMRI sessions or studies.

One approach that we used to examine the similarity between the
responses induced by written and spoken inputs is to compare the acti-
vation patterns of sub-regions within the left ventral visual pathway in
response to the two types of stimulus. To this aim, the activation esti-
mates (betas) induced by spoken sentences and written words were
extracted from six 6-mm radius spherical ROIs created from the co-
ordinates from Vinckier et al.’ s study (2007). As illustrated in Fig. 8, the
two language modalities showed the same posterior-to-anterior gradient,
both peaking around y¼�56 and �48, corresponding to the location of
the VFWA (Cohen et al., 2002). This observation provides a piece of
evidence in favor of a homology between the area that responded to
spoken inputs and the VWFA described in the literature. In addition to
this global picture, a more precise anatomical correspondence between
the vOT voxels activated by spoken and written language inputs was
examined at the individual subject level. We applied the subject-specific
fROI approach that consists in comparing, within each participant, the
vOT voxels activated by spoken inputs to those activated by written in-
puts. These more fine-grained analyses showed that part of the voxels
activated by written words was also activated by spoken sentences.
Interestingly, these voxels also showed an activation profile similar to
that found in the whole brain group analysis, in terms of the sensibility to
task demands and signal quality manipulations. Overall, it is rather
surprising that despite the differences between the written and spoken
inputs (single words briefly flashed on the screen vs. full sentences
unfolding in time) and the experimental paradigms that were used to
extract of the activation maps of the two language modalities, the degree
of overlap between the vOT voxels activated by the written and spoken
inputs is still above 50% (when the 50 most activated voxels for each
language modality were considered). The similarity between their acti-
vation patterns was further demonstrated in the analysis of the spatial
pattern of neural responses in the left vOT, which is less sensitive to the
variations in the overall activation extent and intensity between the two
experiments. The analysis showed highly significant correlations be-
tween the activations obtained during written word processing and in
each of the four speech processing situations. Contrary to the activation
intensity that varies with task demands and signal quality, these corre-
lations are statistically equivalent in all experimental conditions (i.e.,
coefficient between 0.50 and 0.41). It is indicative that although there is
a variation in the activation level across conditions, the
anatomo-functional correspondence of the vOT responses to spoken and
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written language inputs remains stable. This conclusion is consistent with
the idea that a same set of voxels responds to both spoken and written
words in a given individual although the strength of their responses
varies with task demands and quality of speech signal.

4.3. The nature of information encoded in the left vOT

The subject-specific ROI analyses suggest that a significant part of the
vOT voxels that responded to written words also responded spoken
sentences. So far, the literature mainly explains this top-down activation
by two mechanisms. According to the ‘orthographic tuning hypothesis’
proposed by Dehaene and colleagues (Cohen et al., 2004; Dehaene and
Cohen, 2011; Dehaene et al., 2005), the left-vOT contains neurons are
selectively tuned to written language input. These orthographic coding
neurons could nevertheless be activated in a top-down fashion by a
spoken input once it has been converted into an orthographic code. This
hypothesis has provided a plausible explanation to what happens during
single word processing, especially in difficult tasks such as lexical deci-
sion, spelling or meta-phonological tasks, where the activation of
non-phonological codes including orthography has been consistently
reported (Lafontaine et al., 2012; Seidenberg and Tanenhaus, 1979;
Ziegler and Ferrand, 1998). However, it is unclear how this online con-
version of phonological to orthographic representation could explain the
present finding where spoken inputs are full sentences. Although one
could rightly argue that the sentences might be partially converted in
their spelling forms and activated the orthography-encoding neurons in
the left vOT, the possibility that these incomplete orthographic repre-
sentations matched the written words presented during the “Visual-vOT”
localizer session and, thus, led to more than 50% overlapping activation
of the two language modalities seems unlikely.

An alternative mechanism proposed by Price and Devlin (2011), who
assumed that neuronal populations in vOT are not selectively tuned to
orthographic inputs, seems to provide a more flexible mechanism to
account for the present finding. According to their ‘Interactive Account’,
vOT is an interface between bottom-up sensory inputs and top-down
predictions that are generated based on prior knowledge on the associ-
ation of the visual input with phonological and semantic representations.
The same neuronal populations in the area can contribute to different
functions depending on the regions with which they interact and the
processing context. As a result, the orthographic, semantic and phono-
logical information is processed within distributed but interconnected
neural networks.

Within this framework, spoken sentences would be processed within
these large networks that encompass the left vOT, without assuming that
the spoken inputs need to be converted into written forms. Although we
do not have direct evidence supporting this interpretation, some recent
findings provide arguments supporting the idea that this area within the
ventral pathway may not only encode orthographic representations.
Using representational similarity analyses, Zhao et al. (2016) observed a
significant association between the pattern of phonological similarity of
written Chinese words and neural responses in the anterior and middle
fusiform gyrus, thus, suggesting that neurons within these areas also
represent phonology. A similar conclusion was obtained in our recent
study where transcranial magnetic stimulation was combined with an
adaptation protocol to examine the properties of left-vOT neurons. Our
findings suggest a co-existence of functionally segregated neuronal
populations that selectively respond to written or to spoken language
modality (Pattamadilok et al., 2019). Accordingly, the vOT responses to
spoken sentences reported here could at least partly reflect the activity of
neurons encoding spoken language that are intermingled with those
encoding written language. Further brain-imaging studies using tech-
niques that provide a higher spatial resolution are needed to demonstrate
such spatial segregation between the two types of neuronal populations
(e.g., Gentile et al., 2017).

In conclusion, the current study confirms that vOT responses to
speech is not restricted to single word processing or to difficult tasks but
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also generalizes to more natural processing situations like sentence
perception and comprehension. This finding could not entirely be
explained by the simple conversion of spoken sentences into ortho-
graphic representations. It raises the possibility that neurons within this
part of the ventral pathway might also encode spoken inputs. However,
the present study only focuses on detailed analyses of the neural re-
sponses within a specific part of the ventral occipital pathway that cor-
responds to the location of the Visual Word Form Area. As mentioned
earlier, the activity within this area as well as its sensitivity to bottom-up
and top-down factors could be driven by a complex mechanism that in-
volves several brain areas within and outside the language network. In
line with this remark, Ludersdorfer et al., 2019 recently examined the
effects of task demands and stimuli on the activation and connectivity in
superior and inferior parts of the left vOT. Their dynamic causal
modeling provides an insightful observation that the superior and infe-
rior vOTs differentially drive the activation in the anterior portion of the
occipito-temporal sulcus, whose MNI coordinates corresponded to the
location of the vOT in the present study. This observation combined with
our finding that the activation of the vOT co-occurred with the activation
of many areas in the frontal cortex (cf. Table S3) motivate more global
investigations that consider the left vOT as part of an extended dynamic
neural network.
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