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#### Abstract

Pipiras introduced in the early 2000s an almost surely and uniformly convergent (on compact intervals) wavelet-type expansion of classical Rosenblatt process. Yet, the issue of estimating, almost surely, its uniform rate of convergence remained an open question. The main goal of our present article is to provide an answer to it in the more general framework of generalized Rosenblatt process, under the assumption that the underlying wavelet basis belongs to the class due to Meyer. The main ingredient of our strategy consists in expressing in a non-classical (new) way the approximation errors related with the approximation spaces of a multiresolution analysis of $L^{2}\left(\mathbb{R}^{2}\right)$. Such a non-classical expression may also be of interest in its own right.
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## 1 Introduction and statement of the two main results

The Rosenblatt process is a non-Gaussian extension of the classical fractional Brownian motion (see e.g. [22, 13]) which was first introduced in the pioneering article [20]. Later, the well-known papers $[23,12,24]$ drew important connections between it and Non-Central

Limit theorem. Since more than a decade, there has been increasing interest in its study, we refer to the works $[19,1,9,16,25,2,10]$ to cite only a few. More precisely, it is a realvalued non-Gaussian self-similar stochastic process with stationary increments which belongs to the second order Wiener chaos and has continuous paths. We mention in passing that two classical books on Wiener chaoses, multiple Wiener integrals and related topics are [14, 18]. Throughout our article, using the same terminology as in [19], the Rosenblatt process is called fractional Rosenblatt motion (fRm in short) and denoted by $\left\{R_{H}(t)\right\}_{t \in \mathbb{R}_{+}}$since it depends on a parameter $H \in(3 / 4,1)$. Notice that this parameter $H$ is replaced by the parameter $\kappa:=H-1 / 2$ by some authors, because of the fact that $2 \kappa$ corresponds to the self-similarity exponent of $\mathrm{fRm} .\left\{R_{H}(t)\right\}_{t \in \mathbb{R}_{+}}$is defined through the following double Wiener integral with respect to a Brownian motion $\{B(x)\}_{x \in \mathbb{R}}$ fixed once and for all:

$$
\begin{equation*}
R_{H}(t):=\int_{\mathbb{R}^{2}}^{\prime} K_{H}\left(t, x_{1}, x_{2}\right) d B\left(x_{1}\right) d B\left(x_{2}\right), \quad \text { for all } t \in \mathbb{R}_{+} \tag{1.1}
\end{equation*}
$$

The symbol $\int_{\mathbb{R}^{2}}^{\prime}$ in (1.1) denotes integration over $\mathbb{R}^{2}$ excluding the diagonal, and the integrand $K_{H}$ is given, for every $\left(t, x_{1}, x_{2}\right) \in \mathbb{R}_{+} \times \mathbb{R}^{2}$, by:

$$
\begin{equation*}
K_{H}\left(t, x_{1}, x_{2}\right):=(\Gamma(H-1 / 2))^{-2} \int_{0}^{t}\left(s-x_{1}\right)_{+}^{H-3 / 2}\left(s-x_{2}\right)_{+}^{H-3 / 2} d s \tag{1.2}
\end{equation*}
$$

with the convention that, for each $(y, \alpha) \in \mathbb{R}^{2}$, one has $y_{+}^{\alpha}:=y^{\alpha}$ if $y$ is positive, and $y_{+}^{\alpha}:=0$ else. Observe that $\Gamma$ in (1.2) is the usual "Gamma function" defined, for every real number $z \in(0,+\infty)$, as $\Gamma(z):=\int_{0}^{+\infty} u^{z-1} e^{-u} d u$. Also, observe that the inequalities $3 / 4<H<1$ imply, for each fixed $t \in \mathbb{R}_{+}$, that the kernel function $\left(x_{1}, x_{2}\right) \mapsto K_{H}\left(t, x_{1}, x_{2}\right)$ belongs to the Hilbert space $L^{2}\left(\mathbb{R}^{2}\right)$; this is why the double Wiener integral in (1.1) is well-defined.

In the early 2000 s , a wavelet-type series expansion of $\left\{R_{H}(t)\right\}_{t \in \mathbb{R}_{+}}$, which is almost surely and uniformly convergent in $t$ on any compact interval $I \subset \mathbb{R}_{+}$, was introduced by Pipiras in [19]. Thanks to it, this process can be almost surely approximated, uniformly in $t \in I$, by a sequence of processes $\left(\left\{R_{H, J}(t)\right\}_{t \in \mathbb{R}_{+}}\right)_{J \in \mathbb{N}}$ with continuous paths which are issued from a multiresolution analysis (MRA) of $L^{2}\left(\mathbb{R}^{2}\right)$ and for which efficient simulation methods are available (see $[1,19]$ ). Yet, the issue of estimating, almost surely, the uniform norm over $I$ of the approximation error, that is $\left\|R_{H}-R_{H, J}\right\|_{I, \infty}:=\sup _{t \in I}\left|R_{H}(t)-R_{H, J}(t)\right|$, remained an open question. The primary motivation behind our article is to provide an answer to it. In order to explain the main focus of our strategy employed to this end, we need to briefly present the fundamental notion of MRA which is the keystone of the wavelet theory. Let us mention that two very classical references on this theory are [11, 17].

A MRA of the Hilbert space $L^{2}\left(\mathbb{R}^{d}\right)$, the integer $d \geq 1$ being arbitrary, is a sequence $\left(V_{j}^{d}\right)_{j \in \mathbb{Z}}$ of closed subspaces of $L^{2}\left(\mathbb{R}^{d}\right)$ satisfying the following four conditions:
(i) $V_{j}^{d} \subset V_{j+1}^{d}$, for every $j \in \mathbb{Z}$;
(ii) $\bigcap_{j \in \mathbb{Z}} V_{j}^{d}=\{0\}$ and $\bigcup_{j \in \mathbb{Z}} V_{j}^{d}$ is dense in $L^{2}\left(\mathbb{R}^{d}\right)$;
(iii) for any function $f(x) \in L^{2}\left(\mathbb{R}^{d}\right), f(x)$ belongs to $V_{0}^{d}$ if and only if $f\left(2^{j} x\right)$ belongs to $V_{j}^{d}$, for all $j \in \mathbb{Z}$, in other words one has $V_{j}^{d}:=\left\{f\left(2^{j} x\right): f(x) \in V_{0}^{d}\right\} ;$
(iv) There exists a function $\phi^{d}(x)$ in $V_{0}^{d}$, called scaling function, such that the sequence $\left\{\phi^{d}(x-l): l \in \mathbb{Z}^{d}\right\}$ forms an orthonormal basis of $V_{0}^{d}$.

Notice that it can easily be derived from (iii) and (iv) that the sequence $\left\{2^{j d / 2} \phi^{d}\left(2^{j} x-l\right)\right.$ : $\left.l \in \mathbb{Z}^{d}\right\}$ is an orthonormal basis of $V_{j}^{d}$, for every fixed $j \in \mathbb{Z}$. The closed subspace $W_{j}^{d}$ of $L^{2}\left(\mathbb{R}^{d}\right)$ denotes the orthogonal complement of $V_{j}^{d}$ in $V_{j+1}^{d}$, that is one has

$$
\begin{equation*}
V_{j+1}^{d}=V_{j}^{d} \oplus W_{j}^{d}, \quad \text { for all } j \in \mathbb{Z} \tag{1.3}
\end{equation*}
$$

Observe that it follows from (1.3) and (ii) that, for any fixed $J \in \mathbb{Z}$, the following three fundamental equalities hold:

$$
\begin{equation*}
V_{J}^{d}=\bigoplus_{-\infty<j<J}^{\perp} W_{j}^{d} \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
L^{2}\left(\mathbb{R}^{d}\right)=V_{J}^{d} \oplus\left(\underset{J \leq j<+\infty}{\stackrel{\perp}{\bigoplus}} W_{j}^{d}\right)=\bigoplus_{-\infty<j<+\infty}^{\stackrel{\perp}{\bigoplus}} W_{j}^{d} \tag{1.5}
\end{equation*}
$$

It is known that there are $2^{d}-1$ functions $\psi^{d, p}, p \in\left\{1, \ldots, 2^{d}-1\right\}$, belonging to $W_{0}^{d}$, called mother wavelets, such that the sequence $\left\{\psi^{d, p}(x-k):(p, k) \in\left\{1, \ldots, 2^{d}-1\right\} \times\right.$ $\left.\mathbb{Z}^{d}\right\}$ is an orthonormal basis of $W_{0}^{d}$. A straightforward consequence is that the sequence $\left\{2^{j d / 2} \psi^{d, p}\left(2^{j} x-k\right):(p, k) \in\left\{1, \ldots, 2^{d}-1\right\} \times \mathbb{Z}^{d}\right\}$ is an orthonormal basis of $W_{j}^{d}$, for every fixed $j \in \mathbb{Z}$. Thus, using (1.4) and (1.5), it can be shown that:

Theorem 1.1 (see e.g. [17, 11]) Assume that $J \in \mathbb{Z}$ is arbitrary and fixed.

1. Not only the sequence $\left\{2^{J d / 2} \phi^{d}\left(2^{J} x-l\right): l \in \mathbb{Z}^{d}\right\}$ is an orthonormal basis of $V_{J}^{d}$ but also the sequence

$$
\left\{2^{J d / 2} \psi^{d, p}\left(2^{J} x-k\right):(p, j, k) \in\left\{1, \ldots, 2^{d}-1\right\} \times \mathbb{Z} \times \mathbb{Z}^{d} \text { and } j<J\right\} .
$$

2. The sequences

$$
\begin{aligned}
& \left\{2^{J d / 2} \phi^{d}\left(2^{J} x-l\right): l \in \mathbb{Z}^{d}\right\} \\
& \quad \cup\left\{2^{j d / 2} \psi^{d, p}\left(2^{j} x-k\right):(p, j, k) \in\left\{1, \ldots, 2^{d}-1\right\} \times \mathbb{Z} \times \mathbb{Z}^{d} \text { and } j \geq J\right\}
\end{aligned}
$$

and

$$
\left\{2^{j d / 2} \psi^{d, p}\left(2^{j} x-k\right):(p, j, k) \in\left\{1, \ldots, 2^{d}-1\right\} \times \mathbb{Z} \times \mathbb{Z}^{d}\right\}
$$

are two orthonormal bases of $L^{2}\left(\mathbb{R}^{d}\right)$. Such bases of $L^{2}\left(\mathbb{R}^{d}\right)$ are called wavelet bases.
Usually, for any $d \geq 2$, a MRA $\left(V_{j}^{d}\right)_{j \in \mathbb{Z}}$ of $L^{2}\left(\mathbb{R}^{d}\right)$ is obtained starting from a MRA $\left(V_{j}^{1}\right)_{j \in \mathbb{Z}}$ of $L^{2}(\mathbb{R})$ by making use of the tensor product method. It is important for our purposes to briefly describe this method in the case where $d=2$. In all the sequel, for the sake of simplicity, $\left(V_{j}^{1}\right)_{j \in \mathbb{Z}}$ is denoted by $\left(V_{j}\right)_{j \in \mathbb{Z}}$ and corresponding scaling function and mother wavelet are denoted by $\phi$ and $\psi$. Throughout our article, these two functions are assumed to be real-valued. The tensor product method simply consists in defining, for every $j \in \mathbb{Z}$, the space $V_{j}^{2}$ as the tensor product:

$$
\begin{equation*}
V_{j}^{2}:=V_{j} \otimes V_{j} \tag{1.6}
\end{equation*}
$$

In other words, $V_{j}^{2}$ is the closed subspace of $L^{2}\left(\mathbb{R}^{2}\right)$ spanned by the set of functions $\left\{g\left(x_{1}\right) h\left(x_{2}\right)\right.$, $g \in V_{j}$ and $\left.h \in V_{j}\right\}$. Then a scaling function associated to $\left(V_{j}^{2}\right)_{j \in \mathbb{Z}}$ is $\left(x_{1}, x_{2}\right) \mapsto \phi\left(x_{1}\right) \phi\left(x_{2}\right)$, and three corresponding mother wavelets are $\left(x_{1}, x_{2}\right) \mapsto \phi\left(x_{1}\right) \psi\left(x_{2}\right),\left(x_{1}, x_{2}\right) \mapsto \psi\left(x_{1}\right) \phi\left(x_{2}\right)$ and $\left(x_{1}, x_{2}\right) \mapsto \psi\left(x_{1}\right) \psi\left(x_{2}\right)$. Such a MRA $\left(V_{j}^{2}\right)_{j \in \mathbb{Z}}$ was implicitly used in Section 4 of [19] in order to construct the stochastic processes $\left\{R_{H, J}(t)\right\}_{t \in \mathbb{R}_{+}}, J \in \mathbb{N}$, which approximate the fRm $\left\{R_{H}(t)\right\}_{t \in \mathbb{R}_{+}}$. More precisely, for any fixed $t \in \mathbb{R}_{+}$, the functions $\left(x_{1}, x_{2}\right) \mapsto K_{H, J}\left(t, x_{1}, x_{2}\right)$ and $\left(x_{1}, x_{2}\right) \mapsto K_{H, J}^{\perp}\left(t, x_{1}, x_{2}\right)$ respectively denote the orthogonal projections in $L^{2}\left(\mathbb{R}^{2}\right)$ of the kernel function $\left(x_{1}, x_{2}\right) \mapsto K_{H}\left(t, x_{1}, x_{2}\right)$ (see (1.2)) respectively on the space $V_{J}^{2}$ and on its orthogonal complement $\left(V_{J}^{2}\right)^{\perp}$. The random variable $R_{H, J}(t)$ is defined as:

$$
\begin{equation*}
R_{H, J}(t):=\int_{\mathbb{R}^{2}}^{\prime} K_{H, J}\left(t, x_{1}, x_{2}\right) d B\left(x_{1}\right) d B\left(x_{2}\right) \tag{1.7}
\end{equation*}
$$

Observe that one can derive from (1.1) and (1.7) that

$$
\begin{equation*}
R_{H}(t)-R_{H, J}(t):=\int_{\mathbb{R}^{2}}^{\prime} K_{H, J}^{\perp}\left(t, x_{1}, x_{2}\right) d B\left(x_{1}\right) d B\left(x_{2}\right) \tag{1.8}
\end{equation*}
$$

In order to estimate almost surely the approximation error $\left\|R_{H}-R_{H, J}\right\|_{I, \infty}$, it is crucial to express $R_{H}(t)-R_{H, J}(t)$ in a convenient way. Under some general conditions on $\phi$ and $\psi$, an expression for it as a random series is given in the statement of Theorem 1 in [19]. Basically, this expression for $R_{H}(t)-R_{H, J}(t)$ is issued from the expansion of the function $\left(x_{1}, x_{2}\right) \mapsto K_{H, J}^{\perp}\left(t, x_{1}, x_{2}\right)$ in the classical orthonormal basis of $\left(V_{J}^{2}\right)^{\perp}$, namely:

$$
\begin{aligned}
\left\{2^{j} \phi\left(2^{j} x_{1}-k_{1}\right) \psi\left(2^{j} x_{2}-k_{2}\right),\right. & 2^{j} \psi\left(2^{j} x_{1}-k_{1}\right) \phi\left(2^{j} x_{2}-k_{2}\right) \\
& \left.2^{j} \psi\left(2^{j} x_{1}-k_{1}\right) \psi\left(2^{j} x_{2}-k_{2}\right):\left(j, k_{1}, k_{2}\right) \in \mathbb{Z}^{3} \text { and } j \geq J\right\}
\end{aligned}
$$

Unfortunately, this expression has a drawback: the terms of the random series providing it, that is the random variables $Z_{\kappa, d}^{(j)}(t), j \geq J$ defined in relation (4.9) of [19], are correlated. In order to avoid such a drawback, our strategy consists to expand the function $\left(x_{1}, x_{2}\right) \mapsto$ $K_{H, J}^{\perp}\left(t, x_{1}, x_{2}\right)$ in another much less classical orthonormal basis of $\left(V_{J}^{2}\right)^{\perp}$, namely:
$\mathcal{B}_{J}^{\prime \prime}:=\left\{2^{\frac{j_{1}+j_{2}}{2}} \psi\left(2^{j_{1}} x_{1}-k_{1}\right) \psi\left(2^{j_{2}} x_{2}-k_{2}\right):\left(j_{1}, j_{2}, k_{1}, k_{2}\right) \in \mathbb{Z}^{4}\right.$ and $\left.j_{1} \vee j_{2}:=\max \left\{j_{1}, j_{2}\right\} \geq J\right\}$.
We mention in passing that the fact that $\mathcal{B}_{J}^{\prime \prime}$ is an orthonormal basis of $\left(V_{J}^{2}\right)^{\perp}$ can be shown in the following way. The first part of Theorem 1.1 (with $d=1$ ) and (1.6) imply that

$$
\mathcal{B}_{J}^{\prime}:=\left\{2^{\frac{j_{1}+j_{2}}{2}} \psi\left(2^{j_{1}} x_{1}-k_{1}\right) \psi\left(2^{j_{2}} x_{2}-k_{2}\right):\left(j_{1}, j_{2}, k_{1}, k_{2}\right) \in \mathbb{Z}^{4} \text { and } j_{1} \vee j_{2}<J\right\}
$$

is an orthonormal basis of $V_{J}^{2}$. Moreover, the second part of Theorem 1.1 (with $d=1$ ) and (1.6) entail that

$$
\begin{equation*}
\mathcal{B}:=\left\{2^{\frac{j_{1}+j_{2}}{2}} \psi\left(2^{j_{1}} x_{1}-k_{1}\right) \psi\left(2^{j_{2}} x_{2}-k_{2}\right):\left(j_{1}, j_{2}, k_{1}, k_{2}\right) \in \mathbb{Z}^{4}\right\} \tag{1.10}
\end{equation*}
$$

is an orthonormal basis of $L^{2}\left(\mathbb{R}^{2}\right)$. Combining these two results with the equality $L^{2}\left(\mathbb{R}^{2}\right)=$ $V_{J}^{2} \stackrel{\perp}{\oplus}\left(V_{J}^{2}\right)^{\perp}$, it follows that $\mathcal{B}_{J}^{\prime \prime}$ is an orthonormal basis of $\left(V_{J}^{2}\right)^{\perp}$.

Our strategy also works in the more general framework of the generalized Rosenblatt process, that we call generalized fractional Rosenblatt motion (gfRm). It was first introduced by Maejima and Tudor in their paper [15]. In the last few years, several articles related to it, written by Bai and Taqqu, were published (see $[4,5,6,7,8]$ ). The gfRm depends on two parameters $H_{1}$ and $H_{2}$ satisfying

$$
\begin{equation*}
H_{1}, H_{2} \in(1 / 2,1) \quad \text { and } \quad H_{1}+H_{2}>3 / 2 . \tag{1.11}
\end{equation*}
$$

It is denoted by $\left\{R_{H_{1}, H_{2}}(t)\right\}_{t \in \mathbb{R}_{+}}$and defined as:

$$
\begin{equation*}
R_{H_{1}, H_{2}}(t):=\int_{\mathbb{R}^{2}}^{\prime} K_{H_{1}, H_{2}}\left(t, x_{1}, x_{2}\right) d B\left(x_{1}\right) d B\left(x_{2}\right), \quad \text { for all } t \in \mathbb{R}_{+}, \tag{1.12}
\end{equation*}
$$

where, the integrand $K_{H_{1}, H_{2}}$ is given, for every $\left(t, x_{1}, x_{2}\right) \in \mathbb{R}_{+} \times \mathbb{R}^{2}$, by:

$$
\begin{equation*}
K_{H_{1}, H_{2}}\left(t, x_{1}, x_{2}\right):=\frac{1}{\Gamma\left(H_{1}-1 / 2\right) \Gamma\left(H_{2}-1 / 2\right)} \int_{0}^{t}\left(s-x_{1}\right)_{+}^{H_{1}-3 / 2}\left(s-x_{2}\right)_{+}^{H_{2}-3 / 2} d s . \tag{1.13}
\end{equation*}
$$

Notice that the condition (1.11) implies that, for each fixed $t \in \mathbb{R}_{+}$, the kernel function $\left(x_{1}, x_{2}\right) \mapsto K_{H_{1}, H_{2}}\left(t, x_{1}, x_{2}\right)$ is in $L^{2}\left(\mathbb{R}^{2}\right)$, which guarantees the existence of the double Wiener integral in (1.12). Also notice that the gfRm reduces to the fRm when $H_{1}=H_{2}$. Similarly to the fRm , the gfRm belongs to the second order Wiener chaos, it has continuous paths, and
it is self-similar with stationary increments; the self-similarity exponent being the quantity $H_{1}+H_{2}-1$. For any fixed $J \in \mathbb{N}$ and $t \in \mathbb{R}_{+}$, the functions $\left(x_{1}, x_{2}\right) \mapsto K_{H_{1}, H_{2}, J}\left(t, x_{1}, x_{2}\right)$ and $\left(x_{1}, x_{2}\right) \mapsto K_{H_{1}, H_{2}, J}^{\perp}\left(t, x_{1}, x_{2}\right)$ are defined in the same way as $\left(x_{1}, x_{2}\right) \mapsto K_{H, J}\left(t, x_{1}, x_{2}\right)$ and $\left(x_{1}, x_{2}\right) \mapsto K_{H, J}^{\perp}\left(t, x_{1}, x_{2}\right)$. Namely, they respectively are the orthogonal projections in $L^{2}\left(\mathbb{R}^{2}\right)$ of the kernel function $\left(x_{1}, x_{2}\right) \mapsto K_{H_{1}, H_{2}}\left(t, x_{1}, x_{2}\right)$ (see (1.13)) respectively on the space $V_{J}^{2}$ and on its orthogonal complement $\left(V_{J}^{2}\right)^{\perp}$. Similarly to (1.7) and (1.8), the random variable $R_{H_{1}, H_{2}, J}(t)$ is defined as:

$$
\begin{equation*}
R_{H_{1}, H_{2}, J}(t):=\int_{\mathbb{R}^{2}}^{\prime} K_{H_{1}, H_{2}, J}\left(t, x_{1}, x_{2}\right) d B\left(x_{1}\right) d B\left(x_{2}\right), \tag{1.14}
\end{equation*}
$$

and one can derive from (1.12) and (1.14) that

$$
\begin{equation*}
R_{H_{1}, H_{2}}(t)-R_{H_{1}, H_{2}, J}(t):=\int_{\mathbb{R}^{2}}^{\prime} K_{H_{1}, H_{2}, J}^{\perp}\left(t, x_{1}, x_{2}\right) d B\left(x_{1}\right) d B\left(x_{2}\right) . \tag{1.15}
\end{equation*}
$$

We mention in passing that it results from the isometry property of double Wiener integral and from the Kolmogorov's continuity theorem that, for any fixed $J \in \mathbb{N}$, the stochastic processes $\left\{R_{H_{1}, H_{2}, J}(t)\right\}_{t \in \mathbb{R}_{+}}$and $\left\{R_{H_{1}, H_{2}}(t)-R_{H_{1}, H_{2}, J}(t)\right\}_{t \in \mathbb{R}_{+}}$have continuous paths.

By expanding, for each fixed $J \in \mathbb{N}$ and $t \in \mathbb{R}$, the function $\left(x_{1}, x_{2}\right) \mapsto K_{H_{1}, H_{2}, J}^{\perp}\left(t, x_{1}, x_{2}\right)$ in the basis $\mathcal{B}_{J}^{\prime \prime}$ (see (1.9)), and by using (1.15) as well as the isometry property of double Wiener integral, one obtains that

$$
\begin{equation*}
R_{H_{1}, H_{2}}(t)-R_{H_{1}, H_{2}, J}(t)=\sum_{\left(j_{1}, j_{2}\right) \in \mathbb{Z}^{2}, j_{1} \vee j_{2} \geq J} \sum_{\left(k_{1}, k_{2}\right) \in \mathbb{Z}^{2}} \mathcal{K}_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t) \varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}, \tag{1.16}
\end{equation*}
$$

Notice that, for all $\left(j_{1}, j_{2}, k_{1}, k_{2}\right) \in \mathbb{Z}^{4}$, the real-valued deterministic coefficient $\mathcal{K}_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)$ is given by:

$$
\begin{equation*}
\mathcal{K}_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t):=2^{\frac{j_{1}+j_{2}}{2}} \int_{\mathbb{R}^{2}} K_{H_{1}, H_{2}}\left(t, x_{1}, x_{2}\right) \psi\left(2^{j_{1}} x_{1}-k_{1}\right) \psi\left(2^{j_{2}} x_{2}-k_{2}\right) d x_{1} d x_{2} \tag{1.17}
\end{equation*}
$$

we mention that (1.13), (1.17) and the dominated convergence theorem imply that $\mathcal{K}_{j_{1}, j_{2}}^{k_{1}, k_{2}}$ is a continuous function on $\mathbb{R}_{+}$. Also notice that $\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}$ is the random variable of the second order Wiener chaos defined, for all $\left(j_{1}, j_{2}, k_{1}, k_{2}\right) \in \mathbb{Z}^{4}$, as:

$$
\begin{equation*}
\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}:=2^{\frac{j_{1}+j_{2}}{2}} \int_{\mathbb{R}^{2}}^{\prime} \psi\left(2^{j_{1}} x_{1}-k_{1}\right) \psi\left(2^{j_{2}} x_{2}-k_{2}\right) d B\left(x_{1}\right) d B\left(x_{2}\right) . \tag{1.18}
\end{equation*}
$$

Observe that our previous arguments for deriving the equality (1.16) only allow to assert that the random series in it is, for each fixed $t \in \mathbb{R}_{+}$and $J \in \mathbb{N}$, unconditionally convergent in $L^{2}(\Omega)$, where $\Omega$ denotes the underlying probability space. Yet, in the proof of our

Theorem 1.2, stated below, we show that this random series is also almost surely convergent uniformly in $t \in I$. Let us point out that one may assume without any restriction that the latter compact interval is of the form $I=[0, T]$, where the real number $T>2$ is arbitrary and fixed. This assumption is systematically made from now on.

The goal of Section 2 of our article is to derive the following theorem which provides an almost sure estimate of the approximation error $\left\|R_{H_{1}, H_{2}}-R_{H_{1}, H_{2}, J}\right\|_{I, \infty}$.

Theorem 1.2 Assume that $\psi$ in (1.9) is a Meyer's mother wavelet; that is $\psi$ belongs to the Schwartz class $S(\mathbb{R})$ and its Fourier transform $\widehat{\psi}$ is compactly supported with support satisfying

$$
\begin{equation*}
\operatorname{supp} \widehat{\psi} \subseteq\left\{\xi \in \mathbb{R}: \quad \frac{2 \pi}{3} \leq|\xi| \leq \frac{8 \pi}{3}\right\} \tag{1.19}
\end{equation*}
$$

Then, for all compact interval $I \subset \mathbb{R}_{+}$, there exists an almost surely finite random variable $C$ (depending on $I)$ for which one has, almost surely, for each $J \in \mathbb{N}$,

$$
\begin{equation*}
\left\|R_{H_{1}, H_{2}}-R_{H_{1}, H_{2}, J}\right\|_{I, \infty}:=\sup _{t \in I}\left|R_{H_{1}, H_{2}}(t)-R_{H_{1}, H_{2}, J}(t)\right| \leq C J 2^{-J\left(H_{1}+H_{2}-3 / 2\right)} \tag{1.20}
\end{equation*}
$$

Let us now present the goal of Section 3 of our article. Using (1.12) and the wavelet basis $\mathcal{B}$ (see (1.10)), similarly to (1.16) one can derive, for each fixed $t \in \mathbb{R}_{+}$, that

$$
\begin{equation*}
R_{H_{1}, H_{2}}(t)=\sum_{\left(j_{1}, j_{2}, k_{1}, k_{2}\right) \in \mathbb{Z}^{4}} \mathcal{K}_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t) \varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}, \tag{1.21}
\end{equation*}
$$

where the random series is unconditionally convergent in $L^{2}(\Omega)$. The main goal of Section 3 is to show that it is also convergent in a much stronger sense: almost surely, uniformly in $t \in I:=[0, T]$, and jointly in the four indices $j_{1}, j_{2}, k_{1}$ and $k_{2}$; and to obtain an estimate of the almost sure rate of convergence. More precisely, the following theorem is derived in Section 3:

Theorem 1.3 The four real numbers $T>2$ and $b, d, g \in(0,+\infty)$ are arbitrary and fixed. For all $t \in \mathbb{R}_{+}$and $n \in \mathbb{N}$, let $\widetilde{R}_{H_{1}, H_{2}, n}(t)$ be the random variable of the second order Wiener chaos defined as the finite random sum:

$$
\begin{equation*}
\widetilde{R}_{H_{1}, H_{2}, n}(t):=\sum_{\left(j_{1}, j_{2}, k_{1}, k_{2}\right) \in \mathcal{S}_{n}^{+} \cup \mathcal{S}_{n}^{-}} \mathcal{K}_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t) \varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}, \tag{1.22}
\end{equation*}
$$

where $\mathcal{S}_{n}^{+}$and $\mathcal{S}_{n}^{-}$are the two finite disjoint sets such that
$\mathcal{S}_{n}^{+}:=\left\{\left(j_{1}, j_{2}, k_{1}, k_{2}\right) \in \mathbb{Z}^{4}:-2^{n b} \leq j_{1} \wedge j_{2}, 0 \leq j_{1} \vee j_{2}<n,\left|k_{1}\right| \leq 2^{n+1} T,\left|k_{2}\right| \leq 2^{n+1} T\right\}$
and

$$
\begin{equation*}
\mathcal{S}_{n}^{-}:=\left\{\left(j_{1}, j_{2}, k_{1}, k_{2}\right) \in \mathbb{Z}^{4}:-2^{n d} \leq j_{1} \wedge j_{2} \leq j_{1} \vee j_{2}<0,\left|k_{1}\right| \leq 2^{n g},\left|k_{2}\right| \leq 2^{n g}\right\} ; \tag{1.24}
\end{equation*}
$$

recall that $j_{1} \wedge j_{2}:=\min \left\{j_{1}, j_{2}\right\}$ and $j_{1} \vee j_{2}:=\max \left\{j_{1}, j_{2}\right\}$. Then, under the assumption that $\psi$ in (1.10) is a Meyer's mother wavelet, there exists an almost surely finite random variable $C$ (depending on $T, b, d, g$ ) for which one has, almost surely, for each $n \in \mathbb{N}$,

$$
\begin{equation*}
\left\|R_{H_{1}, H_{2}}-\widetilde{R}_{H_{1}, H_{2}, n}\right\|_{I, \infty}:=\sup _{t \in I}\left|R_{H_{1}, H_{2}}(t)-\widetilde{R}_{H_{1}, H_{2}, n}(t)\right| \leq C n 2^{-n\left(H_{1}+H_{2}-3 / 2\right)}, \tag{1.25}
\end{equation*}
$$

where $I:=[0, T]$.

## 2 Proof of Theorem 1.2

In order to prove Theorem 1.2 one needs to obtain several intermediary results.
First one shows that, for all $t \in \mathbb{R}_{+}$and $\left(j_{1}, j_{2}, k_{1}, k_{2}\right) \in \mathbb{Z}^{4}$, the deterministic coefficient $\mathcal{K}_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)$ (see (1.17)) can be nicely expressed in terms of $\Psi_{H_{1}}$ and $\Psi_{H_{2}}$, the two left-sided fractional primitives of orders $H_{1}-1 / 2$ and $H_{2}-1 / 2$ of the Meyer's mother wavelet $\psi$. One refers to the book [21] for a classical reference on the fundamental notions of fractional primitives and derivatives. Recall that, for any $H \in(1 / 2,1)$, the left-sided fractional primitive of $\psi$ of order $H-1 / 2$ is the real-valued function, we denote by $\Psi_{H}$, defined as:

$$
\begin{equation*}
\Psi_{H}(s):=\frac{1}{\Gamma(H-1 / 2)} \int_{\mathbb{R}}(s-y)_{+}^{H-3 / 2} \psi(y) d y, \quad \text { for all } s \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

It inherits some important properties of the Meyer's mother wavelet $\psi$, namely:
Remark 2.1 The function $\Psi_{H}$ belongs to the Schwartz class $S(\mathbb{R})$. This means that it is infinitely differentiable on the real line, and that itself and its derivative of any order have rapid decrease at infinity; in other words, for each fixed (positive) real number $L$, one has

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left\{(3+|x|)^{L}\left|\Psi_{H}(x)\right|\right\}<+\infty, \tag{2.2}
\end{equation*}
$$

and (2.2) remains valid when $\Psi_{H}$ is replaced by its derivative of an arbitrary order. Moreover, its Fourier transform $\widehat{\Psi}_{H}$ is the infinitely differentiable function on the real line given by:

$$
\begin{equation*}
\widehat{\Psi}_{H}(0)=0 \quad \text { and } \quad \widehat{\Psi}_{H}(\xi)=(i \xi)^{-(H-1 / 2)} \widehat{\psi}(\xi), \quad \text { for every } \xi \in \mathbb{R} \backslash\{0\} . \tag{2.3}
\end{equation*}
$$

Thus, in view of (1.19), $\widehat{\Psi}_{H}$ has a compact support satisfying:

$$
\begin{equation*}
\operatorname{supp} \widehat{\Psi}_{H} \subseteq\left\{\xi \in \mathbb{R}: \quad \frac{2 \pi}{3} \leq|\xi| \leq \frac{8 \pi}{3}\right\} \tag{2.4}
\end{equation*}
$$

The proof of Remark 2.1 has been skipped since it is very classical. The following remark shows that the deterministic coefficient $\mathcal{K}_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)$ can be nicely expressed in terms of the functions $\Psi_{H_{1}}$ and $\Psi_{H_{2}}$.

Remark 2.2 Let $t \in \mathbb{R}_{+}$and $\left(j_{1}, j_{2}, k_{1}, k_{2}\right) \in \mathbb{Z}^{4}$ be arbitrary and fixed. Using (1.17), (2.1), Fubini's theorem and the change of variables: $y_{1}=2^{j_{1}} x_{1}-k_{1}$ and $y_{2}=2^{j_{2}} x_{2}-k_{2}$, one gets that

$$
\begin{equation*}
\mathcal{K}_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)=2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t), \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)=\int_{0}^{t} \Psi_{H_{1}}\left(2^{j_{1}} s-k_{1}\right) \Psi_{H_{2}}\left(2^{j_{2}} s-k_{2}\right) d s \tag{2.6}
\end{equation*}
$$

Let us now give, for every $\left(j_{1}, j_{2}, k_{1}, k_{2}\right) \in \mathbb{Z}^{4}$, a nice expression for the random variable $\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}$ (see (1.18)). The following remark shows that it is the product of two independent standard Gaussian random variables except in the particular case where $j_{1}=j_{2}$ and $k_{1}=k_{2}$.

Remark 2.3 It is well-known (see e.g. Lemma A. 1 in [19] or [14, 18]) that, for every real-valued functions $f$ and $g$ belonging to $L^{2}(\mathbb{R})$, one has

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}^{\prime} f\left(x_{1}\right) g\left(x_{2}\right) d B\left(x_{1}\right) d B\left(x_{2}\right)=\int_{\mathbb{R}} f(x) d B(x) \int_{\mathbb{R}} g(x) d B(x)-\int_{\mathbb{R}} f(x) g(x) d x \tag{2.7}
\end{equation*}
$$

where $\int_{\mathbb{R}}(\cdot) d B$ denotes the usual Wiener integral on $\mathbb{R}$. Thus, using (1.18), (2.7) and the orthonormality property of the wavelets $2^{j / 2} \psi\left(2^{j} x-k\right),(j, k) \in \mathbb{Z}^{2}$, one obtains

$$
\begin{equation*}
\varepsilon_{j, j}^{k, k}=\left(2^{j / 2} \int_{\mathbb{R}} \psi\left(2^{j} x-k\right) d B(x)\right)^{2}-1, \quad \text { for all }(j, k) \in \mathbb{Z}^{2} \tag{2.8}
\end{equation*}
$$

and, for every $\left(j_{1}, j_{2}, k_{1}, k_{2}\right) \in \mathbb{Z}^{4}$,
$\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}=\left(2^{j_{1} / 2} \int_{\mathbb{R}} \psi\left(2^{j_{1}} x-k_{1}\right) d B(x)\right)\left(2^{j_{2} / 2} \int_{\mathbb{R}} \psi\left(2^{j_{2}} x-k_{2}\right) d B(x)\right), \quad$ if $j_{1} \neq j_{2}$ or $k_{1} \neq k_{2}$.
Also, observe that it follows from the orthonormality property of the wavelets $2^{j / 2} \psi\left(2^{j} x-k\right)$, $(j, k) \in \mathbb{Z}^{2}$, and from elementary properties of the usual Wiener integral that the real-valued random variables $2^{j / 2} \int_{\mathbb{R}} \psi\left(2^{j} x-k\right) d B(x),(j, k) \in \mathbb{Z}^{2}$, are independent with the same $\mathcal{N}(0,1)$ Gaussian distribution.

The following crucial lemma easily results from Remark 2.3 and from Lemma 2 in [3].

Lemma 2.4 There exist $\Omega^{*}$ an event of probability 1 and $C$ a positive random variable of finite moment of any order, such that, for all $\omega \in \Omega^{*}$ and for each $\left(j_{1}, j_{2}, k_{1}, k_{2}\right) \in \mathbb{Z}^{4}$, one has

$$
\begin{equation*}
\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}(\omega)\right| \leq C(\omega) \sqrt{\log \left(3+\left|j_{1}\right|+\left|k_{1}\right|\right) \log \left(3+\left|j_{2}\right|+\left|k_{2}\right|\right)} \tag{2.10}
\end{equation*}
$$

Let us now introduce a partition of the set of integers $\mathbb{Z}$ which will play a fundamental role in the proof of Theorem 1.2.

Definition 2.5 The parameter $a \in(1 / 2,1)$ is arbitrary and fixed once and for all. For every $(j, k) \in \mathbb{Z}_{+} \times \mathbb{Z}$, one denotes by $B_{j, k}$ the compact interval of real line centered at the dyadic number $2^{-j} k$ and of radius $2^{-j a}$, that is

$$
\begin{equation*}
B_{j, k}:=\left[2^{-j} k-2^{-j a}, 2^{-j} k+2^{-j a}\right] \tag{2.11}
\end{equation*}
$$

For each fixed $j \in \mathbb{Z}_{+}$and $t \in \mathbb{R}_{+}, D_{j}^{1}(t), D_{j}^{2}(t)$ and $D_{j}^{3}(t)$ are the three disjoint subsets of $\mathbb{Z}$ defined as:

$$
\begin{gather*}
D_{j}^{1}(t):=\left\{k \in \mathbb{Z}: B_{j, k} \subseteq[0, t]\right\},  \tag{2.12}\\
D_{j}^{2}(t):=\left\{k \in \mathbb{Z} \backslash D_{j}^{1}(t): B_{j, k} \cap[0, t] \neq \emptyset\right\}, \tag{2.13}
\end{gather*}
$$

and

$$
\begin{equation*}
D_{j}^{3}(t):=\left\{k \in \mathbb{Z}: B_{j, k} \cap[0, t]=\emptyset\right\} \tag{2.14}
\end{equation*}
$$

It can easily be seen that these three disjoints sets, which depend on $t$ and also on the parameter $a$, form a partition of $\mathbb{Z}$, that is:

$$
\begin{equation*}
\mathbb{Z}=D_{j}^{1}(t) \cup D_{j}^{2}(t) \cup D_{j}^{3}(t) \tag{2.15}
\end{equation*}
$$

Remark 2.6 Notice that, $D_{j}^{3}(t)$ is always an infinite set; while $D_{j}^{2}(t)$ and $D_{j}^{1}(t)$ are always finite sets which can even be empty. Their cardinalities satisfy, for each fixed positive real number $T$ and for all $j \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\{\operatorname{card}\left(D_{j}^{1}(t)\right)\right\} \leq c^{\prime} 2^{j} \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\{\operatorname{card}\left(D_{j}^{2}(t)\right)\right\} \leq c^{\prime \prime} 2^{j(1-a)}, \tag{2.17}
\end{equation*}
$$

where $c^{\prime} \geq 1$ and $c^{\prime \prime} \geq 1$ are two finite constants. Notice that $c^{\prime}$ depends on $T$ while $c^{\prime \prime}$ does not depend on it.

Definition 2.7 For all $J \in \mathbb{N}$, one denotes by $\aleph_{1, J}$ and $\aleph_{2, J}$ the two subsets of $\mathbb{Z}^{2}$ defined as:

$$
\begin{equation*}
\aleph_{1, J}:=\left\{\left(j_{1}, j_{2}\right) \in \mathbb{Z}^{2}: j_{1} \geq j_{2} \text { and } j_{1} \geq J\right\} \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\aleph_{2, J}:=\left\{\left(j_{1}, j_{2}\right) \in \mathbb{Z}^{2}: j_{2} \geq j_{1} \text { and } j_{2} \geq J\right\} \tag{2.19}
\end{equation*}
$$

Lemma 2.8 The real numbers $T>2$ and $L \geq 3 / 2$ are arbitrary and fixed. For every $J \in \mathbb{N}$, let $\mathcal{H}_{1, J}^{1}$ and $\mathcal{H}_{2, J}^{1}$ be the positive random variables defined as:

$$
\begin{equation*}
\mathcal{H}_{1, J}^{1}:=\sum_{\left(j_{1}, j_{2}\right) \in \aleph_{1, J}} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sum_{k_{1} \in \mathbb{Z}} \sum_{\left|k_{2}\right|>2^{j_{1}+1} T} \sup _{t \in[0, T]}\left\{\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)\right|\right\}\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right| \tag{2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{H}_{2, J}^{1}:=\sum_{\left(j_{1}, j_{2}\right) \in \aleph_{2, J}} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sum_{\left|k_{1}\right|>2^{j_{2}+1} T} \sum_{k_{2} \in \mathbb{Z}} \sup _{t \in[0, T]}\left\{\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)\right|\right\}\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right| . \tag{2.21}
\end{equation*}
$$

Then, there exists an almost surely finite random variable $C$ such that, for all $J \in \mathbb{N}$ and $l \in\{1,2\}$, the following inequality holds on the event $\Omega^{*}$ :

$$
\begin{equation*}
\mathcal{H}_{l, J}^{1} \leq C 2^{-J\left(H_{1}+H_{2}+L-3\right)} J \sqrt{\log (3+J)} \tag{2.22}
\end{equation*}
$$

Proof of Lemma 2.8 One only shows that (2.22) is satisfied when $l=1$, the case where $l=2$ can be treated in the same way. Let $\left(j_{1}, j_{2}\right) \in \aleph_{1, J}$ be arbitrary and fixed. Using (2.6), (2.2), (2.10), (4.1), the triangle inequality, the inequality $j_{1} \geq j_{2}$, Lemma 4.2 , the fact that $y \mapsto(2+y)^{-L} \sqrt{\log (2+y)}$ is a decreasing function on $\mathbb{R}_{+}$, and (4.2) one gets that

$$
\begin{align*}
& \sum_{k_{1} \in \mathbb{Z}} \sum_{\left|k_{2}\right|>2^{j_{1}+1} T} \sup _{t \in[0, T]}\left\{\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)\right|\right\}\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right| \\
& \leq C_{0} \sum_{k_{1} \in \mathbb{Z}} \sum_{\left|k_{2}\right|>2^{j_{1}+1} T} \int_{0}^{T} \frac{\sqrt{\log \left(3+j_{1}+\left|k_{1}\right|\right)}}{\left(3+\mid 2^{\left.j_{1} s-k_{1} \mid\right)^{L}}\right.} \times \frac{\sqrt{\log \left(3+\left|j_{2}\right|+\left|k_{2}\right|\right)}}{\left(3+\left|2^{j_{2}} s-k_{2}\right|\right)^{L}} d s \\
& \leq C_{0} \int_{0}^{T}\left(\sum_{k_{1} \in \mathbb{Z}} \sum_{\left|k_{2}\right|>2^{j_{1}+1} T} \frac{\sqrt{\log \left(3+j_{1}+\left|k_{1}\right|\right)}}{\left(3+\left|2^{j_{1}} s-k_{1}\right|\right)^{L}} \times \frac{\sqrt{\log \left(3+\left|j_{2}\right|+\left|k_{2}\right|\right)}}{\left(3+\left|k_{2}\right|-2^{j_{2}} s\right)^{L}}\right) d s \\
& \leq C_{1} T 2^{L} \sqrt{\log \left(3+j_{1}+2^{j_{1}} T\right) \log \left(3+\left|j_{2}\right|\right)} \sum_{\left|k_{2}\right|>2^{j_{1}+1} T} \frac{\sqrt{\log \left(3+\left|k_{2}\right|\right)}}{\left(3+\left|k_{2}\right|\right)^{L}} \\
& \leq C_{1} T 2^{L+1} \sqrt{\log \left(3+j_{1}+2^{j_{1}} T\right) \log \left(3+\left|j_{2}\right|\right)} \int_{2^{j_{1}+1} T}^{+\infty} \frac{\sqrt{\log (2+y)}}{(2+y)^{L}} d y \\
& \leq C_{2} \sqrt{\log \left(3+\left|j_{2}\right|\right)} j_{1} 2^{-j_{1}(L-1)}, \tag{2.23}
\end{align*}
$$

where $C_{0}, C_{1}$ and $C_{2}$ are 3 positive random constants not depending on $\left(j_{1}, j_{2}\right)$ and $J$. Next, it follows from (2.18), (2.23), the triangle inequality, and (4.1) that

$$
\begin{aligned}
& \quad \sum_{\left(j_{1}, j_{2}\right) \in \aleph_{1, J}} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sum_{k_{1} \in \mathbb{Z}} \sum_{\left|k_{2}\right|>2^{j_{1}+1} T} \sup _{t \in[0, T]}\left\{\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)\right|\right\}\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right| \\
& \leq C_{2} \sum_{j_{1}=J}^{+\infty} \sum_{j_{2}=-\infty}^{j_{1}} \sqrt{\log \left(3+\left|j_{2}\right|\right)} 2^{j_{2}\left(1-H_{2}\right)} j_{1} 2^{-j_{1}\left(H_{1}+L-2\right)} \\
& \leq C_{2} \sum_{j_{1}=J}^{+\infty} \sum_{p=0}^{+\infty} \sqrt{\log \left(3+\left|j_{1}-p\right|\right)} 2^{\left(j_{1}-p\right)\left(1-H_{2}\right)} j_{1} 2^{-j_{1}\left(H_{1}+L-2\right)} \\
& \leq C_{2} \sum_{j_{1}=J}^{+\infty} j_{1} 2^{-j_{1}\left(H_{1}+H_{2}+L-3\right)} \sum_{p=0}^{+\infty} \sqrt{\log \left(3+j_{1}+p\right)} 2^{-p\left(1-H_{2}\right)} \\
& \leq C_{3} \sum_{j_{1}=J}^{+\infty} j_{1} \sqrt{\log \left(3+j_{1}\right)} 2^{-j_{1}\left(H_{1}+H_{2}+L-3\right)} \\
& \leq C_{4} J \sqrt{\log (3+J)} 2^{-J\left(H_{1}+H_{2}+L-3\right)},
\end{aligned}
$$

where the finite random constants $C_{3}$ and $C_{4}$ are defined as:
$C_{3}:=C_{2} \sum_{p=0}^{+\infty} \sqrt{\log (3+p)} 2^{-p\left(1-H_{2}\right)} \quad$ and $\quad C_{4}:=C_{3} \sum_{q=0}^{+\infty}(1+q) \sqrt{\log (3+q)} 2^{-q\left(H_{1}+H_{2}+L-3\right)}$.
Thus, one obtains (2.22) when $l=1$.

Lemma 2.9 The real numbers $T>2$ and $L \geq 2^{-1}(1-a)^{-1}+1$ are arbitrary and fixed. For every $J \in \mathbb{N}$, let $\mathcal{H}_{1, J}^{2}$ and $\mathcal{H}_{2, J}^{2}$ be the positive random variables defined as:

$$
\begin{equation*}
\mathcal{H}_{1, J}^{2}:=\sum_{\left(j_{1}, j_{2}\right) \in \aleph_{1, J}} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sup _{t \in[0, T]}\left\{\sum_{k_{1} \in D_{j_{1}}^{3}(t)} \sum_{k_{2} \in \mathbb{Z}}\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)\right|\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right|\right\} \tag{2.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{H}_{2, J}^{2}:=\sum_{\left(j_{1}, j_{2}\right) \in \aleph_{2, J}} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sup _{t \in[0, T]}\left\{\sum_{k_{1} \in \mathbb{Z}} \sum_{k_{2} \in D_{j_{2}}^{3}(t)}\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)\right|\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right|\right\} . \tag{2.25}
\end{equation*}
$$

Then, there exists an almost surely finite random variable $C$ such that, for all $J \in \mathbb{N}$ and $l \in\{1,2\}$, the following inequality holds on the event $\Omega^{*}$ :

$$
\begin{equation*}
\mathcal{H}_{l, J}^{2} \leq C 2^{-J\left((L-1)(1-a)+H_{1}+H_{2}-2\right)} J^{2} \sqrt{\log (3+J)} . \tag{2.26}
\end{equation*}
$$

Proof of Lemma 2.9 One only shows that (2.26) is satisfied when $l=1$, the case where $l=2$ can be treated in the same way. Let $t \in[0, T]$ and $\left(j_{1}, j_{2}\right) \in \aleph_{1, J}$ be arbitrary and fixed. Using (2.6), (2.10), (2.2), Lemma 4.2 and Lemma 4.3, one gets that

$$
\begin{align*}
& \sum_{k_{1} \in D_{j_{1}}^{3}(t)} \sum_{k_{2} \in \mathbb{Z}}\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)\right|\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right| \\
\leq & C_{0} \int_{0}^{T}\left(\sum_{k_{1} \in D_{j_{1}}^{3}(t)} \sum_{k_{2} \in \mathbb{Z}} \frac{\sqrt{\log \left(3+j_{1}+\left|k_{1}\right|\right)}}{\left(3+\left|2^{j_{1}} s-k_{1}\right|\right)^{L}} \times \frac{\sqrt{\log \left(3+\left|j_{2}\right|+\left|k_{2}\right|\right)}}{\left(3+\left|2^{j_{2}} s-k_{2}\right|\right)^{L}}\right) d s \\
\leq & C_{1} \sqrt{\log \left(3+\left|j_{2}\right|+2^{j_{2}} T\right)} \int_{0}^{T}\left(\sum_{k_{1} \in D_{j_{1}}^{3}(t)} \frac{\sqrt{\log \left(3+j_{1}+\left|k_{1}\right|\right)}}{\left(3+\left|2^{j_{1}} s-k_{1}\right|\right)^{L}}\right) d s \\
\leq & C_{2}\left(j_{1}+1\right) 2^{-j_{1}(L-1)(1-a)} \sqrt{\log \left(3+\left|j_{2}\right|+2^{j_{2}} T\right)} \tag{2.27}
\end{align*}
$$

where $C_{0}, C_{1}$ and $C_{2}$ are 3 positive finite random constants not depending on $t,\left(j_{1}, j_{2}\right)$ and $J$. Next, it follows from (2.18), (2.27), the triangle inequality and (4.1) that

$$
\begin{aligned}
& \sum_{\left(j_{1}, j_{2}\right) \in \aleph_{1, J}} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sup _{t \in[0, T]}\left\{\sum_{k_{1} \in D_{j_{1}}^{3}(t)} \sum_{k_{2} \in \mathbb{Z}}\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)\right|\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right|\right\} \\
& \leq C_{2} \sum_{j_{1}=J}^{+\infty} \sum_{j_{2}=-\infty}^{j_{1}}\left(j_{1}+1\right) 2^{-j_{1}\left((L-1)(1-a)+H_{1}-1\right)} 2^{j_{2}\left(1-H_{2}\right)} \sqrt{\log \left(3+\left|j_{2}\right|+2^{j_{2}} T\right)} \\
& \leq C_{2} \sum_{j_{1}=J}^{+\infty} \sum_{p=0}^{+\infty}\left(j_{1}+1\right) 2^{-j_{1}\left((L-1)(1-a)+H_{1}-1\right)} 2^{\left(j_{1}-p\right)\left(1-H_{2}\right)} \sqrt{\log \left(3+\left|j_{1}-p\right|+2^{j_{1}-p} T\right)} \\
& \leq C_{2} \sum_{j_{1}=J}^{+\infty}\left(j_{1}+1\right) \sqrt{\log \left(3+2^{j_{1}} T\right)} 2^{-j_{1}\left((L-1)(1-a)+H_{1}+H_{2}-2\right)} \sum_{p=0}^{+\infty} \sqrt{\log \left(3+j_{1}+p\right)} 2^{-p\left(1-H_{2}\right)} \\
& \leq C_{3} \sum_{j_{1}=J}^{+\infty} j_{1}^{2} \sqrt{\log \left(3+j_{1}\right)} 2^{-j_{1}\left((L-1)(1-a)+H_{1}+H_{2}-2\right)} \\
& \leq C_{4} J^{2} \sqrt{\log (3+J)} 2^{-J\left((L-1)(1-a)+H_{1}+H_{2}-2\right)},
\end{aligned}
$$

where the finite random constants $C_{3}$ and $C_{4}$ are defined as:

$$
C_{3}:=16 C_{2}(2+T) \sum_{p=0}^{+\infty} \sqrt{\log (3+p)} 2^{-p\left(1-H_{2}\right)}
$$

and

$$
C_{4}:=C_{3} \sum_{q=0}^{+\infty}(1+q)^{2} \sqrt{\log (3+q)} 2^{-q\left((L-1)(1-a)+H_{1}+H_{2}-2\right)}
$$

Thus one obtains (2.26) when $l=1$.

Lemma 2.10 The real number $T>2$ is arbitrary and fixed. For every $J \in \mathbb{N}$, let $\mathcal{H}_{1, J}^{3}$ and $\mathcal{H}_{2, J}^{3}$ be the positive random variables defined as:

$$
\begin{equation*}
\mathcal{H}_{1, J}^{3}:=\sum_{\left(j_{1}, j_{2}\right) \in \aleph_{1, J}} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sup _{t \in[0, T]}\left\{\sum_{k_{1} \in D_{j_{1}}^{2}(t)} \sum_{k_{2} \in \mathbb{Z}}\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)\right|\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right|\right\} \tag{2.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{H}_{2, J}^{3}:=\sum_{\left(j_{1}, j_{2}\right) \in \aleph_{2, J}} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sup _{t \in[0, T]}\left\{\sum_{k_{1} \in \mathbb{Z}} \sum_{k_{2} \in D_{j_{2}}^{2}(t)}\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)\right|\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right|\right\} \tag{2.29}
\end{equation*}
$$

Then, there exists an almost surely finite random variable $C$ such that, for all $J \in \mathbb{N}$ and $l \in\{1,2\}$, the following inequality holds on the event $\Omega^{*}$ :

$$
\begin{equation*}
\mathcal{H}_{l, J}^{3} \leq C 2^{-J\left(H_{1}+H_{2}+a-2\right)} J \sqrt{\log (3+J)} \tag{2.30}
\end{equation*}
$$

Proof of Lemma 2.10 One only shows that (2.30) is satisfied when $l=1$, the case where $l=2$ can be treated in the same way. Let $L \in(1,+\infty), t \in[0, T]$ and $\left(j_{1}, j_{2}\right) \in \aleph_{1, J}$ be arbitrary and fixed. Using (2.6), (2.10), (2.2), Lemma 4.2, the inequality $\left|k_{1}\right| \leq 2^{j_{1}(1-a)}+2^{j_{1}} T$, for all $k_{1} \in D_{j_{1}}^{2}(t)($ see $(2.13),(2.12)$ and $(2.11))$, the change of variable $z=2^{j_{1}} s-k_{1},(2.17)$ and (4.2), one gets that

$$
\begin{align*}
& \sum_{k_{1} \in D_{j_{1}}^{2}(t)} \sum_{k_{2} \in \mathbb{Z}}\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)\right|\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right| \\
\leq & C_{0} \int_{0}^{T}\left(\sum_{k_{1} \in D_{j_{1}}^{2}(t)} \sum_{k_{2} \in \mathbb{Z}} \frac{\sqrt{\log \left(3+j_{1}+\left|k_{1}\right|\right)}}{\left(3+\mid 2^{\left.j_{1} s-k_{1} \mid\right)^{L}}\right.} \times \frac{\sqrt{\log \left(3+\left|j_{2}\right|+\left|k_{2}\right|\right)}}{\left(3+\left|2^{j_{2}} s-k_{2}\right|\right)^{L}}\right) d s \\
\leq & C_{1} \sqrt{\log \left(3+\left|j_{2}\right|+2^{j_{2}} T\right)} \int_{0}^{T}\left(\sum_{k_{1} \in D_{j_{1}}^{2}(t)} \frac{\sqrt{\log \left(3+j_{1}+\left|k_{1}\right|\right)}}{\left(3+\left|2^{j_{1}} s-k_{1}\right|\right)^{L}}\right) d s \\
\leq & C_{1} \sqrt{\log \left(3+\left|j_{2}\right|+2^{j_{2}} T\right) \log \left(3+j_{1}+2^{j_{1}(1-a)}+2^{j_{1}} T\right)} \sum_{k_{1} \in D_{j_{1}}^{2}(t)} \int_{\mathbb{R}} \frac{d s}{\left(3+\left|2^{j_{1}} s-k_{1}\right|\right)^{L}} \\
= & C_{1}\left(\int_{\mathbb{R}} \frac{d s}{(3+|z|)^{L}}\right) \sqrt{\log \left(3+\left|j_{2}\right|+2^{j_{2}} T\right) \log \left(3+j_{1}+2^{j_{1}(1-a)}+2^{j_{1}} T\right)} \operatorname{card}\left(D_{j_{1}}^{2}(t)\right) 2^{-j_{1}} \\
\leq & C_{2} 2^{-j_{1} a} \sqrt{\left(j_{1}+1\right) \log \left(3+\left|j_{2}\right|+2^{j_{2}} T\right)}, \tag{2.31}
\end{align*}
$$

where $C_{0}, C_{1}$ and $C_{2}$ are 3 positive finite random constants not depending on $t,\left(j_{1}, j_{2}\right)$ and $J$. Next, it follows from (2.18), (2.31), (4.1) and the inequalities $a>1 / 2$ and $H_{1}+H_{2}>3 / 2$,
that

$$
\begin{aligned}
& \sum_{\left(j_{1}, j_{2}\right) \in \mathbb{N}_{1, J}} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sup _{t \in[0, T]}\left\{\sum_{k_{1} \in D_{j_{1}}^{2}(t)} \sum_{k_{2} \in \mathbb{Z}}\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)\right|\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right|\right\} \\
& \leq C_{2} \sum_{j_{1}=J}^{+\infty} 2^{-j_{1}\left(H_{1}+a-1\right)} \sqrt{j_{1}+1} \sum_{j_{2}=-\infty}^{j_{1}} 2^{j_{2}\left(1-H_{2}\right)} \sqrt{\log \left(3+\left|j_{2}\right|+2^{j_{2}} T\right)} \\
& \leq C_{2} \sum_{j_{1}=J}^{+\infty} 2^{-j_{1}\left(H_{1}+a-1\right)} \sqrt{j_{1}+1} \sum_{p=0}^{+\infty} 2^{\left(j_{1}-p\right)\left(1-H_{2}\right)} \sqrt{\log \left(3+\left|j_{1}-p\right|+2^{j_{1}-p} T\right)} \\
& \leq C_{2} \sum_{j_{1}=J}^{+\infty} 2^{-j_{1}\left(H_{1}+H_{2}+a-2\right)} \sqrt{\left(j_{1}+1\right) \log \left(3+2^{j_{1}} T\right)} \sum_{p=0}^{+\infty} 2^{-p\left(1-H_{2}\right)} \sqrt{\log \left(3+j_{1}+p\right)} \\
& \leq C_{3} \sum_{j_{1}=J}^{+\infty} 2^{-j_{1}\left(H_{1}+H_{2}+a-2\right)} j_{1} \sqrt{\log \left(3+j_{1}\right)} \\
& \leq C_{4} 2^{-J\left(H_{1}+H_{2}+a-2\right)} J \sqrt{\log (3+J)},
\end{aligned}
$$

where the finite random constants $C_{3}$ and $C_{4}$ are defined as:

$$
C_{3}:=2 C_{2} \sqrt{\log (3+T)} \sum_{p=0}^{+\infty} 2^{-p\left(1-H_{2}\right)} \sqrt{\log (3+p)}
$$

and

$$
C_{4}:=C_{3} \sum_{q=0}^{+\infty} 2^{-q\left(H_{1}+H_{2}+a-2\right)}(1+q) \sqrt{\log (3+q)}
$$

Thus, one obtains (2.30) when $l=1$.

Definition 2.11 For all $\left(j_{1}, j_{2}, k_{1}, k_{2}\right) \in \mathbb{Z}^{4}$, one sets

$$
\begin{equation*}
F_{j_{1}, j_{2}}^{k_{1}, k_{2}}:=\int_{\mathbb{R}} \Psi_{H_{1}}\left(2^{j_{1}} s-k_{1}\right) \Psi_{H_{2}}\left(2^{j_{2}} s-k_{2}\right) d s . \tag{2.32}
\end{equation*}
$$

One knows from Remark 2.1 that the real-valued functions $\Psi_{H_{1}}$ and $\Psi_{H_{2}}$ belong to the Schwartz class $S(\mathbb{R})$. Therefore, $F_{j_{1}, j_{2}}^{k_{1}, k_{2}}$ is well-defined and it results from the Plancherel formula and from elementary property of Fourier transform that

$$
\begin{equation*}
F_{j_{1}, j_{2}}^{k_{1}, k_{2}}=2^{-j_{1}-j_{2}} \int_{\mathbb{R}} \exp \left(-i\left(2^{-j_{1}} k_{1}-2^{-j_{2}} k_{2}\right) \xi\right) \widehat{\Psi}_{H_{1}}\left(2^{-j_{1}} \xi\right) \overline{\widehat{\Psi}_{H_{2}}\left(2^{-j_{2}} \xi\right)} d \xi \tag{2.33}
\end{equation*}
$$

Remark 2.12 Observe that one can easily derive from (2.4) and (2.33) that

$$
\begin{equation*}
F_{j_{1}, j_{2}}^{k_{1}, k_{2}}=0, \quad \text { for all }\left(j_{1}, j_{2}, k_{1}, k_{2}\right) \in \mathbb{Z}^{4} \text { such that }\left|j_{1}-j_{2}\right| \geq 2 . \tag{2.34}
\end{equation*}
$$

In other words, a necessary condition for having $F_{j_{1}, j_{2}}^{k_{1}, k_{2}} \neq 0$ is that $j_{2} \in\left\{j_{1}-1, j_{1}, j_{1}+1\right\}$. This leads us to introduce the following notations: for every $\left(j, k_{1}, k_{2}\right) \in \mathbb{Z}^{3}$, one sets

$$
\tilde{F}_{j}^{k_{1}, k_{2}}:=F_{j, j}^{k_{1}, k_{2}}, \quad \grave{F}_{j}^{k_{1}, k_{2}}:=F_{j, j-1}^{k_{1}, k_{2}} \quad \text { and } \quad \dot{F}_{j}^{k_{1}, k_{2}}:=F_{j, j+1}^{k_{1}, k_{2}} .
$$

Thus, using (2.33) and the change of variables $\eta=2^{-j} \xi$ and $\eta^{\prime}=2^{-j-1} \xi$, one gets that

$$
\begin{align*}
\tilde{F}_{j}^{k_{1}, k_{2}} & :=F_{j, j}^{k_{1}, k_{2}}=2^{-j} \int_{\mathbb{R}} \exp \left(-i\left(k_{1}-k_{2}\right) \eta\right) \widehat{\Psi}_{H_{1}}(\eta) \overline{\widehat{\Psi}_{H_{2}}(\eta)} d \eta  \tag{2.35}\\
\grave{F}_{j}^{k_{1}, k_{2}} & :=F_{j, j-1}^{k_{1}, k_{2}}=2^{1-j} \int_{\mathbb{R}} \exp \left(-i\left(k_{1}-2 k_{2}\right) \eta\right) \widehat{\Psi}_{H_{1}}(\eta) \overline{\widehat{\Psi}_{H_{2}}(2 \eta)} d \eta \tag{2.36}
\end{align*}
$$

and

$$
\begin{equation*}
\hat{F}_{j}^{k_{1}, k_{2}}:=F_{j, j+1}^{k_{1}, k_{2}}=2^{-j} \int_{\mathbb{R}} \exp \left(-i\left(2 k_{1}-k_{2}\right) \eta^{\prime}\right) \widehat{\Psi}_{H_{1}}\left(2 \eta^{\prime}\right) \overline{\widehat{\Psi}_{H_{2}}\left(\eta^{\prime}\right)} d \eta^{\prime} . \tag{2.37}
\end{equation*}
$$

Remark 2.13 Let $\Lambda_{1}, \Lambda_{2}$ and $\Lambda_{3}$ be the three functions defined, for all $\eta \in \mathbb{R}$, as:

$$
\begin{equation*}
\Lambda_{1}(\eta):=\widehat{\Psi}_{H_{1}}(\eta) \overline{\hat{\Psi}_{H_{2}}(\eta)}, \quad \Lambda_{2}(\eta):=\widehat{\Psi}_{H_{1}}(\eta) \overline{\widehat{\Psi}_{H_{2}}(2 \eta)} \quad \text { and } \quad \Lambda_{3}(\eta):=\widehat{\Psi}_{H_{1}}(2 \eta) \overline{\hat{\Psi}_{H_{2}}(\eta)} . \tag{2.38}
\end{equation*}
$$

These three functions as well as their Fourier transforms $\widehat{\Lambda}_{1}, \widehat{\Lambda}_{2}$ and $\widehat{\Lambda}_{3}$ belong to the Schwartz class $S(\mathbb{R})$ since $\Psi_{H_{1}}$ and $\Psi_{H_{2}}$ are in this class. Thus, for any arbitrary fixed positive real number $L$, there exists a positive constant $c$ such that

$$
\begin{equation*}
\left|\widehat{\Lambda}_{m}(v)\right| \leq c(3+|v|)^{-L}, \quad \text { for all }(m, v) \in\{1,2,3\} \times \mathbb{R} \tag{2.39}
\end{equation*}
$$

On the other hand, one knows from (2.35), (2.36), (2.37) and (2.38), that, for all $\left(j, k_{1}, k_{2}\right) \in$ $\mathbb{Z}^{3}$, one has

$$
\begin{equation*}
\tilde{F}_{j}^{k_{1}, k_{2}}=2^{-j} \widehat{\Lambda}_{1}\left(k_{1}-k_{2}\right), \quad \grave{F}_{j}^{k_{1}, k_{2}}=2^{1-j} \widehat{\Lambda}_{1}\left(k_{1}-2 k_{2}\right) \quad \text { and } \quad \dot{F}_{j}^{k_{1}, k_{2}}=2^{-j} \widehat{\Lambda}_{1}\left(2 k_{1}-k_{2}\right) . \tag{2.40}
\end{equation*}
$$

Thus, one can derive from (2.39) and (2.40) that, for all $\left(j, k_{1}, k_{2}\right) \in \mathbb{Z}^{3}$, the following three inequalities, in which $c$ denotes the same constant as in (2.39), hold:

$$
\begin{gather*}
\left|\tilde{F}_{j}^{k_{1}, k_{2}}\right| \leq c 2^{-j}\left(3+\left|k_{1}-k_{2}\right|\right)^{-L}  \tag{2.41}\\
\left|\grave{F}_{j}^{k_{1}, k_{2}}\right| \leq c 2^{1-j}\left(3+\left|k_{1}-2 k_{2}\right|\right)^{-L} \quad \text { and } \quad\left|\hat{F}_{j}^{k_{1}, k_{2}}\right| \leq c 2^{-j}\left(3+\left|2 k_{1}-k_{2}\right|\right)^{-L} . \tag{2.42}
\end{gather*}
$$

Lemma 2.14 The real numbers $L>2$ and $T>2$ are arbitrary and fixed. For every $J \in \mathbb{N}$, let $\mathcal{H}_{1, J}^{4}$ and $\mathcal{H}_{2, J}^{4}$ be the positive random variables defined as:

$$
\begin{equation*}
\mathcal{H}_{1, J}^{4}:=\sum_{\left(j_{1}, j_{2}\right) \in \aleph_{1, J}} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sup _{t \in[0, T]}\left\{\sum_{k_{1} \in D_{j_{1}}^{1}(t)} \sum_{k_{2} \in \mathbb{Z}}\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)-F_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right|\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right|\right\} \tag{2.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{H}_{2, J}^{4}:=\sum_{\left(j_{1}, j_{2}\right) \in \aleph_{2, J}} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sup _{t \in[0, T]}\left\{\sum_{k_{1} \in \mathbb{Z}} \sum_{k_{2} \in D_{j_{2}}^{1}(t)}\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)-F_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right|\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right|\right\} . \tag{2.44}
\end{equation*}
$$

Then, there exists an almost surely finite random variable $C$ such that, for all $J \in \mathbb{N}$ and $l \in\{1,2\}$, the following inequality holds on the event $\Omega^{*}$ :

$$
\begin{equation*}
\mathcal{H}_{l, J}^{4} \leq C J^{3 / 2} 2^{-J\left((L-2)(1-a)+H_{1}+H_{2}-1\right)} \tag{2.45}
\end{equation*}
$$

Proof of Lemma 2.14 One only shows that (2.45) is satisfied when $l=1$, the case where $l=2$ can be treated in the same way. Let $t \in[0, T]$ and $\left(j_{1}, j_{2}\right) \in \aleph_{1, J}$ be arbitrary and fixed. Using (2.6), (2.32), (2.11), (2.12), (2.2), (2.10), the inequality $\left|k_{1}\right| \leq 2^{j_{1}} T$ when $k_{1} \in D_{j_{1}}^{1}(t)$, the inequality $2^{j_{1}} T \geq j_{1}$, Lemma 4.2, the inequality $j_{2} \leq j_{1}$ and (4.1), one gets that

$$
\begin{align*}
& \sum_{k_{1} \in D_{j_{1}}^{1}(t)} \sum_{k_{2} \in \mathbb{Z}}\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)-F_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right|\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right| \\
& \leq C_{0} \sqrt{\log \left(3+2^{j_{1}+1} T\right)} \int_{\mathbb{R} \backslash[0, t]}\left(\sum_{k_{1} \in D_{j_{1}}^{1}(t)} \frac{1}{\left(3+\left|2^{j_{1}} s-k_{1}\right|\right)^{L}}\right)\left(\sum_{k_{2} \in \mathbb{Z}} \frac{\sqrt{\log \left(3+\left|j_{2}\right|+\left|k_{2}\right|\right)}}{\left(3+\left|2^{j_{2}} s-k_{2}\right|\right)^{L}}\right) d s \\
& \leq C_{1} \sqrt{\log \left(3+2^{j_{1}+1} T\right)} \int_{\mathbb{R} \backslash[0, t]}\left(\sum_{k_{1} \in D_{j_{1}}^{1}(t)} \frac{\sqrt{\log \left(3+\left|j_{2}\right|+\left|2^{j_{2}} s\right|\right)}}{\left(3+\left|2^{j_{1}} s-k_{1}\right|\right)^{L}}\right) d s \\
& \leq C_{1} \sqrt{\log \left(3+2^{j_{1}+1} T\right)} \int_{\mathbb{R} \backslash[0, t]}\left(\sum_{k_{1} \in D_{j_{1}}^{1}(t)} \frac{\sqrt{\log \left(3+\left|j_{2}\right|+\left|2^{j_{1}} s\right|\right)}}{\left(3+\left|2^{j_{1}} s-k_{1}\right|\right)^{L}}\right) d s \\
& \leq C_{1} \log \left(3+2^{j_{1}+1} T\right) \int_{\mathbb{R} \backslash[0, t]}\left(\sum_{k_{1} \in D_{j_{1}}^{1}(t)} \frac{\sqrt{\log \left(3+\left|j_{2}\right|+\left|2^{j_{1}} s-k_{1}\right|\right)}}{\left(3+\left|2^{j_{1}} s-k_{1}\right|\right)^{L}}\right) d s \\
& \leq C_{1} \log \left(3+2^{j_{1}+1} T\right)\left(U_{j_{1}, j_{2}}(t)+V_{j_{1}, j_{2}}\right), \tag{2.46}
\end{align*}
$$

where $C_{0}$ and $C_{1}$ are 2 positive finite random constants not depending on $t, T,\left(j_{1}, j_{2}\right)$ and $J$, and where

$$
\begin{equation*}
U_{j_{1}, j_{2}}(t):=\int_{t}^{+\infty}\left(\sum_{k_{1} \leq 2^{j_{1}} t-2^{j_{1}(1-a)}} \frac{\sqrt{\log \left(3+\left|j_{2}\right|+2^{j_{1}} s-k_{1}\right)}}{\left(3+2^{j_{1}} s-k_{1}\right)^{L}}\right) d s \tag{2.47}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{j_{1}, j_{2}}:=\int_{-\infty}^{0}\left(\sum_{k_{1} \geq 2^{j_{1}(1-a)}} \frac{\sqrt{\log \left(3+\left|j_{2}\right|-2^{j_{1}} s+k_{1}\right)}}{\left(3-2^{j_{1}} s+k_{1}\right)^{L}}\right) d s \tag{2.48}
\end{equation*}
$$

Next, the change of variable $y=2^{j_{1}}(s-t)$ in (2.47), the fact that, for any fixed $j_{2} \in \mathbb{Z}$, the function $y \mapsto(2+y)^{-L} \sqrt{\log \left(2+\left|j_{2}\right|+y\right)}$ is decreasing on $\mathbb{R}_{+}$, and integrations by parts entail that

$$
\begin{align*}
& U_{j_{1}, j_{2}}(t)=2^{-j_{1}} \int_{0}^{+\infty}\left(\sum_{k_{1} \leq 2^{j_{1}} t-2^{j_{1}(1-a)}} \frac{\sqrt{\log \left(3+\left|j_{2}\right|+y+2^{j_{1}} t-k_{1}\right)}}{\left(3+y+2^{j_{1}} t-k_{1}\right)^{L}}\right) d y \\
& \leq 2^{-j_{1}} \int_{0}^{+\infty}\left(\sum_{m=0}^{+\infty} \frac{\sqrt{\log \left(3+\left|j_{2}\right|+y+2^{j_{1}(1-a)}+m\right)}}{\left(3+y+2^{j_{1}(1-a)}+m\right)^{L}}\right) d y \\
& \leq 2^{-j_{1}} \int_{0}^{+\infty}\left(\int_{0}^{+\infty} \frac{\sqrt{\log \left(2+\left|j_{2}\right|+y+2^{j_{1}(1-a)}+z\right)}}{\left(2+y+2^{j_{1}(1-a)}+z\right)^{L}} d z\right) d y \\
& \leq 2^{1-j_{1}} \int_{0}^{+\infty} \frac{\sqrt{\log \left(2+\left|j_{2}\right|+y+2^{j_{1}(1-a)}\right)}}{\left(2+y+2^{j_{1}(1-a)}\right)^{L-1}} d y \\
& \leq 2^{2-j_{1}}(L-2)^{-1} \frac{\sqrt{\log \left(2+\left|j_{2}\right|+2^{j_{1}(1-a)}\right)}}{\left(2+2^{j_{1}(1-a)}\right)^{L-2}} . \tag{2.49}
\end{align*}
$$

Similar arguments allow to derive from (2.48) that

$$
\begin{equation*}
V_{j_{1}, j_{2}} \leq 2^{2-j_{1}}(L-2)^{-1} \frac{\sqrt{\log \left(2+\left|j_{2}\right|+2^{j_{1}(1-a)}\right)}}{\left(2+2^{j_{1}(1-a)}\right)^{L-2}} \tag{2.50}
\end{equation*}
$$

Next, it follows from (2.18), (2.46), (2.49), (2.50), the triangle inequality, (4.1) and (1.11) that

$$
\begin{aligned}
& \sum_{\left(j_{1}, j_{2}\right) \in \aleph_{1, J}} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sup _{t \in[0, T]}\left\{\sum_{k_{1} \in D_{j_{1}}^{1}(t)} \sum_{k_{2} \in \mathbb{Z}}\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)-F_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right|\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right|\right\} \\
& \leq C_{2} \sum_{j_{1}=J}^{+\infty} \sum_{j_{2}=-\infty}^{j_{1}}\left(j_{1}+1\right) 2^{-j_{1}\left((L-2)(1-a)+H_{1}\right)} 2^{j_{2}\left(1-H_{2}\right)} \sqrt{\log \left(2+\left|j_{2}\right|+2^{j_{1}(1-a)}\right)} \\
& \leq C_{2} \sum_{j_{1}=J}^{+\infty} \sum_{p=0}^{+\infty}\left(j_{1}+1\right) 2^{-j_{1}\left((L-2)(1-a)+H_{1}\right)} 2^{\left(j_{1}-p\right)\left(1-H_{2}\right)} \sqrt{\log \left(2+\left|j_{1}-p\right|+2^{j_{1}(1-a)}\right)} \\
& \leq C_{2} \sum_{j_{1}=J}^{+\infty}\left(j_{1}+1\right) 2^{-j_{1}\left((L-2)(1-a)+H_{1}+H_{2}-1\right)} \sum_{p=0}^{+\infty} 2^{-p\left(1-H_{2}\right)} \sqrt{\log \left(2+j_{1}+2^{j_{1}(1-a)}+p\right)} \\
& \leq C_{3} \sum_{j_{1}=J}^{+\infty} j_{1}^{3 / 2} 2^{-j_{1}\left((L-2)(1-a)+H_{1}+H_{2}-1\right)} \\
& \leq C_{4} J^{3 / 2} 2^{-J\left((L-2)(1-a)+H_{1}+H_{2}-1\right)},
\end{aligned}
$$

where $C_{2}, C_{3}$ and $C_{4}$ are 3 positive finite random constants not depending on $t$ and $J$. Thus one obtains (2.45) when $l=1$.

Definition 2.15 For all $J \in \mathbb{N}$, one denotes by $\mathcal{M}_{1, J}$ and $\mathcal{M}_{2, J}$ the positive random variables defined as:

$$
\begin{equation*}
\mathcal{M}_{1, J}:=\sum_{\left(j_{1}, j_{2}\right) \in \aleph_{1, J}} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sup _{t \in[0, T]}\left\{\left|\sum_{k_{1} \in D_{j_{1}}^{1}(t)} \sum_{\left|k_{2}\right| \leq 2^{j_{1}+1} T} F_{j_{1}, j_{2}}^{k_{1}, k_{2}} \varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right|\right\} \tag{2.51}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{M}_{2, J}:=\sum_{\left(j_{1}, j_{2}\right) \in \aleph_{2, J}} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sup _{t \in[0, T]}\left\{\left|\sum_{\left|k_{1}\right| \leq 2^{j_{2}+1} T} \sum_{k_{2} \in D_{j_{2}}^{1}(t)} F_{j_{1}, j_{2}}^{k_{1}, k_{2}} \varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right|\right\} \tag{2.52}
\end{equation*}
$$

where the real number $T>2$ is arbitrary and fixed.

Lemma 2.16 There exists $\Omega^{* *}$ an event of probability 1, and there is $C^{* *}$ a positive finite random variable, such that, for all $(\omega, J) \in \Omega^{* *} \times \mathbb{N}$ and $l \in\{1,2\}$, one has

$$
\begin{equation*}
\mathcal{M}_{l, J}(\omega) \leq C^{* *}(\omega) J 2^{-J\left(H_{1}+H_{2}-3 / 2\right)} \tag{2.53}
\end{equation*}
$$

Our next goal is to show that Lemma 2.16 is satisfied; one focuses on the case $l=1$, the other case $l=2$ can be treated similarly.

Remark 2.17 Observe that setting $j=j_{1}$ in (2.51), and using Remark 2.12 and (2.18) one has that

$$
\begin{equation*}
\mathcal{M}_{1, J}=\sum_{j=J}^{+\infty} 2^{j\left(2-H_{1}-H_{2}\right)}\left(\sup _{t \in[0, T]}\left\{\tilde{M}_{j}(t)\right\}+2^{H_{2}-1} \sup _{t \in[0, T]}\left\{\grave{M}_{j}(t)\right\}\right) \tag{2.54}
\end{equation*}
$$

where, for all $j \in \mathbb{N}$ and $t \in[0, T]$,

$$
\begin{equation*}
\tilde{M}_{j}(t):=\sum_{k_{1} \in D_{j}^{1}(t)} \sum_{\left|k_{2}\right| \leq 2^{j+1} T} \tilde{F}_{j}^{k_{1}, k_{2}} \varepsilon_{j, j}^{k_{1}, k_{2}} \tag{2.55}
\end{equation*}
$$

and

$$
\begin{equation*}
\grave{M}_{j}(t):=\sum_{k_{1} \in D_{j}^{1}(t)} \sum_{\left|k_{2}\right| \leq 2^{j+1} T} \grave{F}_{j}^{k_{1}, k_{2}} \varepsilon_{j, j-1}^{k_{1}, k_{2}} . \tag{2.56}
\end{equation*}
$$

In fact, in the case where $l=1$, Lemma 2.16 is a straightforward consequence of (2.54) and the following lemma.

Lemma 2.18 There exist $\tilde{\Omega}^{* *}$ and $\grave{\Omega}^{* *}$ two events of probability 1 , and there are $\tilde{C}^{* *}$ and $\grave{C}^{* *}$ two positive finite random variables, such that one has:

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\{\left|\tilde{M}_{j}(t, \omega)\right|\right\} \leq \tilde{C}^{* *}(\omega) j 2^{-j / 2}, \quad \text { for all }(\omega, j) \in \tilde{\Omega}^{* *} \times \mathbb{N} \tag{2.57}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\{\left|\grave{M}_{j}(t, \omega)\right|\right\} \leq \grave{C}^{* *}(\omega) j 2^{-j / 2}, \quad \text { for all }(\omega, j) \in \grave{\Omega}^{* *} \times \mathbb{N} . \tag{2.58}
\end{equation*}
$$

In order to show that Lemma 2.18 is satisfied, one needs some preliminary results.
Remark 2.19 Let $j \in \mathbb{Z}_{+}$and $t \in \mathbb{R}_{+}$be arbitrary and fixed. Using (2.11) and (2.12) it can easily be shown that

$$
D_{j}^{1}(t)=\left\{\begin{array}{l}
\emptyset, \quad \text { if } t \in\left[0,2^{1-j a}\right),  \tag{2.59}\\
D_{j}^{1}\left(m_{j, t} 2^{-j}+2^{-j a}\right), \quad \text { if } t \in\left[2^{1-j a},+\infty\right),
\end{array}\right.
$$

where $m_{j, t}$ is the positive integer defined as $m_{j, t}:=\left\lfloor 2^{j} t-2^{j(1-a)}\right\rfloor$. Thus, denoting by $\mathcal{I}_{j}$ the finite set of positive integers defined as

$$
\begin{equation*}
\mathcal{I}_{j}:=\mathbb{N} \cap\left(2^{j(1-a)}-1,2^{j} T-2^{j(1-a)}\right], \tag{2.60}
\end{equation*}
$$

in view of (2.59), one has, for all $j \in \mathbb{N}$, that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\{\left|\tilde{M}_{j}(t)\right|\right\}=\sup _{m \in \mathcal{I}_{j}}\left\{\left|\tilde{M}_{j}\left(m 2^{-j}+2^{-j a}\right)\right|\right\} \tag{2.61}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\{\left|\grave{M}_{j}(t)\right|\right\}=\sup _{m \in \mathcal{I}_{j}}\left\{\left|\grave{M}_{j}\left(m 2^{-j}+2^{-j a}\right)\right|\right\} . \tag{2.62}
\end{equation*}
$$

Observe that the cardinality of the set $\mathcal{I}_{j}$, satisfies, for some finite constant $c \geq 1$ only depending on $T$,

$$
\begin{equation*}
\operatorname{card}\left(\mathcal{I}_{j}\right) \leq c 2^{j}, \quad \text { for all } j \in \mathbb{N} \tag{2.63}
\end{equation*}
$$

The following lemma is a straightforward consequence of Theorem 6.7 in [14].
Lemma 2.20 There exists a positive finite universal constant $\breve{c}$ such that, for every random variable $\chi$ belonging to the second order Wiener chaos and for each real number $y \geq 2$, one has

$$
\begin{equation*}
\mathbb{P}\left(|\chi|>y\|\chi\|_{L^{2}(\Omega)}\right) \leq \exp (-\breve{c} y), \tag{2.64}
\end{equation*}
$$

where $\|\chi\|_{L^{2}(\Omega)}:=\left(\mathbb{E}\left[|\chi|^{2}\right]\right)^{1 / 2}$.
Lemma 2.21 There exists a finite constant $c>0$ which depends on $T$, such that one has

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\{\left\|\tilde{M}_{j}(t)\right\|_{L^{2}(\Omega)}\right\} \leq c 2^{-j / 2}, \quad \text { for all } j \in \mathbb{N} \tag{2.65}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\{\left\|\grave{M}_{j}(t)\right\|_{L^{2}(\Omega)}\right\} \leq c 2^{-j / 2}, \quad \text { for all } j \in \mathbb{N} \tag{2.66}
\end{equation*}
$$

Proof of Lemma 2.21 We only give the proof of (2.65) since (2.66) can be shown in the same way except that the first inequality in (2.42) has to be used instead of (2.41). Let $t \in[0, T]$ and $j \in \mathbb{N}$ be arbitrary and fixed. Observe that, in view of the inclusion $D_{j}^{1}(t) \subset\left\{k_{2} \in \mathbb{Z}:\left|k_{2}\right| \leq 2^{j+1} T\right\}$ the set $D_{j}^{1}(t) \times\left\{k_{2} \in \mathbb{Z}:\left|k_{2}\right| \leq 2^{j+1} T\right\}$ can be expressed as the disjoint union:

$$
D_{j}^{1}(t) \times\left\{k_{2} \in \mathbb{Z}:\left|k_{2}\right| \leq 2^{j+1} T\right\}=\Delta_{j}^{<}(t) \cup \Delta_{j}^{=}(t) \cup \Delta_{j}^{>}(t) \cup \Delta_{j}^{c}(t)
$$

where, for any $\mathcal{R} \in\{<,=,>\}$

$$
\begin{equation*}
\Delta_{j}^{\mathcal{R}}(t):=\left\{\left(k_{1}, k_{2}\right) \in D_{j}^{1}(t) \times D_{j}^{1}(t): k_{1} \mathcal{R} k_{2}\right\} \tag{2.67}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta_{j}^{c}(t):=D_{j}^{1}(t) \times\left\{k_{2} \in \mathbb{Z}: \quad\left|k_{2}\right| \leq 2^{j+1} T \text { and } k_{2} \notin D_{j}^{1}(t)\right\} \tag{2.68}
\end{equation*}
$$

Thus, using (2.55), one gets that

$$
\begin{equation*}
\tilde{M}_{j}(t)=\tilde{M}_{j}^{<}(t)+\tilde{M}_{j}^{=}(t)+\tilde{M}_{j}^{>}(t)+\tilde{M}_{j}^{c}(t) \tag{2.69}
\end{equation*}
$$

where, for any $\mathcal{R} \in\{<,=,>, c\}$,

$$
\begin{equation*}
\tilde{M}_{j}^{\mathcal{R}}(t):=\sum_{\left(k_{1}, k_{2}\right) \in \Delta_{j}^{\mathcal{R}}(t)} \tilde{F}_{j}^{k_{1}, k_{2}} \varepsilon_{j, j}^{k_{1}, k_{2}} . \tag{2.70}
\end{equation*}
$$

Next, it follows from (2.69) and the triangle inequality that

$$
\begin{equation*}
\left\|\tilde{M}_{j}(t)\right\|_{L^{2}(\Omega)} \leq\left\|\tilde{M}_{j}^{<}(t)\right\|_{L^{2}(\Omega)}+\left\|\tilde{M}_{j}^{=}(t)\right\|_{L^{2}(\Omega)}+\left\|\tilde{M}_{j}^{>}(t)\right\|_{L^{2}(\Omega)}+\left\|\tilde{M}_{j}^{c}(t)\right\|_{L^{2}(\Omega)} \tag{2.71}
\end{equation*}
$$

The advantage in using the sets $\Delta_{j}^{\mathcal{R}}(t), \mathcal{R} \in\{<,=,>, c\}$, is that one can derive from (2.67), (2.68) and Remark 2.3, that, for any $\left(k_{1}^{\prime}, k_{2}^{\prime}\right) \in \Delta_{j}^{\mathcal{R}}(t)$ and $\left(k_{1}^{\prime \prime}, k_{2}^{\prime \prime}\right) \in \Delta_{j}^{\mathcal{R}}(t)$, the two centered random variables $\varepsilon_{j, j}^{k_{1}^{\prime}, k_{2}^{\prime}}$ and $\varepsilon_{j, j}^{k_{1}^{\prime \prime}, k_{2}^{\prime \prime}}$ are uncorrelated except when $\left(k_{1}^{\prime}, k_{2}^{\prime}\right)=\left(k_{1}^{\prime \prime}, k_{2}^{\prime \prime}\right)$. Then, it follows from $(2.70),(2.8),(2.9)$, classical properties of Wiener integral, the fact that the fourth moment of a standard Gaussian random variable equals 3 , and (2.41) that

$$
\begin{align*}
\left\|\tilde{M}_{j}^{\mathcal{R}}(t)\right\|_{L^{2}(\Omega)}^{2} & :=\mathbb{E}\left(\left(\tilde{M}_{j}^{\mathcal{R}}(t)\right)^{2}\right)  \tag{2.72}\\
& =\sum_{\left(k_{1}, k_{2}\right) \in \Delta_{j}^{\mathcal{R}}(t)}\left(\tilde{F}_{j}^{k_{1}, k_{2}}\right)^{2} \mathbb{E}\left(\left(\varepsilon_{j, j}^{k_{1}, k_{2}}\right)^{2}\right) \leq c_{1} 2^{-2 j} \sum_{\left(k_{1}, k_{2}\right) \in \Delta_{j}^{\mathcal{R}}(t)}\left(3+\left|k_{1}-k_{2}\right|\right)^{-2 L}
\end{align*}
$$

where the arbitrary real number $L>1 / 2$ is fixed, and $c_{1}>0$ is a constant only depending on $L$. Then, denoting by $c_{2}$ the finite constant $c_{2}:=2 c_{1} \sum_{n=0}^{+\infty}(3+n)^{-2 L}$ and using (2.72) and the inclusion

$$
\Delta_{j}^{\mathcal{R}}(t) \subset \mathbb{Z} \times\left\{k_{2} \in \mathbb{Z}:\left|k_{2}\right| \leq 2^{j+1} T\right\}
$$

one obtains that

$$
\begin{equation*}
\left\|\tilde{M}_{j}^{\mathcal{R}}(t)\right\|_{L^{2}(\Omega)}^{2} \leq c_{1} 2^{-2 j} \sum_{\left|k_{2}\right| \leq 2^{j+1} T} \sum_{k_{1} \in \mathbb{Z}}\left(3+\left|k_{1}-k_{2}\right|\right)^{-2 L} \leq 8 T c_{2} 2^{-j} . \tag{2.73}
\end{equation*}
$$

Finally, one can derive from (2.73) and (2.71) that (2.65) holds.
We are now in position to prove Lemma 2.18.
Proof of Lemma 2.18 We only give the proof of (2.57) since (2.58) can be shown in the same way. Let $\kappa \geq 2$ be a constant which will be defined more precisely later. Using (2.61) and (2.60), for all $j \in \mathbb{N}$, one has

$$
\begin{align*}
& \mathbb{P}\left(\sup _{t \in[0, T]}\left\{\left|\tilde{M}_{j}(t)\right|\right\}>\kappa j \sup _{t \in[0, T]}\left\{\left\|\tilde{M}_{j}(t)\right\|_{L^{2}(\Omega)}\right\}\right) \\
& =\mathbb{P}\left(\sup _{m \in \mathcal{I}_{j}}\left\{\left|\tilde{M}_{j}\left(m 2^{-j}+2^{-j a}\right)\right|\right\}>\kappa j \sup _{t \in[0, T]}\left\{\left\|\tilde{M}_{j}(t)\right\|_{L^{2}(\Omega)}\right\}\right) \\
& \leq \sum_{m \in \mathcal{I}_{j}} \mathbb{P}\left(\left|\tilde{M}_{j}\left(m 2^{-j}+2^{-j a}\right)\right|>\kappa j \sup _{t \in[0, T]}\left\{\left\|\tilde{M}_{j}(t)\right\|_{L^{2}(\Omega)}\right\}\right) \\
& \leq \sum_{m \in \mathcal{I}_{j}} \mathbb{P}\left(\left|\tilde{M}_{j}\left(m 2^{-j}+2^{-j a}\right)\right|>\kappa j\left\|\tilde{M}_{j}\left(m 2^{-j}+2^{-j a}\right)\right\|_{L^{2}(\Omega)}\right) . \tag{2.74}
\end{align*}
$$

Next, observe that, for any $t \in[0, T]$ (and in particular for $t=m 2^{-j}+2^{-j a}$ ) the random variable $\tilde{M}_{j}(t)$ belongs to the second order Wiener chaos, since it is (see (2.55)) a linear combination of random variables $\varepsilon_{j, j}^{k_{1}, k_{2}}$ which are in this chaos. Thus, one can make use of Lemma 2.20 in order to bound from above the probabilities in (2.74). By this way, for all $m \in \mathcal{I}_{j}$, one gets

$$
\begin{equation*}
\mathbb{P}\left(\left|\tilde{M}_{j}\left(m 2^{-j}+2^{-j a}\right)\right|>\kappa j\left\|\tilde{M}_{j}\left(m 2^{-j}+2^{-j a}\right)\right\|_{L^{2}(\Omega)}\right) \leq \exp (-\breve{c} \kappa j), \tag{2.75}
\end{equation*}
$$

where $\breve{c}$ is the same positive finite constant as in (2.64). Next combining (2.74) and (2.75) with (2.63), one obtains that

$$
\begin{align*}
& \mathbb{P}\left(\sup _{t \in[0, T]}\left\{\left|\tilde{M}_{j}(t)\right|\right\}>\kappa j \sup _{t \in[0, T]}\left\{\left\|\tilde{M}_{j}(t)\right\|_{L^{2}(\Omega)}\right\}\right) \\
& \leq c_{1} 2^{j} \exp (-\breve{c} \kappa j)=c_{1} \exp (-(\breve{c} \kappa-\log 2) j), \tag{2.76}
\end{align*}
$$

where $c_{1}$ denotes the positive finite constant $c$ in (2.63). One can assume that the finite constant $\kappa$ is chosen such that $\kappa>(\log 2) / \breve{c}$. Then, one can derive from (2.76) that

$$
\sum_{j=1}^{+\infty} \mathbb{P}\left(\sup _{t \in[0, T]}\left\{\left|\tilde{M}_{j}(t)\right|\right\}>\kappa j \sup _{t \in[0, T]}\left\{\left\|\tilde{M}_{j}(t)\right\|_{L^{2}(\Omega)}\right\}\right)<+\infty
$$

Thus, the Borel-Cantelli lemma implies that there exist $\tilde{\Omega}^{* *}$ an event of probability 1 and $\tilde{C}_{2}^{* *}$ a positive finite random variable, such that, for all $\omega \in \Omega^{* *}$ and for every $j \in \mathbb{N}$, one has

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\{\left|\tilde{M}_{j}(t, \omega)\right|\right\} \leq \tilde{C}_{2}^{* *}(\omega) j \sup _{t \in[0, T]}\left\{\left\|\tilde{M}_{j}(t)\right\|_{L^{2}(\Omega)}\right\} \tag{2.77}
\end{equation*}
$$

Finally, (2.57) results from (2.65) and (2.77).
We are now in position to complete the prove Theorem 1.2.
End of the proof of Theorem 1.2 Recall that the compact interval $I$ is assumed to be of the form $I=[0, T]$, where the real number $T>2$ is arbitrary. Also recall that $\Omega^{*}$ denotes the event of probability 1 which was introduced in Lemma 2.4. Let us first show that, for all fixed $\left(j_{1}, j_{2}\right) \in \mathbb{Z}^{2}$ and for every $\omega \in \Omega^{*}$, the series of continuous of functions $\sum_{\left(k_{1}, k_{2}\right) \in \mathbb{Z}^{2}} A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(\bullet) \varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}(\omega)$ is normally convergent with respect to the uniform norm $\|\cdot\|_{I, \infty}$, that is one has

$$
\begin{equation*}
\sum_{\left(k_{1}, k_{2}\right) \in \mathbb{Z}^{2}}\left\|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right\|_{I, \infty}\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}(\omega)\right|<+\infty . \tag{2.78}
\end{equation*}
$$

Using (2.2), (2.6), (2.10), the definition of $\|\cdot\|_{I, \infty}$, and the triangle inequality, one gets, for some positive finite constant $C_{1}$ depending on $T,\left(j_{1}, j_{2}\right) \in \mathbb{Z}^{2}$ and $\omega$, that

$$
\begin{aligned}
& \sum_{\left(k_{1}, k_{2}\right) \in \mathbb{Z}^{2}}\left\|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right\|_{I, \infty}\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}(\omega)\right| \\
& \leq C_{1} \sum_{\left(k_{1}, k_{2}\right) \in \mathbb{Z}^{2}} \int_{0}^{T} \frac{\sqrt{\log \left(3+\left|j_{1}\right|+\left|k_{1}\right|\right) \log \left(3+\left|j_{2}\right|+\left|k_{2}\right|\right)}}{\left(1+2^{j_{1}} T+\left|2^{j_{1}} s-k_{1}\right|\right)^{2}\left(1+2^{j_{2}} T+\left|2^{j_{2}} s-k_{2}\right|\right)^{2}} d s \\
& \leq C_{1} \sum_{\left(k_{1}, k_{2}\right) \in \mathbb{Z}^{2}} \int_{0}^{T} \frac{\sqrt{\log \left(3+\left|j_{1}\right|+\left|k_{1}\right|\right) \log \left(3+\left|j_{2}\right|+\left|k_{2}\right|\right)}}{\left(1+2^{j_{1}} T+\left|k_{1}\right|-\left|2^{j_{1}} s\right|\right)^{2}\left(1+2^{j_{2}} T+\left|k_{2}\right|-\left|2^{j_{2}} s\right|\right)^{2}} d s \\
& \leq C_{1} T \sum_{\left(k_{1}, k_{2}\right) \in \mathbb{Z}^{2}} \frac{\sqrt{\log \left(3+\left|j_{1}\right|+\left|k_{1}\right|\right) \log \left(3+\left|j_{2}\right|+\left|k_{2}\right|\right)}}{\left(1+\left|k_{1}\right|\right)^{2}\left(1+\left|k_{2}\right|\right)^{2}}<+\infty,
\end{aligned}
$$

which shows that (2.78) holds. Next, for each fixed $\left(j_{1}, j_{2}\right) \in \mathbb{Z}^{2}$, one denotes by $\left\{X_{j_{1}, j_{2}}(t)\right\}_{t \in I}$ the stochastic process with continuous paths which vanishes outside of the event $\Omega^{*}$, and which is defined on $\Omega^{*}$, for all $(t, \omega) \in I \times \Omega^{*}$, as

$$
\begin{equation*}
X_{j_{1}, j_{2}}(t, \omega)=\sum_{\left(k_{1}, k_{2}\right) \in \mathbb{Z}^{2}} A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t) \varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}(\omega) \tag{2.79}
\end{equation*}
$$

Let us now show that in order to derive (1.20) it is enough to prove that there are $\check{\Omega}$ an event of probability 1 included in $\Omega^{*}$, and $\check{C}$ a positive finite random variable such that one has on $\check{\Omega}$, for every $J \in \mathbb{N}$,

$$
\begin{equation*}
\sum_{\left(j_{1}, j_{2}\right) \in \mathbb{Z}^{2}, j_{1} \vee j_{2} \geq J} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)}\left\|X_{j_{1}, j_{2}}\right\|_{I, \infty} \leq \check{C} J 2^{-J\left(H_{1}+H_{2}-3 / 2\right)} \tag{2.80}
\end{equation*}
$$

Assuming that (2.80) is true, then it turns out that, for all fixed $J \in \mathbb{N}$ and for every $\omega \in \check{\Omega}$ the series of continuous functions

$$
\begin{equation*}
X_{J}(\bullet, \omega):=\sum_{\left(j_{1}, j_{2}\right) \in \mathbb{Z}^{2}, j_{1} \vee j_{2} \geq J} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} X_{j_{1}, j_{2}}(\bullet, \omega) \tag{2.81}
\end{equation*}
$$

is normally convergent with respect to the norm $\|\cdot\|_{I, \infty}$; thus, $X_{J}(\bullet, \omega)$ is a continuous function on $I$. In the sequel, one denotes by $\left\{X_{J}(t)\right\}_{t \in I}$ the stochastic process with continuous paths which vanishes outside of $\check{\Omega}$ and which is defined through (2.81) on $\check{\Omega}$. It can easily be seen that (2.80) and the triangle inequality imply, almost surely for all $J \in \mathbb{N}$, that

$$
\begin{equation*}
\left\|X_{J}\right\|_{I, \infty} \leq \check{C} J 2^{-J\left(H_{1}+H_{2}-3 / 2\right)} \tag{2.82}
\end{equation*}
$$

On the other hand, one knows from (2.79), (2.5) and (1.16), that, for all fixed $J \in \mathbb{N}$ and $t \in I$, the random series

$$
\sum_{\left(j_{1}, j_{2}\right) \in \mathbb{Z}^{2}, j_{1} \vee j_{2} \geq J} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} X_{j_{1}, j_{2}}(t)
$$

converges to $R_{H_{1}, H_{2}}(t)-R_{H_{1}, H_{2}, J}(t)$ in $L^{2}(\Omega)$. Combining the later fact with (2.81), one obtains, for all $t \in I$ almost surely,

$$
X_{J}(t)=R_{H_{1}, H_{2}}(t)-R_{H_{1}, H_{2}, J}(t) .
$$

The latter equality and the fact that the stochastic processes $\left\{R_{H_{1}, H_{2}}(t)-R_{H_{1}, H_{2}, J}(t)\right\}_{t \in I}$ and $\left\{X_{J}(t)\right\}_{t \in I}$ have continuous paths imply that they are indistinguishable. Thus, (1.20) is nothing else than (2.82).

Finally, let us show that (2.80) holds. Using (2.79), the triangle inequality, (2.20), (2.21), (2.24), (2.25), (2.28), (2.29), (2.43), (2.44), (2.51) and (2.52), one gets, for all $J \in \mathbb{N}$, that

$$
\sum_{\left(j_{1}, j_{2}\right) \in \mathbb{Z}^{2}, j_{1} \vee j_{2} \geq J} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)}\left\|X_{j_{1}, j_{2}}\right\|_{I, \infty} \leq \sum_{l=1}^{2}\left(\mathcal{M}_{l, J}+\sum_{m=1}^{4} \mathcal{H}_{l, J}^{m}\right) .
$$

Therefore, combining Lemmas 2.8, 2.9 and 2.14 (in which $L$ is assumed to be large enough) with Lemmas 2.10 and 2.16, one obtains (2.80).

## 3 Proof of Theorem 1.3

In order to prove Theorem 1.3 one needs to obtain some intermediary results.

Lemma 3.1 The real numbers $T>2$ and $L \geq 3 / 2$ are arbitrary and fixed. For every $n \in \mathbb{N}$, let $\mathcal{L}_{1, n}^{1}$ and $\mathcal{L}_{2, n}^{1}$ be the positive random variables defined as:

$$
\begin{equation*}
\mathcal{L}_{1, n}^{1}:=\sum_{j_{1} \vee j_{2}<n} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sum_{k_{1} \in \mathbb{Z}} \sum_{\left|k_{2}\right|>2^{n+1} T} \sup _{t \in[0, T]}\left\{\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)\right|\right\}\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right| \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{2, n}^{1}:=\sum_{j_{1} \vee j_{2}<n} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sum_{\left|k_{1}\right|>2^{n+1} T} \sum_{k_{2} \in \mathbb{Z}} \sup _{t \in[0, T]}\left\{\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)\right|\right\}\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right| . \tag{3.2}
\end{equation*}
$$

Then, there exists an almost surely finite random variable $C$ such that, for all $n \in \mathbb{N}$ and $l \in\{1,2\}$, the following inequality holds on the event $\Omega^{*}$ of probability 1 which was introduced in Lemma 2.4:

$$
\begin{equation*}
\mathcal{L}_{l, n}^{1} \leq C 2^{-n\left(H_{1}+H_{2}+L-3\right)} n \log (3+n) . \tag{3.3}
\end{equation*}
$$

Proof of Lemma 3.1 One only shows that (3.3) is satisfied when $l=1$, the case where $l=2$ can be treated in the same way. Let $n \in \mathbb{N}$ and $\left(j_{1}, j_{2}\right) \in \mathbb{Z}^{2}$ be arbitrary, fixed and such that

$$
\begin{equation*}
j_{1} \vee j_{2}<n \tag{3.4}
\end{equation*}
$$

Using (2.6), (2.2), (2.10), (4.1), the triangle inequality, (3.4), Lemma 4.2, the fact that $y \mapsto(2+y)^{-L} \sqrt{\log (2+y)}$ is a decreasing function on $\mathbb{R}_{+}$, and (4.2), one gets that

$$
\begin{align*}
& \sum_{k_{1} \in \mathbb{Z}} \sum_{\left|k_{2}\right|>2^{n+1} T} \sup _{t \in[0, T]}\left\{\left|A_{j_{1}, j_{2}}^{k_{1}, k_{2}}(t)\right|\right\}\left|\varepsilon_{j_{1}, j_{2}}^{k_{1}, k_{2}}\right| \\
& \leq C_{0} \sum_{k_{1} \in \mathbb{Z}} \sum_{\left|k_{2}\right|>2^{n+1} T} \int_{0}^{T} \frac{\sqrt{\log \left(3+\left|j_{1}\right|+\left|k_{1}\right|\right)}}{\left(3+\left|2^{j_{1}} s-k_{1}\right|\right)^{L}} \times \frac{\sqrt{\log \left(3+\left|j_{2}\right|+\left|k_{2}\right|\right)}}{\left(3+\mid 2^{\left.j_{2} s-k_{2} \mid\right)^{L}}\right.} d s \\
& \leq C_{0} \int_{0}^{T}\left(\sum_{k_{1} \in \mathbb{Z}} \sum_{\left|k_{2}\right|>2^{n+1} T} \frac{\sqrt{\log \left(3+\left|j_{1}\right|+\left|k_{1}\right|\right)}}{\left(3+\left|2^{j_{1}} s-k_{1}\right|\right)^{L}} \times \frac{\sqrt{\log \left(3+\left|j_{2}\right|+\left|k_{2}\right|\right)}}{\left(3+\left|k_{2}\right|-2^{j_{2}} s\right)^{L}}\right) d s \\
& \leq C_{1} T 2^{L} \sqrt{\log \left(3+\left|j_{1}\right|+2^{j_{1}} T\right) \log \left(3+\left|j_{2}\right|\right)} \sum_{\left|k_{2}\right|>2^{n+1} T} \frac{\sqrt{\log \left(3+\left|k_{2}\right|\right)}}{\left(3+\left|k_{2}\right|\right)^{L}} \\
& \leq C_{1} T 2^{L+1} \sqrt{\log \left(3+\left|j_{1}\right|+2^{j_{1}} T\right) \log \left(3+\left|j_{2}\right|\right)} \int_{2^{n+1} T}^{+\infty} \frac{\sqrt{\log (2+y)}}{(2+y)^{L}} d y \\
& \leq C_{2} \sqrt{\log \left(3+\left|j_{1}\right|\right) \log \left(3+\left|j_{2}\right|\right)} n 2^{-n(L-1)}, \tag{3.5}
\end{align*}
$$

where $C_{0}, C_{1}$ and $C_{2}$ are 3 positive finite random constants not depending on $\left(j_{1}, j_{2}\right)$ and $n$. Next, it follows from (3.1) and (3.5) that

$$
\begin{aligned}
\mathcal{L}_{1, n}^{1} & \leq C_{2} n 2^{-n(L-1)} \sum_{j_{1}=-\infty}^{n-1} \sum_{j_{2}=-\infty}^{n-1} 2^{j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sqrt{\log \left(3+\left|j_{1}\right|\right) \log \left(3+\left|j_{2}\right|\right)} \\
& \leq C_{3} 2^{-n\left(H_{1}+H_{2}+L-3\right)} n \log (3+n)
\end{aligned}
$$

where $C_{3}$ is a positive finite random constant not depending on $n$. Thus, one obtains (3.3) when $l=1$.

Lemma 3.2 The real numbers $T>2, L>1$ and $g>0$ are arbitrary and fixed. For every $n \in \mathbb{N}$, let $\mathcal{L}_{1, n}^{2}$ and $\mathcal{L}_{2, n}^{2}$ be the positive random variables defined as:

$$
\begin{equation*}
\mathcal{L}_{1, n}^{2}:=\sum_{\left(j_{1}, j_{2}\right) \in \mathbb{N}^{2}} 2^{-j_{1}\left(1-H_{1}\right)-j_{2}\left(1-H_{2}\right)} \sum_{k_{1} \in \mathbb{Z}} \sum_{\left|k_{2}\right|>2^{n g}} \sup _{t \in[0, T]}\left\{\left|A_{-j_{1},-j_{2}}^{k_{1}, k_{2}}(t)\right|\right\}\left|\varepsilon_{-j_{1},-j_{2}}^{k_{1}, k_{2}}\right| \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{2, n}^{2}:=\sum_{\left(j_{1}, j_{2}\right) \in \mathbb{N}^{2}} 2^{-j_{1}\left(1-H_{1}\right)-j_{2}\left(1-H_{2}\right)} \sum_{\left|k_{1}\right|>2^{n g}} \sum_{k_{2} \in \mathbb{Z}} \sup _{t \in[0, T]}\left\{\left|A_{-j_{1},-j_{2}}^{k_{1}, k_{2}}(t)\right|\right\}\left|\varepsilon_{-j_{1},-j_{2}}^{k_{1}, k_{2}}\right| . \tag{3.7}
\end{equation*}
$$

Then, there exists an almost surely finite random variable $C$ such that, for all $n \in \mathbb{N}$ and $l \in\{1,2\}$, the following inequality holds on the event $\Omega^{*}$ :

$$
\begin{equation*}
\mathcal{L}_{l, n}^{2} \leq C 2^{-n(L-1) g} \sqrt{n} \tag{3.8}
\end{equation*}
$$

Proof of Lemma 3.2 One only shows that (3.8) is satisfied when $l=1$, the case where $l=2$ can be treated in the same way. Let $n \in \mathbb{N}$ and $\left(j_{1}, j_{2}\right) \in \mathbb{N}^{2}$ be arbitrary and fixed. Using $(2.6),(2.2),(2.10),(4.1)$, the triangle inequality, and the fact that $y \mapsto(2+y)^{-L} \sqrt{\log (2+y)}$ is a decreasing function on $\mathbb{R}_{+}$, one gets that

$$
\begin{align*}
& \sum_{k_{1} \in \mathbb{Z}} \sum_{\left|k_{2}\right|>2^{n g}} \sup _{t \in[0, T]}\left\{\left|A_{-j_{1},-j_{2}}^{k_{1}, k_{2}}(t)\right|\right\}\left|\varepsilon_{-j_{1},-j_{2}}^{k_{1}, k_{2}}\right| \\
& \leq C_{0} \sum_{k_{1} \in \mathbb{Z}} \sum_{\left|k_{2}\right|>2^{n g}} \int_{0}^{T} \frac{\sqrt{\log \left(3+j_{1}+\left|k_{1}\right|\right)}}{\left(3+T+\left|2^{-j_{1}} s-k_{1}\right|\right)^{L}} \times \frac{\sqrt{\log \left(3+j_{2}+\left|k_{2}\right|\right)}}{\left(3+T+\mid 2^{\left.-j_{2} s-k_{2} \mid\right)^{L}}\right.} d s \\
& \leq C_{0} \sqrt{\log \left(3+j_{1}\right) \log \left(3+j_{2}\right)} \int_{0}^{T}\left(\sum_{k_{1} \in \mathbb{Z}\left|k_{2}\right|>2^{n g}} \sum_{\left|k_{2}\right|>2^{n g}} \frac{\sqrt{\log \left(3+\left|k_{1}\right|\right)}}{\left(3+\left|k_{1}\right|\right)^{L}} \times \frac{\sqrt{\log \left(3+\left|k_{2}\right|\right)}}{\left(3+\left|k_{2}\right|\right)^{L}}\right) d s \\
& \leq C_{1} \sqrt{\log \left(3+j_{1}\right) \log \left(3+j_{2}\right)} \sum_{\sqrt{\log \left(3+\left|k_{2}\right|\right)}}^{\left(3+\left|k_{2}\right|\right)^{L}} \\
& \leq C_{1} \sqrt{\log \left(3+j_{1}\right) \log \left(3+j_{2}\right)} \int_{2^{n g}}^{+\infty} \frac{\sqrt{\log (2+y)}}{(2+y)^{L}} d y \\
& \leq C_{2} \sqrt{\log \left(3+j_{1}\right) \log \left(3+j_{2}\right)} 2^{-n(L-1) g} \sqrt{n} \tag{3.9}
\end{align*}
$$

where $C_{0}, C_{1}$ and $C_{2}$ are 3 positive finite random constants not depending on $\left(j_{1}, j_{2}\right)$ and $n$. Next, it follows from (3.6) and (3.9) that

$$
\begin{aligned}
\mathcal{L}_{1, n}^{2} & \leq C_{2} 2^{-n(L-1) g} \sqrt{n} \sum_{\left(j_{1}, j_{2}\right) \in \mathbb{N}^{2}} 2^{-j_{1}\left(1-H_{1}\right)-j_{2}\left(1-H_{2}\right)} \sqrt{\log \left(3+j_{1}\right) \log \left(3+j_{2}\right)} \\
& =C_{3} 2^{-n(L-1) g} \sqrt{n}
\end{aligned}
$$

where $C_{3}$ is a positive finite random constant not depending on $n$. Thus, one obtains (3.8) when $l=1$.

Lemma 3.3 The real numbers $T>2$ and $b>0$ are arbitrary and fixed. For every $n \in \mathbb{N}$, let $\mathcal{L}_{1, n}^{3}$ and $\mathcal{L}_{2, n}^{3}$ be the positive random variables defined as:

$$
\begin{equation*}
\mathcal{L}_{1, n}^{3}:=\sum_{j_{1}=0}^{n-1} \sum_{j_{2}>2^{n b}} 2^{j_{1}\left(1-H_{1}\right)-j_{2}\left(1-H_{2}\right)} \sum_{k_{1} \in \mathbb{Z}} \sum_{k_{2} \in \mathbb{Z}} \sup _{t \in[0, T]}\left\{\left|A_{j_{1},-j_{2}}^{k_{1}, k_{2}}(t)\right|\right\}\left|\varepsilon_{j_{1},-j_{2}}^{k_{1}, k_{2}}\right| \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{2, n}^{3}:=\sum_{j_{1}>2^{n b}} \sum_{j_{2}=0}^{n-1} 2^{-j_{1}\left(1-H_{1}\right)+j_{2}\left(1-H_{2}\right)} \sum_{k_{1} \in \mathbb{Z}} \sum_{k_{2} \in \mathbb{Z}} \sup _{t \in[0, T]}\left\{\left|A_{-j_{1}, j_{2}}^{k_{1}, k_{2}}(t)\right|\right\}\left|\varepsilon_{-j_{1}, j_{2}}^{k_{1}, k_{2}}\right| . \tag{3.11}
\end{equation*}
$$

Then, there exists an almost surely finite random variable $C$ such that, for all $n \in \mathbb{N}$ and $l \in\{1,2\}$, the following inequality holds on the event $\Omega^{*}$ :

$$
\begin{equation*}
\mathcal{L}_{l, n}^{3} \leq C n 2^{\left(1-H_{1} \wedge H_{2}\right) n-\left(1-H_{1} \vee H_{2}\right) 2^{n b}} \tag{3.12}
\end{equation*}
$$

Proof of Lemma 3.3 One only shows that (3.12) is satisfied when $l=1$, the case where $l=2$ can be treated in the same way. Let $n \in \mathbb{N}$ and $\left(j_{1}, j_{2}\right) \in \mathbb{Z}_{+}^{2}$ be arbitrary, fixed and such that

$$
\begin{equation*}
0 \leq j_{1}<n \quad \text { and } \quad j_{2}>2^{n b} . \tag{3.13}
\end{equation*}
$$

Using (2.6), (2.2), (2.10), (4.1), the triangle inequality, (3.13), Lemma 4.2 and (4.2), one gets that

$$
\begin{align*}
& \sum_{k_{1} \in \mathbb{Z}} \sum_{k_{2} \in \mathbb{Z}} \sup _{t \in[0, T]}\left\{\left|A_{j_{1},-j_{2}}^{k_{1}, k_{2}}(t)\right|\right\}\left|\varepsilon_{j_{1},-j_{2}}^{k_{1}, k_{2}}\right| \\
& \leq C_{0} \sum_{k_{1} \in \mathbb{Z}} \sum_{k_{2} \in \mathbb{Z}} \int_{0}^{T} \frac{\sqrt{\log \left(3+j_{1}+\left|k_{1}\right|\right)}}{\left(3+\left|2^{j_{1}} s-k_{1}\right|\right)^{2}} \times \frac{\sqrt{\log \left(3+j_{2}+\left|k_{2}\right|\right)}}{\left(3+T+\left|2^{-j_{2}} s-k_{2}\right|\right)^{2}} d s \\
& \leq C_{0} \sqrt{\log \left(3+j_{2}\right)} \int_{0}^{T}\left(\sqrt{\log \left(3+j_{1}+2^{j_{1}} T\right)} \sum_{k_{2} \in \mathbb{Z}} \frac{\sqrt{\log \left(3+\left|k_{2}\right|\right)}}{\left(3+\left|k_{2}\right|\right)^{2}}\right) d s \\
& \leq C_{1} \sqrt{n \log \left(3+j_{2}\right)}, \tag{3.14}
\end{align*}
$$

where $C_{0}$ and $C_{1}$ are 2 positive finite random constants not depending on $\left(j_{1}, j_{2}\right)$ and $n$. Next, it follows from (3.10) and (3.14) that

$$
\begin{aligned}
\mathcal{L}_{1, n}^{3} & \leq C_{1} \sqrt{n} \sum_{j_{1}=0}^{n-1} \sum_{j_{2}>2^{n b}} 2^{j_{1}\left(1-H_{1}\right)-j_{2}\left(1-H_{2}\right)} \sqrt{\log \left(3+j_{2}\right)} \\
& \leq C_{2} n 2^{\left(1-H_{1}\right) n-\left(1-H_{2}\right) 2^{n b}} \leq C_{2} n 2^{\left(1-H_{1} \wedge H_{2}\right) n-\left(1-H_{1} \vee H_{2}\right) 2^{n b}},
\end{aligned}
$$

where $C_{2}$ is a positive finite random constant not depending on $n$. Thus, one obtains (3.12) when $l=1$.

Lemma 3.4 The real numbers $T>2$ and $d>0$ are arbitrary and fixed. For every $n \in \mathbb{N}$, let $\mathcal{Q}_{n}$ be the positive random variable defined as:

$$
\begin{equation*}
\mathcal{Q}_{n}:=\sum_{\left(j_{1}, j_{2}\right) \in \mathbb{N}^{2}, j_{1} \vee j_{2}>2^{n d}} 2^{-j_{1}\left(1-H_{1}\right)-j_{2}\left(1-H_{2}\right)} \sum_{k_{1} \in \mathbb{Z}} \sum_{k_{2} \in \mathbb{Z}} \sup _{t \in[0, T]}\left\{\left|A_{-j_{1},-j_{2}}^{k_{1}, k_{2}}(t)\right|\right\}\left|\varepsilon_{-j_{1},-j_{2}}^{k_{1}, k_{2}}\right| \tag{3.15}
\end{equation*}
$$

Then, there exists an almost surely finite random variable $C$ such that, for all $n \in \mathbb{N}$, the following inequality holds on the event $\Omega^{*}$ :

$$
\begin{equation*}
\mathcal{Q}_{n} \leq C 2^{-\left(1-H_{1} \vee H_{2}\right) 2^{n d}} \sqrt{n} \tag{3.16}
\end{equation*}
$$

Proof of Lemma 3.4 Let $\left(j_{1}, j_{2}\right) \in \mathbb{N}^{2}$ be arbitrary and fixed. Using (2.6), (2.2), (2.10), (4.1) and the triangle inequality, one gets that

$$
\begin{align*}
& \sum_{k_{1} \in \mathbb{Z}} \sum_{k_{2} \in \mathbb{Z}} \sup _{t \in[0, T]}\left\{\left|A_{-j_{1},-j_{2}}^{k_{1}, k_{2}}(t)\right|\right\}\left|\varepsilon_{-j_{1},-j_{2}}^{k_{1}, k_{2}}\right| \\
& \leq C_{0} \sum_{k_{1} \in \mathbb{Z}} \sum_{k_{2} \in \mathbb{Z}} \int_{0}^{T} \frac{\sqrt{\log \left(3+j_{1}+\left|k_{1}\right|\right)}}{\left(3+T+\left|2^{-j_{1}} s-k_{1}\right|\right)^{2}} \times \frac{\sqrt{\log \left(3+j_{2}+\left|k_{2}\right|\right)}}{\left(3+T+\left|2^{-j_{2}} s-k_{2}\right|\right)^{2}} d s \\
& \leq C_{0} \sqrt{\log \left(3+j_{1}\right) \log \left(3+j_{2}\right)} \int_{0}^{T}\left(\sum_{k_{1} \in \mathbb{Z}} \sum_{k_{2} \in \mathbb{Z}} \frac{\sqrt{\log \left(3+\left|k_{1}\right|\right)}}{\left(3+\left|k_{1}\right|\right)^{2}} \times \frac{\sqrt{\log \left(3+\left|k_{2}\right|\right)}}{\left(3+\left|k_{2}\right|\right)^{2}}\right) d s \\
& =C_{1} \sqrt{\log \left(3+j_{1}\right) \log \left(3+j_{2}\right)}, \tag{3.17}
\end{align*}
$$

where $C_{0}$ and $C_{1}$ are 2 positive finite random constants not depending on $\left(j_{1}, j_{2}\right)$. Next, it follows from (3.15) and (3.17) that, for all $n \in \mathbb{N}$, one has

$$
\begin{aligned}
\mathcal{Q}_{n} & \leq C_{1} \sum_{\left(j_{1}, j_{2}\right) \in \mathbb{N}^{2}, j_{1} \vee j_{2}>2^{n d}} 2^{-j_{1}\left(1-H_{1}\right)-j_{2}\left(1-H_{2}\right)} \sqrt{\log \left(3+j_{1}\right) \log \left(3+j_{2}\right)} \\
& \leq C_{2} 2^{-\left(1-H_{1} \vee H_{2}\right) 2^{n d}} \sqrt{n}
\end{aligned}
$$

where $C_{2}$ is a positive finite random constant not depending on $n$. Thus, one obtains (3.16).

We are now in position to complete the prove Theorem 1.3.
End of the proof of Theorem 1.3 Let $\Omega^{*}$ and $\Omega^{* *}$ be the same events of probability 1 as in Lemmas 2.4 and 2.16. Let us first show that in order to derive (1.25) it is enough to prove that there exists an almost surely finite random variable $C$ such that the inequality

$$
\begin{equation*}
\left\|\widetilde{R}_{H_{1}, H_{2}, n+p}-\widetilde{R}_{H_{1}, H_{2}, n}\right\|_{I, \infty} \leq C n 2^{-n\left(H_{1}+H_{2}-3 / 2\right)} \tag{3.18}
\end{equation*}
$$

holds, for all $(n, p) \in \mathbb{N}^{2}$, on the event $\Omega^{*} \cap \Omega^{* *}$ of probability 1 . Assuming that (3.18) is true, then it turns out that, for every fixed $\omega \in \Omega^{*} \cap \Omega^{* *}$, the sequence of continuous functions $\left(\widetilde{R}_{H_{1}, H_{2}, n}(\bullet, \omega)\right)_{n \in \mathbb{N}}$ is a Cauchy sequence in the Banach space of the continuous functions over $I$ equipped with the norm $\|\cdot\|_{I, \infty}$. Thus, for any fixed $\omega \in \Omega^{*} \cap \Omega^{* *}$, it converges to a continuous function over $I$ denoted by $\widetilde{R}_{H_{1}, H_{2}}(\bullet, \omega)$. On the other hand, when $\omega \notin \Omega^{*} \cap \Omega^{* *}$, one assumes that $\widetilde{R}_{H_{1}, H_{2}}(\bullet, \omega)$ is the vanishing function. Next observe that one has

$$
\begin{equation*}
\widetilde{R}_{H_{1}, H_{2}}(t)=R_{H_{1}, H_{2}}(t), \quad \text { for all } t \in I, \text { almost surely }, \tag{3.19}
\end{equation*}
$$

since one knows from (1.21) and (1.22) that, for any fixed $t \in I$, the sequence of random variables $\left(\widetilde{R}_{H_{1}, H_{2}, n}(t)\right)_{n \in \mathbb{N}}$ converges to $R_{H_{1}, H_{2}}(t)$ in $L^{2}(\Omega)$. The equality (3.19) implies that the stochastic processes $\left\{\widetilde{R}_{H_{1}, H_{2}}(t)\right\}_{t \in I}$ and $\left\{R_{H_{1}, H_{2}}(t)\right\}_{t \in I}$ are indistinguishable since they have continuous paths. Thus, letting $p$ in (3.18) tend to $+\infty$, one obtains (1.25).

Finally, let us show that (3.18) holds. Using (1.22), (1.23), (1.24), the equality $I:=[0, T]$, (2.12), the inclusion

$$
D_{j}^{1}(t) \subset\left\{k \in \mathbb{Z}:|k| \leq 2^{n+p+1} T\right\}, \quad \text { for all } t \in I \text { and }(j, n, p) \in \mathbb{N}^{3} \text { s.t. } n<j \leq n+p,
$$

the triangle inequality, (2.20), (2.21), (2.24), (2.25), (2.28), (2.29), (2.43), (2.44), (2.51), (2.52), (3.1), (3.2), (3.6), (3.7), (3.10), (3.11), and (3.15), one gets, for all $(n, p) \in \mathbb{N}^{2}$, that

$$
\left\|\widetilde{R}_{H_{1}, H_{2}, n+p}-\widetilde{R}_{H_{1}, H_{2}, n}\right\|_{I, \infty} \leq \mathcal{Q}_{n}+\sum_{l=1}^{2}\left(\mathcal{M}_{l, n}+\sum_{m=1}^{4} \mathcal{H}_{l, n}^{m}+\sum_{m^{\prime}=1}^{3} \mathcal{L}_{l, n}^{m^{\prime}}\right)
$$

Therefore, combining Lemmas 2.8, 2.9, 2.14, 3.1, and 3.2 (in which $L$ is assumed to be large enough) with Lemmas 2.10, 2.16, 3.3, and 3.4, one obtains (3.18).

## 4 Appendix

Lemma 4.1 For every $(x, y) \in \mathbb{R}_{+}^{2}$, one has

$$
\begin{equation*}
\log (3+x+y) \leq \log (3+x) \log (3+y) \tag{4.1}
\end{equation*}
$$

Moreover, for any fixed positive real number $T$ there exists a constant $c>0$ such that, for all $x \in \mathbb{R}_{+}$, the following inequality holds:

$$
\begin{equation*}
\log \left(3+x+2^{x} T\right) \leq c(1+x) \tag{4.2}
\end{equation*}
$$

The proof of Lemma 4.1 is standard and easy this is why it has been omitted.

Lemma 4.2 For any fixed real number $L>1$, there exists a constant $c>0$ such that, for all $j \in \mathbb{Z}$ and for each $s \in \mathbb{R}$, one has:

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}} \frac{\sqrt{\log (3+|j|+|k|)}}{\left(3+\left|2^{j} s-k\right|\right)^{L}} \leq c \sqrt{\log \left(3+|j|+2^{j}|s|\right)} \tag{4.3}
\end{equation*}
$$

Proof of Lemma 4.2 Setting $m=k-\left\lfloor 2^{j} s\right\rfloor$, where $\left\lfloor 2^{j} s\right\rfloor$ denotes the integer part of $2^{j} s$, and using the triangle inequality and (4.1), one obtains that

$$
\begin{aligned}
\sum_{k \in \mathbb{Z}} \frac{\sqrt{\log (3+|j|+|k|)}}{\left(3+\left|2^{j} s-k\right|\right)^{L}} & =\sum_{m \in \mathbb{Z}} \frac{\sqrt{\log \left(3+|j|+\left|m+\left\lfloor 2^{j} s\right\rfloor\right|\right)}}{\left(3+\left|2^{j} s-\left\lfloor 2^{j} s\right\rfloor-m\right|\right)^{L}} \\
& \leq \sqrt{\log \left(3+|j|+2^{j}|s|\right)} \sum_{m \in \mathbb{Z}} \frac{\sqrt{\log (4+|m|)}}{\left(3+\left|2^{j} s-\left\lfloor 2^{j} s\right\rfloor-m\right|\right)^{L}}
\end{aligned}
$$

Then, noticing that

$$
3+\left|2^{j} s-\left\lfloor 2^{j} s\right\rfloor-m\right| \geq 2+|m|
$$

one gets that

$$
\sum_{k \in \mathbb{Z}} \frac{\sqrt{\log (3+|j|+|k|)}}{\left(3+\left|2^{j} s-k\right|\right)^{L}} \leq c \sqrt{\log \left(3+|j|+2^{j}|s|\right)}
$$

where the constant

$$
c:=\sum_{m \in \mathbb{Z}} \frac{\sqrt{\log (4+|m|)}}{(2+|m|)^{L}}<+\infty
$$

Lemma 4.3 For each fixed real number $L>1$, there exists a constant $c>0$ such that, for every $t \in \mathbb{R}_{+}$, for all $s \in[0, t]$ and for any $j \in \mathbb{Z}_{+}$, one has

$$
\begin{equation*}
\sum_{k \in D_{j}^{3}(t)} \frac{\sqrt{\log (3+j+|k|)}}{\left(3+\left|2^{j} s-k\right|\right)^{L}} \leq c(j+1) 2^{-j(L-1)(1-a)} \sqrt{\log (3+t)} \tag{4.4}
\end{equation*}
$$

where $D_{j}^{3}(t)$ is defined through (2.14) and (2.11).

Proof of Lemma 4.3 In view of (2.14) and (2.11), one has $D_{j}^{3}(t)=D_{j}^{3,+}(t) \cup D_{j}^{3,-}(t)$, where $D_{j}^{3,+}(t)$ and $D_{j}^{3,-}(t)$ are the two disjoint sets defined as:

$$
D_{j}^{3,+}(t)=\left\{k \in \mathbb{Z}, k>2^{j} t+2^{j(1-a)}\right\}
$$

and

$$
D_{j}^{3,-}(t)=\left\{k \in \mathbb{Z}, k<-2^{j(1-a)}\right\}
$$

Thus, one gets that

$$
\begin{equation*}
\sum_{k \in D_{j}^{3}(t)} \frac{\sqrt{\log (3+j+|k|)}}{\left(3+\left|2^{j} s-k\right|\right)^{L}}=\sum_{k>2^{j} t+2^{j(1-a)}} \frac{\sqrt{\log (3+j+k)}}{\left(3+\left|2^{j} s-k\right|\right)^{L}}+\sum_{k<-2^{j(1-a)}} \frac{\sqrt{\log (3+j+|k|)}}{\left(3+\left|2^{j} s-k\right|\right)^{L}} \tag{4.5}
\end{equation*}
$$

Let us now provide an appropriate upper bound for the first term in the right-hand side of (4.5). One denotes by $\lfloor\cdot\rfloor$ the integer part function. Using the change of variable $m=k-\left\lfloor 2^{j} t\right\rfloor$, the triangle inequality, (4.1), the inequality $\left\lfloor 2^{j} t\right\rfloor-2^{j} s>-1$, the inequality $\log (3+m) \leq 2+m$, and the fact that $x \mapsto(1+x)^{-L} \sqrt{\log (2+x)}$ is a decreasing function on $\mathbb{R}_{+}$, one obtains that

$$
\begin{align*}
\sum_{k>2^{j} t+2^{j(1-a)}} \frac{\sqrt{\log (3+j+k)}}{\left(3+\left|2^{j} s-k\right|\right)^{L}} & =\sum_{k>2^{j} t+2^{j(1-a)}} \frac{\sqrt{\log (3+j+k)}}{\left(3+k-2^{j} s\right)^{L}} \\
& =\sum_{m>2^{j} t-\left\lfloor 2^{j} t\right\rfloor+2^{j(1-a)}} \frac{\sqrt{\log \left(3+j+\left\lfloor 2^{j} t\right\rfloor+|m|\right)}}{\left(3+\left\lfloor 2^{j} t\right\rfloor-2^{j} s+m\right)^{L}} \\
& \leq \sqrt{\log \left(3+j+2^{j} t\right)} \sum_{m>2^{j(1-a)}} \frac{\sqrt{\log (3+m)}}{(2+m)^{L}} \\
& \leq \sqrt{\log \left(3+j+2^{j} t\right)} \int_{2^{j(1-a)}}^{+\infty} \frac{\sqrt{\log (2+x)}}{(1+x)^{L}} d x \\
& \leq c_{1} \sqrt{(j+1) \log (3+t)} 2^{-j(L-1)(1-a)} \sqrt{\log \left(2+2^{j(1-a)}\right)} \\
& \leq c_{2}(j+1) 2^{-j(L-1)(1-a)} \sqrt{\log (3+t)}, \tag{4.6}
\end{align*}
$$

where $c_{1}$ and $c_{2}$ are two positive finite constants not depending on $j, t, s$ and $a$. Similarly to (4.6), it can be shown that

$$
\begin{equation*}
\sum_{k<-2^{j(1-a)}} \frac{\sqrt{\log (3+j+|k|)}}{\left(3+\left|2^{j} s-k\right|\right)^{L}} \leq c_{3} 2^{-j(L-1)(1-a)} \sqrt{(j+1) \log (3+j)} \tag{4.7}
\end{equation*}
$$

where $c_{3}$ is a positive finite constant not depending on $j, t, s$ and $a$. Finally, putting together (4.5), (4.6), (4.7) and (4.2), it follows that (4.4) holds.
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