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Micro-seismic monitoring of a shear fault within a floating ice

plate

Cédric Lachaud1,2 David Marsan1, Maurine Montagnat2, Jérôme Weiss3 , Ludovic

Moreau3, and Florent Gimbert2

Key Points.
◦ Micro-seismic monitoring of a laboratory shear fault in a thin ice plate is carried out
◦ b-values larger than 1.5 are observed defining an ”apparent” aseismic regime, in which

fracturing predominantly occurs in localized, ∼ 10 s long bursts
◦ The herein observed deformation regime has strong similarities with crustal faulting

in settings characterized by high temperature.

Abstract. The deformation of a circular fault in a thin floating ice plate imposed by
a slow rotational displacement is investigated. Temporal changes in shear strength, as
a proxy for the resistance of the fault as a whole, are monitored by the torque required
to impose a constant displacement rate. Micro-seismic monitoring is used to study the
relationship between fault average resistance (torque) and micro-ruptures. The size dis-
tribution of ruptures follows a power-law scaling characterized by an unusually high ex-
ponent (b ' 3), characteristic of a deformation driven by small ruptures. In strong con-
trast to the typical brittle dynamics of crustal faults, an ’apparently aseismic’ deforma-
tion regime is observed in which small undetected seismic ruptures, below the detection
level of the monitoring system, control the slip budget. Most (' 71%) of the detected
ruptures are organized in bursts with highly similar waveforms, suggesting that these
ruptures are only a passive by-product of apparently aseismic slip events. The seismic
signature of this deformation regime has strong similarities with crustal faulting in set-
tings characterized by high temperature and with non-volcanic tremors.
This is a personal version of the final paper published under the reference
https://doi.org/10.1029/2019JB018339

1. Introduction

Laboratory friction experiments, either spring-slider or
fault block models [Rosenau et al., 2017], generally analyze
slip events that mobilize the whole slip interface, for example
by focusing on the precursory phase leading up to these large
scale events. They do not reproduce the complex behavior of
a natural fault system in which multiple slip events (earth-
quakes) with very different sizes accommodate the tectonic
forcing, in a regime which, at least during the long duration
interseismic phase, can be considered stationary. Dieterich
[1972, 1978, 1979a, b] and Rice and Ruina [1983] have de-
veloped models, referred to as Rate-and-State friction laws,
allowing to interpret complex slip behaviors [Marone, 1998],
e.g., slip nucleation prior to rupture. However, although co-
hesion likely plays a crucial role during the interseismic pe-
riod by strengthening the fault, e.g., through crack sealing
and asperity welding [Reches, 1999; Tadokoro et al., 1999;
Tadokoro and Ando, 2002; Muhuri et al., 2003; Tenthorey
and Cox , 2006; Renard et al., 2012], its role in restoring
fault strength and controlling slip instability is typically ig-
nored in rate-and-state models. Indeed, in these models, the
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friction coefficient depends only on time and sliding veloc-
ity. Fault restrengthening during quasi-stationary contact,
or holding-times during which no slip is imposed, is inter-
preted as an increase in friction through a growth of the
surface of contact along asperities. While this simplifica-
tion is necessary for understanding the fundamental mecha-
nisms at work during slip on a predefined interface, it makes
for a non trivial extrapolation to real faults, for which the
nucleation and arrest of ruptures is controlled by healing
processes competing with weakening mechanisms, as well as
other controlling parameters or processes (including fault
roughness and scale invariant geometry).

More recently, several recent studies have described
micro-failures accompanying the sliding of a fault block
model undergoing several stick-slip cycles (e.g., Goebel
et al. [2013]; McLaskey et al. [2014]; Kwiatek et al. [2014];
Mclaskey and Yamashita [2017]; Rivière et al. [2018]), but
they are either limited to short time intervals or have sizes
much smaller than the maximum size that characterize slip
over the whole interface. The goal of the present work is to
extend these recent studies, by experimentally exploring the
complexity of ruptures along a fault that naturally formed
in an ice plate, and which deforms in a stationary regime
not just during macro-ruptures but through a continuum of
micro-fractures, like a crustal fault. As will be described in
this article, the deformation is here not dominated by the
largest slip events, but rather involves a deformation pro-
cess for which very small failures, possibly well below the
detection limit, contribute significantly to the overall slip
budget.

We here describe how this brittle deformation and its
characteristics can be monitored and analyzed from a micro-
seismic monitoring during an experiment performed at a sin-
gle, constant slip rate. This will be used as a methodological
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basis for a subsequent study that will explore how the im-
posed slip rate impacts the deformation characteristics, e.g.,
the overall fault strength and the crack rate.

The experimental set-up was described and exploited by
Weiss et al. [2016], who documented a systematic depen-
dence of the deformation regime with loading rate, i.e., from
an intermittent deformation regime at low rotation rate to
a more stable (less intermittent) sliding-like regime at high
rotation rate. This transition was interpreted in terms of
a competition between damage (local micro-ruptures) and
healing. In this set-up, cohesion / healing refers to processes
at the micro-scale which cause the (pressure-independent)
shear resistance to increase with time, e.g., asperity welding
and crack sealing. These processes were shown by Weiss
et al. [2016] to be thermal weakening in the case of ice, as
fault healing is controlled by refreezing. Because of this heal-
ing, the shear resistance can be significant even in presence
of a low normal stress.

In the purpose of exploring the deformation regimes of a
natural fault that accommodate slip through a wide range
of micro to macro-ruptures, this experimental set-up offers
interesting advantages: (1) the annular geometry allows slid-
ing over very large distances (up to meters), hence the total
imposed slip can be several times the fault’s length, im-
plying that the fault goes through several loading/seismic
cycles; (2) the fault enters a slowly evolving, quasi steady-
state; (3) because of the geometry of the experiment and
the boundary conditions applied the normal stress is low,
resulting only from geometrical mismatch between the two
sides of the fault; (4) a wide range of torque drops is indeed
observed, so that a non-periodic, complex deformation is the
norm. Similar features have also been obtained for granu-
lar systems (e.g., Miller et al. [1996]; Hartley and Behringer
[2003]; Lherminier et al. [2019]), but we here reproduce them
for a brittle, cohesive medium.

These experimental conditions share similarities with dif-
ferent crustal faulting settings in which temperature is rel-
atively high, yet brittle fracturing still occurs, but mainly
through bursts of small slip events. An example is the transi-
tion zone, at the bottom of the seismogenic part of the crust
and at the interface between a brittle upper zone at shal-
low depth and a freely sliding zone at greater depth [Scholz ,
1998]. This transition is thermally controlled and occurs
around 300◦C [Scholz , 1998]. Within this transition zone,
the frictional properties of the fault switch from a velocity
weakening to a velocity strengthening regime. Spatial varia-
tions in mineralogy, pore-pressure (because of differences in
hydrothermal conditions) might also be invoked to explain
a mix between stable and unstable slip patches. This results
in a fault zone where slip is thought to be regulated by this
mix of velocity-strengthening patches (stable sliding / creep)
and velocity weakening patches (unstable, seismogenic). An
example of such geophysical setting is the central segment
of the San Andreas Fault near Parkfield, in particular with
the existence of Non-Volcanic-Tremors (NVT) [Nadeau and
Dolenc, 2005; Nadeau and Guilhem, 2009; Gomberg et al.,
2016; Shelly , 2017]. Because of their small amplitude and
long duration NVT remain difficult to detect and quantify.
Thus, establishing a slip budget during episodes of NVT is
an issue. Staudenmaier et al. [2019] proposed to close the
slip budget using the frequency-magnitude distribution.

The experiment described here thus provides an opportu-
nity to better characterize the quasi-permanent deformation
regime of such systems, i.e., the ruptures properties, how
they interact with each other, and the slip partitioning.

The only observable available to Weiss et al. [2016] was
a global (i.e., at the scale of the whole fault) torque mea-
surement so that the local, spatially variable, complexity of
stress release could not be investigated. Also, the temporal
and amplitude resolutions did not allow to distinguish small
ruptures: the torque increment measured between two suc-
cessive time steps results from possible micro-ruptures at

different positions, as well as strengthening through heal-
ing, without the possibility to distinguish between those
processes. This effectively restricted the study to a macro-
scopic description of the fault deformation, in some ways
similar to the observation provided by GPS measurements
for real crustal faults.

The focus of our study is thus to further develop the ob-
servations of Weiss et al. [2016], by adding a seismic mon-
itoring system (accelerometers). This allows isolating the
damage (micro-ruptures) and healing processes, and char-
acterizing their distributions in time, space and size. The
manuscript is organized as follows: Section 2 describes the
experimental setup and the micro-seismic monitoring. The
torque variation and the seismicity are described in Section
3, where we analyze the rupture size distribution, and in-
vestigate how local ruptures occur and interact. The rela-
tionship between the observed torque drop and the related
rupture magnitude is explored. We also seek to quantify
the slip partitioning, between stable and unstable sliding
(aseimic/seismic) of this particular fault. These results are
discussed in Section 4 in terms of slip processes and seismic
coupling and compared with specific crustal systems that
share important similarities with our ice fault.

2. Methods

2.1. Experimental set-up

The experimental set-up has been designed to imposed a
shear deformation along a circular fault within a thin float-
ing ice plate. Its main characteristics are:

1. A circular fault is created by shear failure within an
initially undamaged material. This circular geometry allows
imposing arbitrary large slip (up to meters) during which
fault roughness and properties freely evolve with time.

2. The ice plate thickness is two orders of magnitude
smaller than its horizontal extent, so that deformation is
localized on a well identified circular fault that can be con-
sidered as a 1D object.

3. The relative importance of cohesion-healing and dam-
age can be controlled by varying both the imposed rotational
rate and temperature.

4. Given the Couette-like geometry of the experiment
with boundary conditions fixed in displacement perpendic-
ularly to the fault plane, no macroscopic normal stress is
imposed perpendicular to the fault, although normal stress
naturally arises from geometrical mismatch along the fault.
Consequently, shear resistance is caused by both cohesion
and interlocking of asperities. The importance of one mech-
anism compared to the other was not investigated. Yet,
cohesion is expected to play a dominant role at low rotation
rate and low temperature [Weiss et al., 2016].
2.1.1. Shear deformation rig

The shear deformation rig used in this study has been
described in detail in the study of Weiss et al. [2016]. Here,
we recall its main characteristics. The shear deformation
set-up is built in two parts, cf. Figure 1: (i) a water tank
where the ice plate is formed, and (ii) a shear torsion device
at the center of the tank.

The circular tank of diameter d = 0.94 m and height h
= 0.40 m was filled with fresh water. The wall was in poly-
carbonate and was insulated with foam. A circular heating
mat (diameter = 990 mm, thickness 3 mm, power = 1 kW)
was placed at the bottom and 6 temperature probes (PT100
1/10Din) were used to control and to monitor the water
temperature. The regulation of temperature was performed
with a PID controller to impose an average temperature of
3.98±0.03◦C at the bottom of the tank. The whole set-up
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was placed in a cold room where the temperature was fixed
to −10± 0.6◦ C.

The deformation of the ice-plate was induced by the ro-
tation of a polyoxymethylene disk (diameter = 0.40 m), lo-
cated at the center of the tank, driven by a brushless servo-
motor linked to a planetary gear reducer of ratio 1000 and
maximal torque 640 N.m. The torque imposed to the ice
was measured by a rotary torquemeter (Scaime DR1 1000
N.m) with a precision of 1 N.m. A constant rotation rate of
10 rotations per day (r.p.d.), equivalent to a sliding rate of
1.6 × 10−4 m.s−1 along the fault, was imposed. The servo-
motor regulation operated at 5 Hz and the torque sampling
frequency was 10 Hz.

A circular fault in the ice was created by the rotation of
the polyoxymethylene disk. Due to enhanced heat exchange
through the polyoxymethylene disk, a small meniscus was
observed at the ice/disk interface which shifts the maximum
shear stress a few centimeters outward. Consequently, the
fault was created at about two centimeters from the inner
disk.

The design of the experiment was chosen to apply a shear
loading and to allow cohesion-healing. No macroscopic nor-
mal stress was applied across the fault, although normal
stress can locally build up because of asperity mismatches
and water freezing. Dilatancy of the ice gouge was expected
to have a minor role because the fault was not vertically
confined and gouge material can easily move upward.
2.1.2. Ice preparation and characteristics

In this experiment, ice was used as a model material
with several advantages. Due to its small shear strength
(' 200− 300kPa estimated from the same shear loading de-
vice [Weiss et al., 2016], without clear temperature depen-
dence but a possible weak velocity weakening) and fracture
toughness (' 100 kPa.m1/2 [Schulson and Duval , 2009]),
the formation of the initial fault was easily achieved. Since
the experiment was subjected to negative air temperature,
water freezing led to cohesion-healing mechanism within the
fault. In addition, the ice microstructure can be controlled
in order to maximize the microstructural isotropy of the ice.
The material was initially homogeneous, with very little het-
erogeneities and defects.

The ice plate was prepared in order to obtain a spatially
uniform thickness of 3 mm before the initiation of the fault.
To favour isotropy of the polycrystalline ice, water droplets
at 0◦C are sprayed above the entire surface, creating small
nucleation sites that reduce the average crystal size [Weiss
et al., 2016]. The analysis of thin sections showed that the
characteristic grain size is a few centimeters for naturally
formed ice crystals, with a strong shape anisotropy. The
grain size is reduced to few millimeters with the method
described above, with equiaxed grains and isotropic crystal-
lographic fabrics.

While thermal stratification was necessary to avoid local-
ized melting by convection cells, the associated water cool-
ing caused the thickening of the ice plate during the ex-
periment. To estimate the ice thickening rate, thickness was
measured on a hourly basis at multiple locations of the plate
by drilling holes through the ice during dedicated tests. The
thickening rate observed for an air temperature of −10◦C
was ' 1 mm/hour and was constant throughout the exper-
iment duration (5 hours). This growth rate was consistent
with the 1D thickening model used by Weiss et al. [2016].
Also, before the initiation of the fault, no measurable thick-
ness spatial variation could be identified. At the end of the
experiment, a difference in thickness between the ice close
to the fault and the ice far from it was noted, 4 mm and
8 mm respectively. Enhanced thermodynamic fluxes along
the fault could explain this thickness difference. Moreover,
due to fault damage and re-freezing along the fault, the ice
thickness within the fault was not known with precision. In
this study, a constant thickness was assumed to calculate
the rupture size (see section 3.2).

Ice Ih deforms in a brittle (see Schulson [2001] for a re-
view) or ductile manner [Glen, 1955; Goldsby and Kohlstedt ,
2001; Schulson and Duval , 2009], depending on the strain
rate and temperature. At the tested rotation rate, i.e., 10
r.p.d, the equivalent strain rate for an average fault width
λ ' 1 cm (this corresponds to an average value with varia-
tions observed in space and time), a driving rate Ω = 10 rpd

and a fault radius rf ' 0.22 m is γ̇ =
Ωrf
λ
' 2.5× 10−3 s−1.

This value is orders of magnitude larger than the ductile-
brittle transition strain-rate of ice at -10◦C under tension,
4 × 10−7 s−1 for a grain size of 1 mm, and under compres-
sion, 8 × 10−5 s−1 for a grain size of 6 mm (under no con-
finement), at temperatures similar to that study [Schulson
and Duval , 2009]. Because of the dependence of the ductile-
to-brittle transition strain rate to grain size, d−3/2 [Batto
and Schulson, 1993; Schulson and Duval , 2009], creep could
be observed at temperature lower than temperature used in
this study for smaller grains [Caswell et al., 2015]. In ad-
dition, ductile deformation (creep) of polycrystalline ice is
a velocity-strengthening process (e.g., Duval et al. [1983]),
in strong contrast with the fault deformation process in our
experiment, which is velocity-weakening [Weiss et al., 2016].
Fortt and Schulson [2007] carried out friction experiments
along shear faults in ice. A velocity strengthening regime,
interpreted as resulting from ductile deformation of bulk ice
(supported by Barnes et al. [1971]), was observed for sliding
rates below 8×10−6 m.s−1 which corresponds to a transition
between ductile and brittle processes. Above this transition,
brittle deformation as well as localized melting appeared.
The rotation rate of the experiment described here (10 r.p.d)
corresponds to a sliding velocity of 1.6× 10−4 m.s−1, much
larger than this transition velocity. Candela and Brodsky
[2015] argue that for asperities under a critical size Lc, e.g.,
varying from 4 µm to 500 µm on natural faults, the defor-
mation does not occurs by elastic shearing but could instead
occurs by plastic yielding. This critical length scale is sup-
posed to vary with the material hardness (that is varying
with temperature and strain rate in ice [Barnes and Tabor ,
1966; Poirier et al., 2011]) and Young modulus.

Weiss and Schulson [2000] have shown that Grain Bound-
ary Sliding (GBS) is a linear viscous process, hence neither
velocity-strengthening, nor velocity weakening unlike the
fault deformation process of our experiment [Weiss et al.,
2016].

Possible lubricating effect due to liquid water was not
investigated in our study. Frictional heating, even in com-
bination with pressure-melting is likely insufficient to melt
the surface [Schulson and Fortt , 2012].

Based on these considerations, we can conclude that, al-
though ductile deformation processes might locally play a
role in our experiment, sliding and deformation along the
fault is essentially accounted for by brittle ruptures.

2.2. Micro-seismic measurements

An array of 12 vertical accelerometers (Bruël and Kjaer
type 4393-v, mounted resonance frequency of 75 kHz) was
used to perform two types of experiment. Speed and at-
tenuation of the waves propagating in the ice sheet were
measured by setting the sensors in line on an undeformed ice
plate. The aim was to determine the dispersion curves of the
propagating waves in order to characterize the wave modes
that were present. Then, the accelerometers were set with
regular spacing along a circle around the fault to monitor
ice rupture during faulting (figure 1). These accelerometers
were connected to conditioning and amplifier devices (Bruël
and Kjaer Nexus type 2692-0S4), and acquisition was carried
out by a General Standard card PCI-express 66-16AISSA0.
A full-waveform acquisition was performed at a sampling
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frequency of 500 kHz. The signal was band-pass filtered be-
tween 10 kHz and 65 kHz, hence avoiding spurious effect
related to the resonance frequency at 75 kHz of the sensors.
2.2.1. Waves and attenuation

Propagation of elastic waves in plates was first theorized
by Rayleigh [1888] and Lamb [1917]. For a 2D plate in a
vacuum, there exist three fundamental modes: a symmetric
mode, referred to as S0, an anti-symmetric mode, referred
to as A0, and a symmetric transverse SH mode.

For frequencies typically less than 100 kHz and for
a minimum ice thickness of 3 mm, the S0 mode is
mainly non-dispersive, and corresponds to longitudinal
waves with mostly radial displacement propagating at VL =
2 β
α

√
α2 − β2, where α and β are the velocities of P and S

waves in ice. Unlike this S0 mode, the A0 mode is always
dispersive, even at low frequencies, i.e., for f on the order
of a few kHz (and for a minimum ice thickness of 3 mm).
In that case, the group velocity VG, can be described as
VG = 2 × 3−1/4√πHVLf where H is the ice thickness. Fi-
nally, the SH mode is a transverse horizontal displacement
propagating non-dispersively with velocity β. Other, higher
modes exist, but are expected to only affect high frequen-
cies, typically greater than 100 kHz for H = 3 mm. Since we
filter out these high frequencies, these modes will be ignored.

Press and Ewing [1951] described later the various modes
of propagation of elastic waves in a floating ice sheet. Ne-
glecting gravity and replacing atmosphere by vacuum, they
showed that solutions cannot be reduced to the classical
symmetric and anti-symmetric modes, as expected given the
non-symmetrical geometry of the problem. Yet, compared
to Lamb’s modes, related modes exist, and in what follows
we will refer to those as quasi-symmetric, QS0, and quasi-
anti-symmetric, QA0.

In a previous experimental work on wave propagation
modes, using the very same set-up and accelerometers,
we demonstrated that QS0 and QA0 modes are found as
expected, on top of a slower Stoneley (or quasi-Scholte)
mode propagating along the ice-water surface [Moreau et al.,
2017]. The SH mode was absent likely because we recorded
the vertical acceleration only.

In addition to the work done by Moreau et al. [2017],
new experiments were conducted to characterize the propa-
gation velocities and the attenuation of these modes for the
specific needs of the present study. Accelerometers were lin-
early arranged and spaced by 5 cm away from each other.
Hsu-Nielsen sources (pencil-lead break) were used as exper-
imental sources.

Figure 2 shows the waveforms recorded at several dis-
tances from the source for 3 mm and 9 mm thick ice plates.
The velocity of the observed QS0 mode is similar to that pre-
dicted when neglecting the presence of water underneath. S0
theoretical wave velocities are 3427 m.s−1 and 3428 m.s−1

(blue vertical lines on Figure 2) for a thick plate in vacuum
with respectively 3 mm and 9 mm thickness. For the same
thicknesses, experimentally-estimated velocities of QS0 are
3387 m.s−1 and 3399 m.s−1. The flexural mode was, as ex-
pected, significantly affected by the presence of water. The
predicted A0 wave group velocities were 1432 m.s−1 and
1849 m.s−1 for 3 mm and 9 mm thick ice plates respec-
tively, while the measured group velocities were 1202 m.s−1

and 1275 m.s−1, respectively.
The amplitude of the QS0 mode were manually picked us-

ing the maximum of the envelope in the time interval defined
between the QS0 and QA0 arrivals. At the distances and
frequencies investigated here, the amplitude of QS0 scaled
as A(x) ∝ x−m with x the distance from the source, cf. Fig-
ure 3. Attenuation increased with ice thickening, likely due
to an increase in anelastic attenuation. For a 3 mm thick
ice plate, an exponent m = 0.98 was obtained by linear re-
gression, for a 9 mm thick plate the value of the exponent
was m = 1.46. For an elastic plate in vacuum, with only a

2D geometrical attenuation of the signal, a value of m = 1
is expected.

Hereinafter, the QS0 phase will be used to characterize
the micro-ruptures. Indeed, it was (1) the first phase to
reach the sensors, (2) non-dispersive, and (3) of lower am-
plitude than the QA0 phase (because vertical acceleration
was recorded), enabling us to quantify the wave amplitude
even for the largest sources for which the QA0 phase satu-
rates.
2.2.2. Micro-seismic monitoring

Ruptures occur during the experiment, marking the de-
formation of the ice plate. These events were localized along
the fault and their seismic moments were computed using
the full waveforms recorded with the 12 accelerometers (de-
scribed in section 2.2). To monitor the fault deformation,
the array was designed as a 45 cm-radius circle with regular
spacing of 30◦ between two accelerometers. Those were set-
tled at distance from the fault to maximize the arrival time
differences between them.

We detail below how these ruptures were detected and lo-
calized based on seismological techniques that were adapted
to our experimental scale and geometry. Event detection
was performed automatically using a STA/LTA algorithm
(cf. [Vanderkulk et al., 1965; Allen, 1982]). This method
compares the average amplitude computed over a short time
window, referred to as STA, with the average amplitude
computed over a longer time window, referred to as LTA and
representing the background amplitude. The STA and LTA
durations were empirically determined in order to maximize
the sensitivity to the targeted seismic signals while minimiz-
ing the number of false detections; we use 20 µs and 200 µs
for the STA and LTA, respectively. The best threshold,
STA/LTA=8, was estimated in order to get zero false trig-
gering on a set of 20 events randomly chosen in a set of 100
detections. The classic-sta-lta algorithm of the Python ob-
spy library [Beyreuther et al., 2010] was used. An improved
arrival picking was performed an detected event based on
the Kurtosis, K, of the signal [Saragiotis et al., 2002]. The
Kurtosis was used to identify the transition between a Gaus-
sian noise and non-Gaussian waveforms. The Kurtosis was
computed over a running window of length 0.2 ms, after fil-
tering in the 10 - 65 kHz bandwidth. When K exceeded
a threshold value of 10 the corresponding time was taken
as the arrival time of the QS0 mode. The Kurtosis thresh-
old was determined empirically to limit false detection and
increase the accuracy of the picking.

Given that only one circular fault of 22 cm-radius was
formed, it was assumed that all the detected ruptures were
localized in or very close to the fault, so that event location
only required solving for the angular position. To locate the
ruptures, a two-step method was settled. In the first step,
a first estimate was obtained using the QS0 arrival times
picked by the Kurtosis. In the second step, whenever it was
possible, this estimation was improved by determining the
arrival time difference between similar waveforms (i.e., dis-
tinct but similarly-looking sources), and compute refined,
relative locations for a whole group of such similar events
(referred to as multiplets, e.g., Got et al. [1994]).

A multiplet is defined as a set of ruptures having at least
95% coherency with each other measured at two accelerom-
eters or more. Relocation was performed with respect to
the multiplet barycentre, defined as the average of the lo-
cations estimated by kurtosis. For this relocation, relative
time delays between two waveforms measured at the same
accelerometer were computed using both cross-correlation
and coherency on 1 ms long windows. To avoid outliers,
when their difference was larger than 5 µs the two esti-
mates were discarded (corresponding to an error of 17 mm
for waves propagating at 3400 m.s−1). If both estimates lead
to similar results (i.e., their difference was less than 5 µs),
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then the average of those time delays was used. Assuming
that the multiplet size is small compared to its distance to
the accelerometer, the distances of each event in the multi-
plet to this accelerometer are nearly identical. The positions
of the ruptures relative to the barycentre were computed by
linearizing the problem, which allows for a quick and robust
inversion.

The radii of the fault and of the circle of accelerometers
positions are r = 22 cm and R = 45 cm respectively. The
angular position of rupture B, with A and B two ruptures
with similar waveforms, is denoted by αA with αA+φ (with
φ << 1). Denoting θi the angular position of an accelerom-
eter i, the distances of A and B to the accelerometer are

dB = dA +
Rrφ

dA
sin(αA − θi). (1)

The difference in waves travel times is then

∆ti =
Rr sin(αA − θi)

V dA
φ = τiφ, (2)

where V is the velocity of the QS0 mode, and time τi is a
parameter that can be approximated for the whole multiplet
as τ = Rr sin(ᾱ−θi)

vd̄
where ᾱ and d̄ relate to the barycentre

position of the multiplet. So, still for events A and B and
accelerometers i and j, the theoretical double difference of

travel times, denoted ∆̂t
(A,B)

i,j , is:

∆̂t
(A,B)

i,j = ∆t
(A,B)
j −∆t

(A,B)
i = (τj − τi)(φB − φA) (3)

with φA = αA−ᾱ. Knowing the observed double differences
∆t

(A,B)
i,j , we compute the angles φ for all the ruptures in a

multiplet by minimizing the quadratic cost function J:

J =
∑
i,j
A,B

(
(τj − τi)(φB − φA)−∆t

(A,B)
i,j

)2

(4)

For each event A in a multiplet, we look at all the other
events B, C,..., that share at least two time delays at dif-
ferent sensors. We then define for each pair AB, AC,..., the
sets SAB , SBC ,..., of sensors that relate to these time delays.
Finally, we define SA,..., as SA = {SAB , SAC , ...}, a list of
(possibly repeating) sensor indexes. For example, if A and
B share time delays at sensors 1, 2 and 3, and A and C at
sensors 2 and 3, then:

SAB = {1, 2, 3},
SAC = {2, 3},
SA = {1, 2, 2, 3, 3}.

(5)

Minimizing J with respect to φ = t(φA φB ...) then leads
to the solution

φ = M−1∆ (6)

where ∆ is the column-vector containing all the time differ-
ences, e.g., ∆ = t(∆t

(A,B)
1,2 ∆t

(A,B)
2,3 ∆t

(A,C)
2,3 ) in our example

just above, and M is a symmetric matrix {MAB} such that:

MAA = −
∑
SA

(τj − τi)2

MAB = −
∑
SAB

(τj − τi)2
(7)

For a multiplet with N ruptures, it can be shown that M
has a rank equal to N − 1. We therefore estimate φ using
equation (6) for N − 1 events and relocate the last event
by imposing that the mean of all N deviation angles φ is
zero (this amounts to constraining the barycenter of all the

relocated ruptures to be effectively located at the angular
position α).

2.3. Quantifying seismic moment and magnitude

To characterize the rupture size, we aim at computing
its moment magnitude, Mw, through the estimation of the
seismic moment M0 = µULW [Aki , 1966; Kanamori and
Anderson, 1975], where µ is the shear modulus of ice, equal
to 3.52 GPa [Schulson and Duval , 2009], U the average
displacement (slip) along the rupture, L and W the rup-
ture length and width, respectively. Our approach consists
in (i) determining L directly from temporal characteristics
of the recorded signal (i.e., first zero-crossing time; and/or
duration of the source time function), and (ii) estimating
U , the horizontal displacement, from the vertical maximum
displacement at the sensors using a finite element method
(COMSOL software, www.comsol.fr).

The displacement field induced by a pure shear failure on
a rectangular asperity with no cohesion have been model.
The rupture was modelled as a displacement U0 between
two parallel vertical surfaces of length L and width W . The
asperity width was set equal to the plate thickness. The
rupture velocity for earthquakes typically ranges between
0.6 and 0.9 times the shear wave velocity [Madariaga, 1976;
Heaton, 1990]. In this study, the rupture velocity was de-
fined as Vr = 0.9VRayleigh = 1675 m.s−1. The rupture
growth and propagation were not modelled, and impose the
displacement to be uniform over the dislocation, evolving
in time as a ramp function u(t) = u̇t for t0 < t < t0 + tr,
with u̇ the sliding velocity, t0 the time of rupture onset and
tr = L/Vr the duration of the rupture. Please not that, in
this approach, Vr is not a true rupture velocity, since our
dislocation slips at once (so effectively at an infinite rup-
ture velocity); however, Vr constrains the rupture duration
tr. Figure 4.a shows the observed horizontal source displace-
ment as a function of time. At any time δt = t−t0 during the
rupture, the total moment is M0(t) = µu(t)LW = µu̇δtLW .
The total displacement is U0 = u̇ L

Vr
, related to the mo-

ment rate Ṁ0 = µu̇LW = µU0
W
Vr

. For given µ, W and Vr,

our model considers that Ṁ0 is directly proportional to U0.
From the duration and peak amplitude of the first QS0 pulse
both the rupture length L and the displacement U0 can be
estimated, as detailed below.

In our analysis, QS0 half-period, noted as T1/2, was used
as a proxy for the QS0 pulse duration to estimate the rup-
ture length which is proportional to the rupture duration.
Since the QS0 mode can be considered as non-dispersive at
the studied frequencies, the QS0 half-period is proportional
to the duration of the first displacement pulse. Based on
our model, it was found that the pulse duration scales as
tr = 0.43T1/2 (the pre-factor varying from 0.41 to 0.45), cf.
Figure 4.b. The estimated rupture lengths of the detected
ruptures were in the 7× 10−2 to 4× 10−1 m range, with an
average of 7 × 10−2 m. The observed rupture length were
larger than the fault width (L > W ) so our assumption that
the rupture breaks the whole thickness was reasonable.

Numerical modeling yields a constant ratio between the
horizontal displacement at the source and the vertical dis-
placement at distance r = 0.25 m averaged over 3 sensors
equal to U0/Uz,r = 1285±64, cf. Figure 4.b. Using this pro-
portionality the source displacement was estimated to vary
between 9 × 10−10 m and 2 × 10−5 m. The 10th and 90th
percentiles are 4 × 10−8 m and 3 × 10−7 m, with a median
value of 1× 10−7 m.

Seismic moments were found to range from 1.7×10−3 N.m
to 3.5× 101 N.m, corresponding to moment magnitudes be-
tween -7.9 and -5.0. These magnitudes appear very small,
but are in agreement with the magnitude of microfracturing
events measured in lab experiments [Bohnhoff et al., 2009;
Goodfellow and Young , 2014; McLaskey et al., 2014, 2015].
The frequency-magnitude distribution of the ruptures is dis-
cussed in Section 3.2 in reference to the Gutenberg-Richter
law.
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Table 1. Average torque (± the standard deviation) and co-
efficient of variation for the three different phases in the torque
time series.

Phase I II III
Average Torque (N.m) 3.1 ± 1.1 5.9 ± 2.5 12.5 ± 5.2

σ(Γ)/ < Γ > 0.37 0.43 0.41

3. Results

Our aim is to analyze how the numerous ruptures con-
tribute to the overall deformation of the ice plate, and how
these ruptures are distributed in space, time and energy. We
start by a qualitative description of the torque and rupture
rate time series, and then perform a statistical description
of the seismicity.

3.1. Global torque and seismicity characteristics

We first investigate the links between torque and seismic-
ity at the global scale. The torque time series, after the
initial rupture that creates the circular fault, is shown in
Figure 5.a. The initial ice plate strength just before this
rupture is about 400 N.m, which is consistent with the val-
ues obtained by Weiss et al. [2016], and much larger than
the fault strength, as the maximum torque value afterwards
is Γ = 31 N.m. Spring-slider experiments typically display
either stick-slip or stable sliding, i.e., all interface asperities
collectively accumulate stress or fail together (see Marone
[1998] for review). In the absence of an experimentally im-
posed normal stress, the equivalent interface shear stiffness
of our fault is too weak to produce this simple stick-slip
dynamics. Instead, we observe a complex mix of local rup-
tures and local recovery / stress accumulation, akin to the
complex behaviour of a fault system. An overall positive
trend of the torque with time is observed associated with a
thickening of the ice plate. Based on average torque, three
different phases can be distinguished; from 0 to 3000 s, from
3000 s to 12000 s and from 12000 s to the end of the exper-
iment. Average torque and normalized standard deviation
σ(Γ)/ < Γ > (i.e., coefficient of variation) are given in Table
1. The fluctuations simply scale with < Γ >, i.e., the coeffi-
cient of variation remains constant throughout the phases.

The torque and seismicity time series are compared by
synchronizing the two clocks by minimizing the time delays
between the 10 largest torque drops and the 10 largest rup-
tures. We detected 24938 ruptures after the formation of
the fault, with 1381 multiplets which represent 71% of all
ruptures. All multiplets have been relocated using the dou-
ble difference method described above (see Section 2.2.2).
Figure 5.b shows the space-time distribution of the ruptures
and their clustering.

The rupture rate varies from 0 to 63 ruptures per sec-
ond, cf Figure 6. The rupture rate is intermittent, and, in
comparison to the torque time series, does not show clear
changes in behaviour over time, i.e., phases I to III observed
in Figure 5 are absent in Figure 6. The cross-correlation
between torque drops and rupture rate is extremely small
(value=0.025). Yet, computing a cross-correlation on 500 s-
long time windows shifted sample by sample, we observe an
average cross-correlation of 0.05, further increasing in phase
III with cross-correlation values up to 0.35 associated to the
large torque drops.

3.2. Characterizing the rupture size distribution

To describe the observed seismicity along the fault, we
looked at the frequency-magnitude distribution of ruptures.
Since the ice thickness was not precisely monitored during
the experiment (see section 2.1.2), we assumed a constant
ice thickness of 6 mm. It corresponds to the average between
the initial and final plate thickness.

The moment magnitudes (Mw) of the detected ruptures
vary between −7.9 and −5. The distribution of Mw is in-
vestigated by considering three different populations, tak-
ing into account (i) all ruptures, (ii) only multiplets and
(iii) only ruptures not included in a multiplet (see Figure
7). Multiplets represent 71% of all ruptures, which explains
why the first two probability density functions are similar.
For the three populations, the density is maximum near
Mw = −6.6. We checked that a less sensitive detection,
i.e., with a higher STA/LTA threshold, shifts this mode to
higher Mw values. The estimated completeness magnitude
of our detection method is Mw = −6.4. For higher magni-
tudes, a power law decrease of the density of ruptures with
magnitude is observed following, f(Mw) = 10−bMw . This
decrease goes as f(Mw) ∝ 10−3.0Mw when considering all
ruptures, f(Mw) ∝ 10−3.6Mw when considering multiplets,
and f(Mw) ∝ 10−2.3Mw when considering only isolated rup-
tures. The large b-values observed imply a small dispersion
of the magnitudes. In the three cases, the b-value is much
higher than for crustal earthquakes, for which b is generally
close to 1 [Utsu, 2002]. As discussed in Section 4.2, this has
important consequences on the characterization of the fault
deformation.

The multiplets represent a large part of the detected
events and are related to a specific deformation dynamics.
To get a more detailed view of the multiplet population, we
analyze the variability in rupture moments of the 100 larger
multiplets. These groups contain between 30 and 765 rup-
tures for a total of 10259 ruptures (41% of all the ruptures
and 58% of the multiplets). Multiplets display different Mw

statistics than non-multiplets, as shown in Figure 8. Since
they correspond to the rapid occurrence of close-by or even
repeating ruptures, it can be expected that the magnitudes
of the ruptures within a multiplet tend to be characteristic
(i.e., repeated breaking of a single or a limited set of as-
perities). Indeed, the standard deviation of the seismic mo-
ment of ruptures not included in a multiplet and the average
standard deviation of the seismic moment of each individual
multiplet are σ(M0) = 1.3 and σ(M0) = 0.21, respectively.
To compare these distributions with respect to a Gaussian
distribution we compute the skewness ζ and Kurtosis K,
which measure the distribution tail asymmetry (ζ) and the
excess of outliers compared to the normal distribution (K);
they are equal to 0 and 3 for a Gaussian, respectively. The
averages of ζ and K values for all the multiplets are 2 and 5,
while these values are 15 and 280 for ruptures not in multi-
plets. This clearly indicates that rupture size in a multiplet
tends to have a limited variability as is it visible in Figure
8 that shown the histograms of the seismic moments for the
multiplets and non-multiplets ruptures.

As a summary, the frequency magnitude distribution of
the ruptures exhibits a power-law distribution similar to
a Gutenberg-Richter law with a b-value of about 3, much
larger than what is usually observed for crustal faults. In
addition, we identify two populations of ruptures, one com-
posed of unique events, the second composed of multiplets,
i.e., ruptures with highly similar waveforms, that display a
characteristic size, each multiplet having its own character-
istic magnitude.

3.3. Clustering in time and space, and triggering

We now characterize the dynamics of the deformation
along the fault as seen from the temporal and spatial distri-
bution of the ruptures.
3.3.1. Time clustering of the ruptures

To characterize the distribution in time of the rupture
events, we compute the correlation integral , defined as
[Grassberger and Procaccia, 1983]:

C(∆t) =
2

N(N − 1)
N(δt < ∆t) (8)
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where N(δt < ∆t) is the number of ruptures such that δt,
the time separation between two ruptures, is less than the
time lag ∆t, cf. Figure 9.a. Two different regimes are ob-
served: for time interval less than a few seconds the power-
law exponent of the correlation integral, i.e., the correlation
dimension δ, is close to one, implying that the ruptures are
randomly distributed. This regime does not result from a
lack of resolution since the detection method allows for the
detection of time intervals between ruptures as low as 4 ms.
This δ = 1 value is characteristics of the dynamics within
multiplets: during the activation of a multiplet, occurring
at time scales less than about 10 s, the rupture occurrence
times are evenly distributed with no short-time scale cluster-
ing. This homogeneous distribution at time scales less than
10 s suggests that the ruptures do not trigger each other.
At longer time scales we observe δ = 0.8, hence (weak) clus-
tering in time, i.e., damage is intermittent.

To explore the clustering beyond the simple short-term
homogeneity within multiplets, we consider multiplets as
single events and define their occurrence time as the mean of
the occurrence times of the individual ruptures they include.
The correlation integral (Figure 9.b ) shows that (1) taking
into account only the multiplets, a power-law develops from
a few seconds (median duration of the multiplets) to the du-
ration of the experiment, with a correlation dimension equal
to 0.9, i.e., ruptures are close to a Poisson process although
some weak clustering exists; (2) taking into account multi-
plets and the independent ruptures, we recover the power-
law regime with δ = 0.8, that now extends down to short
time scales. This shows that the time series is made of two
superimposed components: weak clustering from the time
resolution (about 4 ms) to the integral scale (hours), and
occurrence times homogeneously distributed within multi-
plets that dominate the correlation integral up to the typical
duration of multiplets (about 10 s).

Potential triggering of a sequence of ruptures by a previ-
ous rupture is investigated. To do so ruptures are grouped
in magnitude intervals, from −7.5 to −5.5. Figure 10 shows
the ratio between the average number of ruptures occurring
after any given rupture, consider as the ”main-rupture”(as
in ”main-shock”), and the average number of ruptures oc-
curring before, for a time interval of ± 1 s. For the largest
magnitude interval [−5.5,−5], we observe 38% more rup-
ture occurring after than before the main-rupture, implying
that even the largest ruptures trigger only a small num-
ber of ”after-ruptures”. For main-ruptures of magnitude
Mw ∈ [−7.5,−5.5], the ratio only weakly departs from the
value of 1, implying no triggering. This is very different from
crustal seismicity, which typically exhibits strong triggering
in the form of aftershock sequences that can last for years.

This analysis is complemented by stacking the cumulative
number of ruptures in a ±0.5 s interval around large main-
ruptures (with Mw ∈ [−5.5,−5]), cf. figure 11. A significant
increase in rate is seen within the few tenths of second, from
about 3.7 ruptures per second to 11.5 ruptures per second.
In addition, within the time interval investigated, the post
rupture rate remains higher than the pre-rupture rate.

In summary, we evidenced that (1) rupture events are
mostly organized in multiplets, which result from the oc-
currence of weakly clustered series of multiplets, that indi-
vidually corresponds to a set of homogeneously distributed
ruptures, (2) only the largest ruptures (Mw > −5.5) have
the potential to trigger other ruptures, mostly within a few
tenths of second. The lack of triggering at small magni-
tudes (Mw < 5.5, which correspond to 99.9% of the rup-
tures) along with the homogeneously distributed occurrence
times within multiplets argue for a mostly passive role of
the detected s during the deformation.
3.3.2. Spatial clustering of the ruptures

The spatial correlations between events with respect to
their locations has been investigated by computing the same
correlation integral as in Equation (8), but in space. We con-
sider all pairs of ruptures separated by an angular separation

less than ∆α, with ∆α = αi − αj , cf. Figure 12. The slip
along the fault eventually impacts the spatial distribution
of the ruptures, as asperities can move relative to the fixed
plate. This explains why the correlation integral exhibits a
simple C(∆α) ∝ ∆α regime, indicative of a uniform density
of asperities along the fault over long time scales (about two
full revolutions are accomplished during this 5 hour long
experiment).

Limiting the correlation integral to pairs separated in
time by at maximum 12 s, 120 s or 480 s (corresponding
to imposed rotation angles of 0.5◦, 5◦, and 20◦) a power law
regime is observed for angular intervals above 0.3◦. This
lower cut-off is related to the resolution of our estimated
angular positions obtained by the double difference method.
Above this cut-off, we observe different regimes according
to the time separation limits imposed. For short time scales
(up to 12 s), the correlation dimension δ is 0.1. At this time
scale, which is similar to the average multiplet duration,
we observe very few pairs of ruptures belonging to distinct
multiplets. For longer time scales, the correlation dimension
increases to δ = 0.6 for a maximum separation of 420 s (cor-
responding to a rotation of 20◦). This regime is for angle
separations between 0.3◦ and 14◦ (= 53 mm), and corre-
sponds to pairs with ruptures belonging to different multi-
plets. This power-law regime is thus the signature of the
spatial clustering of multiplets, hence of resisting asperities,
up to a distance of a few centimeters.

3.4. Relation between torque drops and rupture
magnitude

We showed in Section 3.1 that the detected seismicity
and torque are not correlated, when counting all the rup-
tures. We now investigate how this relationship depends
on the size of the rupture. To do so, several magnitude
groups are defined and the averaged torque variation within
a ± 2 s time intervals centered on the rupture occurrence
time, see Figure 13. This method is inspired by the work of
Frank et al. [2015]. For the smallest magnitudes that rep-
resent Mw ≤ −6.0, about 98% of the ruptures, a smooth
torque release is observed over several seconds with no
sharp torque drop. For ruptures in the magnitude ranges
Mw ∈ [−6.0,−5.5] and Mw ∈ [−5.5,−5.0], the torque is re-
leased more suddenly (within a few 1/10th of a second) by
∆Γ = 0.32 N.m and ∆Γ = 1.19 N.m, respectively. Estimat-
ing average torque changes are below or close to the accuracy
of the torquemeter. However, by stacking the torque varia-
tion allows to go below this limits, the accuracy increasing
with the number of observations stacked.

Rather than selecting ruptures according to their sizes
and perform a stack of the torque, a simple linear model
is design to fit the time variation of the torque increments,
δΓt (computed for a 0.1 s-long time step), using the rupture
magnitudes. In the model, at any given time step, the mod-
elled torque increment, δ̂Γt, is the sum of a strengthening
parameter S0, and magnitude-related torque drops, ∆cm,
caused by the ruptures occurring in the same time step (of
0.1 s duration):

δ̂Γt = S0 −
∑
m

∆cmnm,t (9)

where nm,t is the number of ruptures in this time step
t, and in the magnitude interval of index m. The
torque drop related to each magnitude interval, ∆cm,
is computed by minimizing the quadratic cost function
J =

∑
t

(δ̂Γt − δΓt)
2. Minimizing J leads to the solu-

tion C = A−1∆C , with C = t(S0,∆c1,∆c2, ...) the
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column-vector that contains the strengthening parameter
and torque drops associated with each magnitude bin, ∆C =
t(
∑
t

δΓt,
∑
t

n1,tδΓt,
∑
t

n2,tδΓt...) the column-vector contain-

ing the torque increment information, and A defined as:

A =

 T −N1 −N2 ...
N1 −M11 −M12 ...
N2 −M21 −M22 ...

 (10)

with T the number of time steps, Nm the number of rup-
tures within each magnitude interval, and Mij =

∑
t

ni,tnj,t.

Based on Figure 13, we define three magnitude bins: m1 ∈
[−8,−6], m2 ∈ [−6,−5.5] and m3 ∈ [−5.5,−5]. We ob-
tain a strengthening rate S0 = 7.0 × 10−3 N.m.s−1, and
torque drops per time step (0.1 s) ∆c1 = 3.0 × 10−3 N.m,
∆c2 = 7.5 × 10−2 N.m and ∆c3 = 3.2 × 10−1 N.m. The
total torque drops related to each magnitude class are
N1∆c1 = 66 N.m, N2∆c2 = 25 N.m and N3∆c3 = 12 N.m.
All the magnitude intervals thus significantly contribute to
the total torque drops.

The torque drop associated to a rupture of length L and
slip U is:

∆Γ = r
µU

L
LW

L

2πr
=

1

2π
µULW =

M0

2π
(11)

hence, ∆Γ is directly proportional to M0. The relatively
large number of small ruptures then compensates for the
decay of seismic moment (or torque drop), resulting in this
apparent stationarity of Ni∆ci with magnitude. This states
that the number of earthquakes (in 10−bMw ) compensates
the rapid decay of the seismic moment (in 101.5Mw ) at small
magnitude. As a consequence, convergence of the moment
(or torque) release rate cannot be reached, as one would
need to know all the ruptures down to an a priori unknown
cut-off magnitude to allow for a meaningful estimate. In
Section 4.2.2 a method to infer this unknown lower magni-
tude cut-off is developed.

3.5. Slip budget: seismic coupling coefficient

One of the aim of this study is to characterize the slip
budget along the fault, i.e., the proportion of seismic slip
compared with the imposed one. The seismic coupling
coefficient χ is defined as the ratio between the cumula-
tive seismic slip Us and the imposed slip. Seismic slip is
Us = 1

µ2πrW

∑
iM0,i, where 2πr is the fault length, and

W the fault width [Brune, 1968]. Assuming a constant ice
thickness of 6 mm, the total slip released by the ruptures is
Us = 2.1× 10−4 m at the end of the experiment. The total
imposed slip is Utot = 2.88 m (i.e., 5 hours at 10 r.p.d.),
yielding χ = 7 × 10−5. Please note that this is an under-
estimation: the contribution from small undetected seismic
ruptures, below the detection level of the monitoring sys-
tem (i.e., not detected with a detection probability of one,
or too small to be correctly characterized), is expected to be
significant, as already commented.

4. Discussion

4.1. Large b-value: what prevent ruptures to grow
big?

The rupture size distribution of the earthquakes is
well described by the Gutenberg-Richter law’s that writes
[Gutenberg and Richter , 1954]: log10N = a − bMw. The
b-value is the slope of the power-law decrease that relates
the earthquake size and the frequency. A b-value close to
one is generally found, yet significant departures from this

value have been observed in the crust and in laboratory
experiments [Utsu, 2002]. Especially, the b-value increases
with decreasing normal stress [Scholz , 1968a; Scholz , 2002;
Wiemer and Wyss, 2002; Schorlemmer et al., 2005].

Scholz [2015] argues for a linear relationship between b
and deviatoric stress. In some geophysical contexts, large
values up to b ' 2 are found, for example in the context
of volcanic systems [Mori and Abercrombie, 1997; Wiemer
et al., 1998; Wiemer and Katsumata, 1999; Gerstenberger
et al., 2001; Wiemer and Wyss, 2002] and along mid-oceanic
transform faults [Kanamori and Anderson, 1975; Scholz ,
2002; Roland and McGuire, 2009]. A b-value as large as 2.5
has been observed for non-volcanic tremor along the Park-
field section of the San Andreas fault [Staudenmaier et al.,
2019].

The rupture size distribution of laboratory micro-seismic
or acoustic emission events obey a frequency-magnitude dis-
tribution similar to crustal seismicity [Scholz , 1968b, c].
In our study, for a rotation rate of 10 rpd, we observe a
Gutenberg-Richter distribution with a b-value of 3.0 based
on 12195 ruptures with a magnitude Mw >-6.4, implying
that ruptures hardly propagate over long distances. Some
explanations are proposed hereinafter: (1) at low normal
stress (since no normal stress is applied across the fault),
strength is supported by scattered, isolated asperities that
more seldomly break collectively [Scholz , 1968a; Bowden
and Tabor , 1939; Logan and Teufel , 1986; Roux et al., 1993].
These asperities result from roughness profile mismatch be-
tween the two sides of the fault. Even the largest asperity
is likely far away from its neighbours, so that a rupture can
hardly propagate over a long distance and is likely restricted
to the breaking asperity; (2) the low normal stress prevents
the accumulation of large shear stresses, hence limits the
rupture propagation as the amount of elastic energy stored is
small. This can explain the negative correlation between the
b-value and normal stress observed by Rivière et al. [2018] in
friction laboratory experiments; (3) if the normal stress falls
below a critical value (related to the fault equivalent stiff-
ness), the deformation regime is conditionally stable except
on localized patches where the stress concentrates [Scholz ,
1998].

4.2. Seismic coupling

The seismic coupling estimated from the detected rup-
tures is χ = 7 × 10−5 (see Section 3.5). This value is likely
under-estimated and too-small-to-be-detected brittle rup-
tures likely control the deformation. In that case, the fault
deforms in what can be called an apparent aseismic regime
for which ruptures do occur (potentially up to χ = 1). Most
of them being too small to be detected. In the following
sections we develop on (1) why a value of b larger than 1.5
implies that small ruptures are efficient to release seismic
slip; (2) what is the minimum rupture size that can be ex-
pected, as a function of the seismic coupling.
4.2.1. Deformation governed by small undetected
ruptures?

Given the scaling relationship between seismic moment
and moment magnitude M0 ∝ 101.5Mw [Kanamori and An-
derson, 1975] and between the number of events and the
magnitude, N(Mw) ∝ 10−bMw [Gutenberg and Richter ,
1954], the total seismic moment is proportional to:∫ Mmax

w

Mmin
w

dm 10(1.5−b)Mw , (12)

hence to 10k(Mmax
w −Mmin

w ), where k = 1.5 − b. In the case
where b < 1.5, i.e., k > 0, this integral is dominated by the
upper cut-off, in 10kM

max
w . Knowing Mmax

w then allows for a
proper estimation of the total seismic moment, and hence of
the seismic coupling [Scholz and Campos, 2012]. Conversely,
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for b > 1.5, the dominant term is 10kM
min
w , and computa-

tion of the total seismic moment requires knowing Mmin
w .

Undetected small ruptures do contribute to the total slip,
and cannot be dismissed from the slip budget. These unde-
tected ruptures refer to brittle, seismic, ruptures that are too
small to be detected by the monitoring system used in this
study. Hence, the possibility that most of the slip along the
fault is accommodated by brittle ruptures, but at very small
scale, cannot be rejected. This situation would correspond
to an apparent aseismic motion, instead of an effective aseis-
mic motion implying plasticity and/or stable sliding. This
could also explain the relatively low correlation between the
detected rupture rate and the torque time series: partial re-
lease of the fault shear strength, evidenced by a decrease in
torque, could be fully accommodated by cracking made of
ruptures too small to be detected. This is in strong con-
trast with what is typically observed in seismology, where
90% of the tectonic slip is accommodated by the largest
earthquakes, of magnitude greater than Mmax

w −2 [Marsan,
2005], so that only the biggest earthquakes are needed to
estimate the long-term moment release rate [Brune, 1968;
Scholz , 1972; Scholz and Cowie, 1990; Shen et al., 1994].
This regime was also recently described by Staudenmaier
et al. [2019] to characterize the distribution of energy re-
lease through slip during non-volcanic tremor (NVT) along
the San Andreas fault in Parkfield. Similarly to us, they
conclude that the observed b > 1.5 distribution correspond
to a ’invisible-seismic’ regime (in their own terms). NVT
occurs at greater depths than ’normal’ seismicity, so that a
b > 1.5 distribution is likely due to isolated asperities that
cannot easily propagate large ruptures. Also, we here fol-
low a different method for inferring the possible minimum
size of rupture. Instead of using the material grain size as
the lower limits of seismic slip to infer the minimal rupture
magnitude, with our method the seismic coupling is kept as
a control parameter, since, as explained below, it cannot be
deduced unambiguously from our observations.
4.2.2. Could one estimate a coupling coefficient?

We showed (section 4.2) that the coupling coefficient can-
not be estimated accurately with the present acquisition
setup. What would be the minimal rupture size to obtain a
physically relevant value?

Ruptures are detected down to a moment magnitude
Mw = −7.9, but clear departure from the Gutenberg-
Richter law occurs at Mw < −6.4. Our detection algorithm
is thus parameterized in a way that ruptures with magni-
tude Mw < −6.4 are not detected with certainty. The extent
to which the true Gutenberg-Richter law remains valid be-
low this magnitude is unknown, at least given our detection
method.

However, since we estimate the b−value to be significantly
greater than 1.5, we now demonstrate that the lower phys-
ical cut-off of the Gutenberg-Richter law can be inferred
from simple arguments, that are similar to those evoked in
crustal seismo-tectonics to evaluate the upper limit (or max-
imum magnitude) of the Gutenberg-Richter law (e.g, Avouac
[2015] for a review). The fault accumulates seismic moment
according to the rate:

Ṁ0,Σ = µvχ2πrH (13)

with v the imposed velocity (v = 1.6 × 10−4 m.s−1), µ the
ice stiffness (µ = 3.52 × 109 Pa), 2πrH = 8.3 × 10−3 m2,
and χ the coupling coefficient, which is largely unknown
(7 × 10−5 < χ < 1, see discussion in section 4.2). This
accumulated moment is released according to a Gutenberg-
Richter law with probability density in f(Mw) ∝ e−βMw

(β = b ln 10) forMmin
w ≤Mw ≤Mmax

w , and a rate Ṅ0 known
at magnitude Mw ≥M0

w. Here, we find that Mmax
w = −5.5,

and the rate is Ṅ0 = 0.28 s−1 for Mw ≥ −6.4 ruptures
(we used -6.4 as M0

w as the detection is complete above this
magnitude). The goal is to estimate Mmin

w .

The average seismic moment released by a rupture of
random magnitude as distributed according to the density

f(Mw) = βe−βMw

e−βM
min
w −e−βM

max
w

is

M̄0 =

∫ Mmax
w

Mmin
w

dmf(Mw)M0(Mw) =
β

β − γM0,min (14)

where we used the fact that M0(m) ∝ eγMw with γ =
1.5 ln 10, and assumed that β > γ since b > 1.5.

The rate of release is thus Ṁ0,Σ = Ṅ0e
−β(Mmin

w −M0
w)M̄0

where the term Ṅ0e
−β(Mmin

w −M0
w) is the rupture rate extrap-

olated down to magnitude Mmin
w . This can be rewritten as

Ṁ0,Σ =
Ṅ0β

β − γM0e
(β−γ)(M0

w−Mmin
w ) (15)

where M0 is here the seismic moment at magnitude M0
w.

Over long time scales, the accumulation and release of seis-
mic moment must be equal to one another, imposing that

µvχ2πrH =
Ṅ0β

β − γM0e
(β−γ)(M0

w−Mmin
w ). (16)

Only χ and Mmin
w are unknown here. We can thus infer

Mmin
w for a specific (guessed) value of χ. The two limit

cases are (1) χ = 7 × 10−5, which yield Mmin
w = −6.6 and

(2) χ = 1, giving Mmin
w = −9.2. We detect ruptures down

to a magnitude -8, but the detection is complete only for
Mw > −6.4. Our simplified model assumes a sharp cut-off
of the Gutenberg-Richter law at Mmin

w . Smoother cut-offs of
the Gutenberg-Richter law would result in lower M̄0 values,
hence lower Mmin

w . It is therefore difficult to effectively de-
termineMmin

w based on Figure 7 alone: the lack of resolution
below the magnitude of completeness -6.4 does not allow to
probe Mmin

w . In any case, the interval −9.2 < Mmin
w < −6.6

can be considered as a weak constraint on the minimum
(physical) cut-off magnitude of the power-law distribution.
We can moreover anticipate that a change in the Gutenberg-
Richter law is likely to occur for L < W , i.e., a change in
b-value at small magnitudes, which we have not accounted
for by lack of constraints.

4.3. Clustering in multiplets

A time and space clustering of ruptures is observed during
the experiment. The characteristics of the clustering reflect
that the interaction between multiplets. About 71%, of the
ruptures belong to multiplets, i.e., finite, short duration (of
the order of several seconds, cf. Section 3.3) swarms of rup-
tures made of events with a characteristic size (cf. Figure
8). These multiplets are classically associated with small
asperities embedded in an otherwise stable sliding slip in-
terface [Segall et al., 2006; Delahaye et al., 2009; Nadeau
and McEvilly , 1999; Uchida et al., 2003; Chen and Lapusta,
2009; Lengliné and Marsan, 2009] and thus can be consid-
ered as a marker of stable sliding.

Our observation of the predominance of short-duration
multiplet clusters therefore points to the possibility that
some of the slip is accommodated by episodic aseismic slip
driving the multiplet asperities. We suspect that our torque
measurements cannot resolve these episodes, as they inte-
grate deformation over the whole fault, while the short-sized
multiplets suggest that these slip episodes are localized.

4.4. Comparison with crustal systems

In our study, the imposed shear sliding along the fault
leads to an abundant swarm-like seismic activity. The ex-
perimental conditions are in some ways similar to certain
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geophysical settings: i) the difference in stiffness between
the two fault compartments, which could promote stable
sliding, share similarities with the transition zone in the
crust; ii) as no normal stress is imposed across the fault,
it can be seen as equivalent to a reduced normal stress re-
sulting from a high pore-pressure. We propose that, instead
of being only a by-product of a potential aseismic slip, the
multiplets and the small seismic ruptures could potentially
account for a large part of the imposed slip. In such case, the
fault is likely locked and aseismic slip results in the loading
of the asperities. Then, fault slip occurs through the suc-
cessive shear failures of small locked asperities. The short
durations of our multiplets bear some similarities with the
observation that low-frequency earthquakes occur in short
bursts, highlighting that ’stable’ aseismic sliding could in-
deed be intermittent [Lengliné et al., 2017].

The frequency-size distribution of the ruptures, with a
b-value larger than 1.5, implies that the small seismic mo-
ment released individually by the ruptures is compensated
by the large number of ruptures. The slip partitioning be-
tween unstable and stable slip in such a deformation regime,
characterized by the seismic coupling, remains an unresolved
question. In addition to detection problems, since ruptures
of all magnitudes contribute significantly to the deforma-
tion, a robust estimation of the seismic coupling requires the
detection of all the ruptures. This condition is out of the
detection range of any existing seismic array, even in labo-
ratory. In this study, we have shown that magnitudes down
to -9.2 need to be detected for us to estimate the seismic
coupling. Similarly, Staudenmaier et al. [2019] found that
events with a moment magnitude of -7 could accommodate
the entire fault deformation observed in the Parkfield section
of the San Andreas Fault.

Thus, the deformation regime observed in our experi-
mental setting shares several similarities (swarm-like activ-
ity, apparent low coupling, high b-value potentially greater
than 1.5), with crustal systems, which are all character-
ized by a relatively high temperature: (1) volcanic systems;
(2) oceanic transform faults, known to be characterized by
large b-values and low dispersion in earthquake magnitudes
[Sykes, 1970]. The associated seismicity is characterized by a
swarm-like behaviour [McGuire, 2003; McGuire et al., 2005;
Roland and McGuire, 2009; Boettcher and Jordan, 2001],
and obviously by strike-slip mechanism in a thin crust with
a high thermal gradient, low normal stress, and low seis-
mic coupling Cowie et al. [1993]; Bird et al. [2002], as with
our laboratory fault; (3) the transition zone of plate bound-
ary faults, between a locked layer at shallow depth and a
freely sliding interface at greater depths. This transition
zone is known to potentially host episodic slow slip and
non-volcanic tremor, the latter phenomenon being related
to small, isolated asperities repeatedly failing in bursts of
low frequency earthquakes [Obara, 2002; Shelly et al., 2006;
Lengliné et al., 2017; Thomas et al., 2018; Staudenmaier
et al., 2019]. There, brittle failure is usually considered to
account for only a small portion of the deformation. Re-
cently, Staudenmaier et al. [2019] has proposed that unde-
tected earthquakes could make up for the missing seismic
moment. Based on our observations, we suggest that the
same mechanism occurs along our experimental fault, al-
though we cannot dismiss the possibility that aseismic slip
in the true sense also occurs.

Finally, the time distribution of the ruptures belonging
to a multiplet suggests that the events obey a Poisson pro-
cess. A Poisson distribution of recurrences times between
ruptures is expected for declustered catalogs [Kagan and
Jackson, 1991] and during seismic swarms [De Natale and
Zollo, 1986; Peng and Gomberg , 2010]. As a large number
of tremors have been detected on the San Andreas Fault
[Shelly , 2017], performing an analysis of the time distribu-
tion of the events can be pertinent.

In consequence, both in the laboratory and in nature, b-
values larger than 1.5, or even more, are associated with

an ”apparent” aseismic regime for which transient slip, pro-
moted by low normal stress, and caused by the failure of
multiple small locked patches that are sufficiently far away
from each other to prevent fracture propagation over large
distance. In that case, tremors are not only by-product of
slow slip but might be accommodating seismically an im-
portant part of the deformation.

If so, in regions of the world where NVT are detected, e.g.,
Japan, Cascadia, New Zealand, San Andreas [Obara, 2002;
Obara et al., 2004; Shelly et al., 2006; Rogers and Dragert ,
2003; Wech and Creager , 2007; Kao et al., 2010; Nadeau and
Dolenc, 2005; Nadeau and Guilhem, 2009; Shelly et al., 2007;
Shelly , 2017], and which have been considered as deform-
ing aseismically, a significant fraction of slip is potentially
accommodated by undetected seismic ruptures. Therefore,
the estimation of the seismic coupling at depth is difficult
since most of the energy is inaccessible to current seismic
arrays.

5. Conclusion

During this experiment, we explore the behaviour of a
quasi-stationary fault that accommodates the imposed slip
by brittle deformation. We observe very little correlation be-
tween the seismicity rate and torque fluctuations, although
limiting our attention to the largest ruptures effectively leads
to a clear connection between torque drop amplitude and
rupture magnitude. This relation is further evidenced by a
model that links torque increments to rupture occurrence
times over the whole experiment. The relatively weak rela-
tionship between ruptures and torque readily suggest that
deformation is either mostly aseismic, or that it is brittle
but the corresponding cracking goes mostly undetected by
the monitoring system.

The largest magnitudes are distributed according to a
Gutenberg-Richter law with a b-value of 3.0. This large
value, being remarkably greater than the critical 1.5 value,
implies that contrary to what is observed for crustal earth-
quakes, at the explored sliding rate and temperature, the de-
formation can be controlled by the smallest (non-detectable)
ruptures, down to a minimum magnitude in the range
−9.2 (if χ = 1) < Mw < −6.6 (if χ = 7 × 10−5, which
is the observed coupling value). The fault thus potentially
accommodates all the imposed deformation through frac-
turing, but in an apparent aseismic regime for which the
bulk of the brittle process is not directly measurable by our
acquisition set-up. Multiplets contain about 70% of the de-
tected activity, and correspond to slip episodes lasting about
10 s (on average) during which a resisting asperity fails re-
peatedly. Very little triggering (i.e., ruptures causally trig-
gering the occurrence of subsequent ruptures) is observed
during these episodes, the micro-ruptures being passive by-
products of the aseismic slip. This deformation regime is
remarkably different from what is observed for seismogenic
crustal faults, but bears strong similarities with episodic
slow slip and non-volcanic tremor observed at the transi-
tion depths between locked and freely slipping plate bound-
ary faults. The fault deformation is likely the results of
the sum of three slip regimes: aseismic (enhanced by the
low nomal stress), seismic (on locked asperities) and an ’ap-
parent’ aseismic. Therefore, regions of the world for which
important tremors activities have been detected might par-
tially move, not through aseismic creep, but through unde-
tected stick-slip events that in some case are more efficient
to accommodate fault deformation. A detailed analysis of
the seismicity, specific b-values, clustering in time and space
might help to identified the regions for which an ”apparent”
aseismic slip is the norm.
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Figure 1. Schematic a) Side-view and b) top-view, of
the experimental setup. The fault and accelerometer cir-
cle radii are denoted r and R, respectively. α and θ de-
note a rupture and an accelerometer angular positions,
respectively.
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Figure 2. Normalized waveforms recorded at different
distances from the source for a floating ice plate of thick-
ness a) 3 mm and b) 9 mm. The source is of Nielsen-
Hsu type, which is commonly used in acoustic-emission
testing. Lines refer to the theoretical S0 (blue) and A0
(orange) propagation modes in vacuum. The origin time
t = 0 s is the time of the source.
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Figure 3. Maximum amplitude of the QS0 mode, AS0,
as observed experimentally as a function of the distance
to the source, r, for a 3 mm (squares) and 9 mm (circles)
thick ice. Dashed-lines are the best linear fits for each
data-set and the solid line is the best fit of all data-points.
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Figure 4. Far-field displacement due to a shear dislo-
cation modelled using the COMSOL software. a) Hori-
zontal displacement U0 imposed on the rupture defined
as a 1 cm × 1 cm dislocation, with rupture velocity
Vr = 1675 m.s−1, sliding velocity u̇ = 0.1 m.s−1 and
rupture duration tr. b) Vertical displacement modelled
at a distance r = 0.25 m from the source.
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Figure 5. Left: Torque measured for the imposed ve-
locity of 1.6× 10−4 m.s−1 at −10◦C. The initial rupture
that creates the fault is not shown, t0 represents the time
immediately after this rupture. Right: Space and time
distribution of the detected ruptures. The color scale rep-
resents the magnitude. R0, R1, ..., R11 labels represent
the accelerometers positions.
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Figure 6. Rupture rate function of time computed for
a 1 s-long time step. The orange curve is the 600 s-long
moving average.
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Figure 7. Probability density function of the rel-
ative magnitude, Mw, (symbols) and the best linear
fits (dashed lines) taking into account all the ruptures
(black), ruptures not included in a multiplet only (blue)
and ruptures in a multiplet only (red).
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Figure 8. Histograms of rupture seismic moments nor-
malized by the mean and standard deviation. For rup-
tures not included in a multiplet (red), the mean < M0 >
and standard deviation σ(M0) are calculated over all non-
multiplet events. For ruptures included in multiplets
(blue), the mean and standard deviation are computed
individually for each multiplet. ζ is the skewness of the
distribution and K the kurtosis.
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Figure 9. Correlation integral in time, C(∆t), com-
puted by considering a) all the detected ruptures, b) each
multiplet as a single event, taking the mean occurrence
time as its occurrence time. In b), we distinguish two
populations: (blue) only the multiplets, (red) multiplets
and independent (isolated) ruptures not in multiplets.
The time resolution of the detection is 3.6 ms and the
duration of the experiment is 5 hours. The insets show
C(∆t)/∆t.
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after the ’main-rupture’ by the average number of rup-
tures before (± 1 s). Each rupture of the given magnitude
range is considered successively as the ’main-rupture’.
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magnitude Mw ∈ [−5.5,−5]. Dashed black lines are the
best linear fits on selected time intervals. The time t=0
s is the time of the ”main-rupture”.
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Figure 12. Correlation integral in space (angular sepa-
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Figure 13. Average torque change observed in a ± 1
s-long interval related to each main rupture sorted ac-
cording to its magnitude. Solid lines are the best linear
fits before and after the sudden torque drops.


