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1 Introduction

Nowadays, computers can autonomously carry out tasks that 
previously could only be performed by human operators. 
Automation has been defined as “any sensing, detection, 
information processing, decision-making, or control action 
that could be performed by humans but is actually per-
formed by machine” (Moray et al. 2000). In the automotive 
domain, some vehicles can drive themselves on real roads 
for 140,000 miles with only occasional human intervention 
and 1000 miles without any human intervention (Markoff, 
2010). According to Parasuraman et al. (2000), successful 
automation is often measured in terms of appropriate opera-
tor mental workload, a high degree of Situation Awareness 
(SA) as well as the absence of complacent behavior and 
skill degradation. Lee and Seppelt (2009) pointed out three 
sources of problems related to automation introduction:

• Changes in feedback,
• Changes in tasks and task structure,
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Abstract
Highly automated driving allows the driver to temporarily delegate the driving task to the autonomous vehicle. The 
challenge is to define the information that needs to be displayed to the driver in this mode, to let him be able to take over 
properly. This study investigates the automation transparency to ensure a meta-cooperation between the driver and the 
automation and the way to convey information to the driver using Augmented Reality according to some transparency 
principles. Therefore, among 45 participants, we evaluated five human–machine interface (HMI) in which some or all of 
the following functions were integrated: information acquisition, information analysis, decision-making and 
action execution. To validate our trans-parency principles, we assessed Situation Awareness, discomfort feeling, 
and the participants’ preferences. Even though there is no convergence in the first results, it appears clearly that 
no transparency in the HMI does not help to understand the environment. Additionally, it appears that 
“information acquisition” and “action execution” functions are quite neces-sary. Furthermore, the HMI with the 
high level of transparency was preferred by the participants. However, more analysis is required to obtain final results.
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• The operators’ cognitive and emotional response to
changes.

To deal with human factors consequences of automa-
tion, they suggest adopting operator-centered automation. 
This approach of automation incorporates the human in the 
execution of automated tasks to make sure to provide him/
her the most relevant information they need to understand 
the autonomous systems and efficiently use them (Billings 
1997). The operator-centered approach is almost related to 
the concept of system transparency. Kim and Hinds (2006) 
argue that transparency is about a user’s understanding 
of why a machine behaves unexpectedly, whereas Lyons 
(2013) discusses transparency in terms of an operator’s 
perception of the ability, intent and situational constraints 
of the automation or robot. Then the critical question is 
“how much and what type of awareness is necessary to 
promote comprehension in a multi-agent system” (Miller 
2014).

Our research took place in a project which aims to 
design an AR HMI for autonomous driving at the level 
four of automation according to the Society of Automotive 
Engineers (SAE) taxonomy. This project is named LRA 
project (French acronym for Localization and Augmented 
Reality). The level four of automation level involves four 
main phases: the manual driving phase and the automated 
driving phase.

• Phase 1: the manual driving where the human agent is in
charge of the vehicle control.

• Phase 2: the transition from manual driving to automated
driving where the human agent delegates the vehicle con-
trol to the technical agent.

• Phase 3: the automated driving phase where the techni-
cal agent controls the vehicle. Consequently, the human
agent can carry out some secondary activities. Therefore,
the human agent can be driven “out-of-the-loop”.

• Phase 4: the transition from automated to manual driving
where the human agent should re-engage cognitively and
physically in the driving task. This phase, if not com-
pleted correctly, can lead to accidents.

Phase 3 constitutes the focus of the work presented in
this paper. This phase requires an HMI allowing the driver 
to monitor the autonomous vehicle if he/she wishes, or even 
to initiate phase 4 if he/she deems it necessary. This interface 
must allow the driver to be aware of what is going on outside 
the car (also known as “Situation Awareness”) and what is 
going on inside the car by understanding what the technical 
agent can do, what he will do and what it has done. To this 
end, the right information, in a suitable form, at the right 
time should be displayed. We identified three questions to 
orientate the interface design:

1. Which sufficient representation should the driver main-
tain or establish?

2. How should we design the displays?
3. What is the added-value of Augmented Reality in the

displays?

In Sect. 2, the concepts chosen for our study are presented,
including the principles of transparency. Twelve principles 
were then defined within the framework of autonomous driv-
ing, and five over them were then evaluated experimentally 
to define those necessary. Section 3 explains the methodol-
ogy chosen to test the proposed transparency principles with 
the definition of five HMI. Section 4 presents the results of 
the experimental evaluation of these HMIs on the simulator 
called DrSIHMI and the discussion of what they mean with 
respect to the transparency principles defined for each HMI. 
Finally, the main conclusions are presented in Sect. 5.

2  Context and theoretical framework

In this section, three main concepts are examined: 
human–machine Cooperation and Transparency.

3  Human–machine cooperation

In the context of automation, the human agent and the 
machine should be aware of what each agent is doing to 
avoid misunderstandings, misbehavior and later on, mode 
confusion or inappropriate level of trust. Therefore, it is 
important that the two (or more) agents in presence should 
cooperate. Indeed, according to Flemisch et  al. (2014), 
“more than to know what the other is doing, cooperation 
allows to have a model of the partner in order to know how 
it’s possible to cooperate with it/him/her”. Considering the 
etymology of the word, “Cooperation” is derived from the 
Latin words “co” (together) and “operation” (work, activ-
ity). That means that two agents cooperate if they work 
together. Biester (2009) has defined cooperation as “a con-
tinuous exchange process between driver and automobile, 
with the exchange process creating a common knowledge 
base and goals, which in turn ensure a transferability of 
experiences by means of educability”. Therefore, Coopera-
tion supposes that a situation is shared between agents to 
be commonly aware of the current or future environment 
or process state Flemisch et al. (2014). The use of the term 
Cooperation in the context of human–machine systems has 
already been hinted by Rasmussen (1983) or Hollnagel and 
Woods (1983). As presented by Hoc (2001), cooperative 
activities can be differentiated by levels, an action level, 
a planning level and a meta-level. In their work, Flemisch 
et al. (2014) have suggested the composition of a maneuver 
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interface which will provide interaction channels between 
driver and automation on different levels. Flemisch et al. 
(2014) identify many attributes for cooperation such as the 
“traceability and predictability of abilities and intents in 
both directions (of the machine by the human; of the human 
by the machine)” and the “dynamic distribution of control/
transitions in automation modes”. Bengler et al. (2012) 
defined a taxonomy of cooperative systems in five layers 
of cooperation: intention, mode of cooperation, allocation, 
interface, and contact. Concerning the interface, Bengler 
et al. (2012) presented that the interface should be multi-
modal to increase system’s acceptance, improve the interac-
tion between the agents. More specifically, Flemisch et al. 
(2016) showed that a Common Work Space which takes the 
form of a visual, sound and/or haptic interface must provide 
information from process or environment, agents’ current 
and future individual and cooperative activities.

In our work, we decided to structure the HMI using the 
control levels of Michon (1985) to give a brief description 
of Michon levels:

• The operational level: it is the control level of the vehicle
with actuators.

• The tactical level: at this level, drivers exercise maneuver
control allowing them to negotiate the directly prevailing
circumstances.

• The strategical level: this level defines the general plan-
ning stage of a trip, including the determination of trip
goals, route, and modal choice, plus an evaluation of the
costs and risks involved.

Indeed, we believe that in the LRA project, if there is no
cooperation, the single observation by the driver of the tech-
nical agent’s behaviors is not sufficient to lead to a proper 
understanding of what the vehicle is doing. Hence, the HMI 
must also provide a transparent representation of the differ-
ent stages of the decision-making process of the machine. 
Therefore, the “transparency” term is defined in the next 
section.

4  Transparency

When a human is driving a vehicle, he or she plans for 
a “desired trajectory which is converted into appropriate 
commands to be generated by the neural muscular system” 
(Ungoren and Peng 2005). Therefore, the representation 
of the dynamic system, also called the “internal model”, 
is maintained by the human to command the vehicle prop-
erly. As Macadam (2003) mentioned, the internal model 
allows the driver “to compare the time-advanced expec-
tation of the vehicle state at some future time with the 
directly observed previewed input requirement (path to 

follow, desired headway, stopping point, etc.” Macadam 
(2003) also showed that this expectation “depends upon 
the driver having some basic understanding of the con-
trolled vehicle dynamics—hence the internal vehicle 
model concept or its equivalent-in order to perform the 
projection”. Therefore, in the context of the automation, 
it clearly appears that an understanding of the behavior of 
the technical agent is important to ensure a good interac-
tion between the human agent and the technical agent. 
This understanding is often referred to as “transparency”. 
Lyons (2013, p.1) explained that “transparency between 
the robot and the human is one mechanism to facilitate 
effective interactions between humans and their robotic 
teammates” in a dynamic environment under some condi-
tions of uncertainty. According to this author, transparency 
can be divided into two levels:

• The Robot-to-Human transparency: This transparency
deals with information that a robotic system needs to
convey to a human. Its factors include

• An intentional model: In this model, Lyons argued
that it is important for the user to identify the major
functionalities of an autonomous system to fully
understand its purpose. He explained that the user
should understand “how” the system seeks to per-
form.

• A task model: This model includes an understand-
ing of a particular task, information relating to the
system’s goals at a given time, information relating
to the system’s progress with those goals, informa-
tion signifying awareness of the system’s capabili-
ties, and awareness of errors.

• An analytical model: This model communicates the
underlying analytical principles used by the system
to make decisions. This model allows the human
agent to know how the autonomous agent works
and the algorithm it will use to deal with a particu-
lar situation.

• An environment model: According to this model,
the autonomous system should be capable of com-
municating to humans an understanding of its envi-
ronment and the temporal constraints. Through this
model, the human agent can know which informa-
tion the autonomous agent takes into account to
make its decisions and verify if that information is
appropriately assessed.

• The Robot-of-Human transparency: This transparency
deals with information that the system needs to convey
awareness and understanding of the human. Its factors
include
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• A teamwork model: This model is essential to under-
stand the division of labor for a given task or set
of tasks. The teamwork model avoids the decisional
conflicts relating to the function allocation between
the human agent and the technical agent (Debernard,
1993).

• A Human State model: This model is relating to the
communication of an understanding of the humans’
cognitive, emotional, and physical state. Because in
the LRA project, we did not have a driver monitor-
ing, we did not use this model.

In this study, from each model, we extract several princi-
ples that seem to be relevant to autonomous driving (Fig. 1). 
Therefore, we define

• Three principles related to the intentional model (POx,
Fig. 1). For example, the principle PO1 is “The driver
should know the maximum autonomy level of the vehicle
as well as the external and internal conditions that allow
it to enter the autonomous mode”.

• Three principles related to the task model (PTx, Fig. 1).
For example, the principle PT1 is “In the autonomous
mode, the driver must be informed that the system will
control the vehicle by following accepted driving prac-
tices and traffic laws (predictability of the behavior of the
vehicle). Furthermore, the driver must be able to detect
the actions (e.g., lane change) being performed by the
vehicle and understand them” Table 1.

• One principle related to the analytical model (PAx,
Fig. 1). It is PA1, “In the autonomous mode, the driver
should know how a given maneuver is being carried
out or why a particular behavior of the vehicle is
observed”.

• Two principles related to the environmental model
(PEx, Fig. 1). For example, the principle PE1 is “In
the autonomous mode, the driver should have a suf-
ficient understanding of what the autonomous vehicle
perceives to realize its analyses and to make its deci-
sions. The driver must be confident that the autono-
mous vehicle has the right information to make the
right decisions and if not, he/she must be able to take
control”.

• Three principles related to the teamwork model (PCx,
Fig. 1). Among the tree, there is the principle PC1
which is “The driver should know what the current
mode is, to avoid any mode confusion”.

These 12 principles enabled us first to select the infor-
mation that had been determined during the CWA, and 
second to add information to make the system transparent. 
In AR, there can be a rather large amount of informa-
tion to be displayed, which will not necessarily be eas-
ily perceived by the driver. Two approaches were used 
to solve this problem: the levels of Michon as mentioned 
before and information processing levels. An example of 
the information processing function/Michon levels clas-
sification according to one principle is given in Table 2.

This classification was used to structure the information 
display in several areas according to the level of activities. 
Indeed, there are two potential problems:

• The first one concerns the fact that the symbols or icons
displayed, which are related to different levels of activity,
are not properly understood.

• The second one is that this information can be conveyed
simultaneously and, therefore, create an overload of
information. The structuration aims to avoid these two
problems.

Second, filtering the information was carried out to mini-
mize the number of displayed symbols. The filter takes into 
account the traffic environment and some operational level 

Fig. 1  The 12 principles linked to the Lyons’ model in the context of 
autonomous driving

Table 1  Classification of 
information according to 12 the 
principles. E.g. for principle 
PT1 and PE1

Information 
acquisition

Information 
analysis

Decision- 
making

Action 
execution

Strategic
Tactical
Operational Lane change of a vehicle 

in front of the autono-
mous vehicle

Current autonomous vehicle 
action (lane change or 
cruising)
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information that can disappear in favor of more important 
information. An experiment was carried out to test some of 
these transparency principles.

5  Methods

This section describes the HMI design, the experimental 
design, and procedure.

5.1  Procedure

To answer the questions asked in the introduction, we used 
a methodology which is composed of four steps (Pokam 
Meguia et al. 2015):

• The first step of our methodology is the extraction of
information required by the driver. For this purpose, we
have decided to apply Cognitive Work Analysis (CWA).
CWA helps to precisely determine the driver require-
ments from which we will derive the interface require-
ments.

• The step beyond the information requirement definition is
the rule-based prioritization through a robust algorithm.
In this step, we will also define the information format,
its display modality and its output channel by keeping
into account Driver–Vehicle–Environment (DVE) condi-
tions and driver state.

• Next, there is the step of interface specification where
interaction between the technical agent and the human
agent is designed according to the relevant use cases we
have chosen.

• The last step consists of users’ tests to evaluate our inter-
face and improve the negative aspects. In a simulated
environment, we will conduct some tests to refine our
previous rules. The final purpose is to assess each of the
transparency principles.

5.2  HMI design

Because in our study the vehicle was always in autono-
mous mode, we focused only on principles 2, 4, 5, 7 and 
8 which concern autonomous driving. For each of these 
five principles, elements related to the information pro-
cessing functions were defined. Then a brainstorming was 
carried out to define the visual AR and no-AR grammar 
of each information. Coupling the four human informa-
tion processing functions, it was possible to define sixteen 
HMIs. Regarding experiments, it was made the choice to 
select only five HMI, the more contrasting ones (Table 2). 
Indeed, it is possible to write HMI 2 = HMI 1 + informa-
tion acquisition + action execution.

A screenshot of this HMI can be observed in Fig. 2. In 
this figure,

• The EV is driving at 103 km/h in a road section where
the speed is limited at 120 km/h.

• The EV is cruising lane with deceleration. This decel-
eration can be observed by the fact that the blue box in
the table with nine boxes is the one at the intersection
of the bottom line (line of deceleration) and the middle
column (column of lane cruising).

• The vehicle 1 refers to the vehicle in front of the EV in
the same lane, which is the target vehicle. It is slower
than the EV. This fact is indicated by the red counter
of a negative speed differential behind the vehicle 1.
Additionally, it is close to the autonomous vehicle. This
fact is indicated by the orange icon of high proximity
for the target vehicle.

• The vehicle 2 refers to the vehicle in front of the EV
in the left adjacent lane. It is slower than the EV. This
fact is indicated by the red counter of a negative speed
differential behind the vehicle 1. As the vehicle 1, the
vehicle 2 is also close to the autonomous vehicle. This
fact is indicated by the orange icon of high proximity.

Because of the vehicle 1 speed, the EV had an intent to do
lane change, but there is a vehicle with high speed arriving 

Fig. 2  A screenshot of HMI 5 in the simulator DrSIHMI

Table 2  HMI and the four functions of information processing (“X” 
means the presence of the elements of the related function; “O” 
means their presence)

Information 
acquisition

Information 
analysis

Decision-
making

Action 
execu-
tion

HMI 1
HMI 2 X X
HMI 3 X X X
HMI 4 X X X
HMI 5 X X X X
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in the left adjacent lane, the vehicle 3 (not visible in the 
figure). That is why there is dotted arrow with a red cross to 
indicate the decision of lane change had been abandoned.

5.3  Experimental design and procedure

In this subsection, we will deal with the participants, the 
simulator, the driving scenarios and the procedure of the 
experiment.

5.4  Participants

Forty-five people classified were recruited for the experi-
ment, which was conducted in the DrSIHMI simulator.1 
Each participant was rewarded with a voucher of 50 euros. 
The average age of the 23 women Mf

age was 42.63 with a 
standard deviation �f  of 9.23; the average age of men Mh

age
 

was 43.41 with a standard deviation �h of 9.53.

5.5  Simulator

The study was carried out using DrSIHMI (Fig. 3), a static 
simulator of the IRT (French acronym for Technology 
Research Institute) SystemX. This simulator has a realistic 
surround view.

It includes

• A cockpit with usual car control devices (a steering
wheel; an acceleration pedal, a braking one and a clutch
one; a gearshift) and a box of buttons. This box allows
the participant to express the level of discomfort he/she
experiences during a situation.

• Display: The main display is a binocular mirrored HUD
divided into two zones—a classical HUD, with a surface
of 15 × 4°, which presents information without AR rep-
resentation, and an AR-HUD, with a surface of 15 × 5°,
which allows the projection of virtual information in the

driving environment for an AR perception type. There 
was also a remote screen which displays the picture of the 
route to be followed by the autonomous vehicle as well 
as the distance between the current point and the ending 
point. Additionally, three virtual screens allow the rear 
view and side mirror projections.

• A curve projection screen with an opening angle of 180°.
This screen allows the simulation of driving scenarios
developed with the simulation software SCANeR, by
three high-performance beamers (projectors). The reso-
lution of the images was 1024 pixels in width and 480
pixels in height.

5.6  Driving scenarios

Driving scenarios are defined as the combination of different 
driving scenes on a given ground. In this test, the ground 
includes

• A straight line 2 × 3 lane with a speed limit of 130 km/h;
• A first exit on a road portion with a speed limit of

130 km/h;
• A curve with a speed limit of 120 km/h;
• A highway splitting into 2 × 2 lanes with a speed limit of

120 km/h;
• A second exit on a road portion with a speed limit of

130 km/h. The route followed by the EV then moved
from 2 to 3 lanes with the same speed limit.

• Speed limit road signs at specified locations;
• Exit road signs at the different exits.

The EV was in autonomous mode during the entire exper-
iment, and because the experiment was not aimed to encour-
age the driver to take over, critical scenes were avoided 
(Table 3). However, the hazardous scenes were voluntar-
ily characterized by a little high level of danger to provoke 
some negative interference between what the EV is doing 
and what the participant would have done.

The position of driving scenes relative to each other helps 
us to define four driving scenarios:

• The driving scenario 0: It was the shortest driving sce-
nario used in the training phase.

• The driving scenarios 1, 2 and 3 were associated with
one of the five HMIs and presented in different order
to each participant. They were similar. In other words,
these scenarios take place in the same environment, on
the same ground.

The driving scenarios were presented to the participants
according to a particular procedure.

Fig. 3  DrSIHMI field of view

1 Driving simulator for human–machine interface studies.
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5.7  Procedure

Before the test, participants filled out a socio-demographic 
questionnaire and received instructions containing informa-
tion about the following driving runs and the highly auto-
mated driving system. They were informed that the system 
would control the vehicle laterally and longitudinally at a 
set maximum speed and automatically keep the distance to 
the vehicle ahead. They were also told they would be in 
established autonomous mode during the whole test so they 
would not have been asked to take over. It was also stressed 
that the behavior of the EV in autonomous mode was not 
homogeneous in each driving scene. Moreover, the HMI ele-
ments that they would potentially see were then presented 
to them. We explained the meaning of each of them. There 
was not a secondary task, so we told the participants that 
their task would be to monitor the system according to their 
information needs as natural as possible. After the presen-
tation phase, it was the training one which lasted around 
15 min. This phase aimed to let the participants get used to 
the simulator, the way the indications were indeed displayed. 
The participants were installed in DrSIHMI. The different 
displays were presented. The HMI that was shown to the 
driver in the training phase included the largest number of 

possible indications to allow them to see as more as possible 
HMI elements shown to them in the presentation phase. For 
example, if the participant had to assess HMIs 1, 2 and 3, 
HMI 5 was shown to him in the training phase. Each par-
ticipant has to assess three HMI among the five available. 
Because HMI 1 was the baseline, it was experimented by 
all the forty-five people. We try as far as possible to balance 
the number of participants in the four left HMI (Table 4). 
Therefore, the groups of participants according to each HMI 
are not independent.

Each participant’s experiment lasted around 1 h. After 
each driving run, the participants had to fill out a question-
naire. We collected some data to assess the information 
function that was important.

5.8  Hypotheses and measurement

In this subsection, we present the hypotheses we defined and 
the measurement we used to confirm or reverse them.

5.9  Hypotheses

According to the transparency principles, the following 
hypothesized predictions shall give insight into the research 
questions.

• Principle 2: The driver must know which tasks the auton-
omous system is capable of performing, under which
conditions it can perform them, and how it will perform
them. The driver should know what general functions are
allocated to the autonomous system.

• H1: The table with 9 boxes is highly appreciated by the
participants.

• H2: The habituation with the driving runs induces a pre-
cise knowledge of how the autonomous vehicle works.

• Principle 4: In the autonomous mode, the driver must
be informed that the system will control the vehicle by
following accepted driving practices and traffic laws (pre-
dictability of the behavior of the vehicle). Furthermore,
the driver must be able to detect the actions (e.g., lane
change) being performed by the vehicle and understand
them.

 

Table 3  Distribution of scenes following the distinction between 
“normal” and “hazardous” NB: there is no matching or relationship 
between hazardous scenes and normal ones

List of hazardous 
scenes

List of normal scenes

[3] Overtaking of a
slow truck before
the ego vehicle

[1] Starting of the ego vehicle.

[9] Sudden lane
change of a vehicle 
to enter the ego 
vehicle lane

[2][4][6][8][10][12][14][16][18][20] Cruising

[11] Overtaking with
two slow heavy
trucks considering
the arrival of the
police behind;

[5] Overtaking of three vehicles taking an exit

[15] Delayed overtak-
ing because of two
vehicles which pre-
vent the ego vehicle
to overtake

[7] Turn

[13] Overtaking of a platoon of four vehicles
[17] Successive overtaking of three vehicles,

one after the other.
[19] Lane change because of a highway split-

ting
[21] Lane change because of a highway exit

Table 4  Number of participants per HMI

HMI Number of participants who evaluate the HMI

HMI 1 45
HMI 2 24
HMI 3 22
HMI 4 21
HMI 5 24

DOI : 10.1007/s10111-019-00552-9 7

Cognition, Technology & Work (2019) 643-656



– H3: HMI 5 is preferred to HMI 4 by the participants.
– H4: More than the half of the participants mention

the autonomous vehicle speed as mandatory infor-
mation.

• Principle 5: In the autonomous mode, the driver must be
able to perceive the intention of the system (the maneu-
ver it intends carrying out), why, how, and when this
maneuver will be carried out.

• H5: The HMIs 4 and 5, which include the elements
of decision analysis, that means the intent of the
autonomous vehicle, have a higher score in question
6 which is related to the “projection” level of the
Situation Awareness.

• H6: HMI 5 induces a higher Situation Awareness
compared to the other HMI.

• Principle 7: In the autonomous mode, the driver should
know how a given maneuver is being carried out or why
a particular behavior of the vehicle is observed.

– H7: HMI 1 induces more discomfort feeling com-
pared to the other HMI prototypes.

– H8: HMI 3 induces more discomfort feeling com-
pared to the HMI prototype 5.

• Principle 8: In the autonomous mode, the driver should
have a sufficient understanding of what the autonomous
vehicle perceives to realize its analyses and to make its
decisions. The driver must be confident that the autono-
mous vehicle has the right information to make the right
decisions and if not, he/she must be able to take control.

• H9: HMI 1 induces less understanding of the envi-
ronment compared to the other HMI.

• H10: HMI 1 is less preferred compared to other
HMI, by the participants.

5.10  Measurement

Considering the hypotheses mentioned above, three types of 
measures are then defined used to assess each HMI:

• Situation awareness,
• Discomfort feeling,
• Acceptance of HMI.

5.11  Measurement of situation awareness

Endsley (1995) defines Situation Awareness (SA) regard-
ing three levels: “(1) the perception of elements in the 
environment within a volume of time and space, (2) the 

comprehension of their meaning, and (3) the projection of 
their status in the near future”. Practically, it is still a chal-
lenge to appropriately measure it (Endsley and Garland 
2000). Among the tools developed to measure SA, there 
is the Situation Awareness Global Assessment Technique 
(SAGAT) which is a global one. It has been used to assess 
automation concept. Indeed, it has been noted that opera-
tors who monitor automated systems may become “out-
of-the-loop” and, therefore, less able to take over manual 
control when needed (Endsley and Kaber 1999).

In our study, measuring SA will provide insight into the 
quality and effectiveness of the offered HMI. The SAGAT 
queries were orally asked during the first driving run and 
not repeated to avoid a learning effect. These queries 
addressed all three levels of SA (Table 5). Because of their 
hazardous character, driving scenes 9 and 11 (Table 3) 
were selected as scenes where freezes will occur. We 
alternate these scenes from one participant to another. For 
example, we stop the simulation in scene 9 for participant 
1, we stop the simulation in scene 11 for participant 2, we 
stop the simulation in scene 9 for participant 3, we stop the 
simulation in scene 11 for participant 4, etc.

Therefore, 45 protocols were gathered according to the 
following distribution: 15 SAGAT answers for HMI 1, 9 
for HMI 2, 8 for HMI 3, 6 for HMI 4 and 7 for HMI 5. 
Participant responses to the SAGAT probes were scored 
either as 1 (correct) or 0 (incorrect). We considered that 
the number of wrong answers reflected the participant’s 
lack of SA.

Table 5  Questions asked about the three Situation Awareness levels

Level of SA Questions

Level 1 1. What is the vehicle actually doing?
a. Cruising
b. Lane changing to the left
c. Lane changing to the right

2. Concerning the speed, what is the dynamics of the
vehicle?
a. It is accelerating
b. It is decelerating
c. It has a constant speed

3. How many vehicles are in front of your vehicle?
4. How many vehicles are behind your vehicle?

Level 2 5. Is the vehicle speed below the speed limit?
a. Yes
b. No

Level 3 6. What is the next action of your vehicle?
a. Cruise
b. Lane change to the left
c. Lane change to the right
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5.12  Measurement of discomfort feeling

When the participants consider that a situation is uncom-
fortable, they have to push the button 1 which becomes red 
at the first push. They can press this button many times, 
as long as the uncomfortable feeling increases. When the 
uncomfortable feeling disappears, the participants have to 
push the button 2 which became green. A single push on 
the button 2 is necessary. The other buttons are not used. 
The number of times that the button 1 is pushed per trial 
gives an indication of the number of times the discomfort 
feeling occurred. The delay between the first push of button 
1 and the push of button 2 is an indication of how long the 
discomfort feeling lasts.

5.13  Measurement of HMI acceptance

In this research, questionnaires were used to gather per-
sonal data such as age, gender, experience with ADAS, and 
driving mileage per year. They were also used to collect 
test person feedback regarding interface design properties. 
Indeed, after each driving run, each participant was required 
to assess the HMI that had been shown to him. Ten questions 
concerning trust, intuitiveness, and adequacy of information 
to the situation were asked. The type of scale used for the 
queries answers is the Linear Analog Visual Scale. It con-
sists of a value scale made of a line of 10 cm, indicating at 
both ends of the line, the opposing views (Retel-Rude and 
Retel 2000). This type of scale had been used, for example, 
by Muir and Moray (1996) in their experiment for analyz-
ing trust in automatic control, and by Rajaonah et al. (2006) 
in a research on Human trust in Adaptive Cruise Control 
(ACC). Indeed, for each of the question, the participants 
were requested to put a cross on a line which was defined 
between two extremities. One extremity corresponds to an 
extreme point of view (for example, very positive), and the 
other one corresponds to the opposite point of view (in this 
case, very negative). To avoid “systematic” answers, the 
valence of the answers was inverted for some questions. For 
the open-ended questions, the participant should indicate the 
HMI elements that were missing. An example of the item we 
used is presented in Fig. 4. Results were then digitized and 
subjected to analysis.

A closing question was asked to each participant at the 
end of the three driving runs to know which one of the three 
HMI helped him to understand better what is going on. The 

purpose of the question was to know the participant prefer-
ence among the HMI. It was formulated as follows: “Among 
the three HMI, which one helps you to understand better 
how the ego vehicle works?” It was important to stress that 
it was not the comfort in the simulator we want to assess to 
avoid that the order of preference to be inversely related to 
the order of the presentation of HMI in the test.

6  Results and discussion

The previous section described the method we used to test 
the HMI on the following dimensions: (1) Situation Aware-
ness, (2) Discomfort Feeling and (3) HMI acceptance. This 
section reports the results of this test according to three 
aspects: Situation Awareness, Discomfort Level, and HMI 
acceptance.

6.1  Situation awareness assessment

As described in the previous section, each participant was 
submitted to a freeze situation in their first run. This results 
in 45 SAGAT questionnaires. We formulated some hypoth-
eses in connection with the research questions. Our findings 
demonstrate that there was no effect of the driving run on 
the SAGAT score. Generally, the score was very low in SA 
level three, regarding question six. It was also very low in 
question four which concerns the number of vehicles behind 
the EV. One explanation is that almost all the participants 
focused their attention on what was going on in front of 
them. During exchanges, some of them explicitly mentioned 
that they would have preferred to have e-mirrors in their 
immediate field of view near the HUD to not take their eyes 
off the road. We conducted six Chi-square tests with a confi-
dence level of 95%. We gathered our results in a radar figure 
(Fig. 5) which is a graphical method of displaying multi-
variate data in the form of a two-dimensional chart of three 
or more quantitative variables represented on axes starting 
from the same point. In our study, each axis represents one 
of the six questions. For each question, the score associated 
with an HMI is indicated. Then the different scores for each 
HMI are linked to form a figure.

Our result shown was that there was a significant rela-
tionship between the scores in question two and the HMI 
(p < 0.05). We found out that nca (HMI 5) > nca (HMI 4), 
where nca refers to “number of correct answers”. It is imagi-
nable that because HMI 5 included the elements of action 
execution (contrary to HMI 4), it has contributed to a better 
perception of autonomous vehicle action. Moreover, there 
was also a significant relationship between answers in ques-
tion four and the HMI (p). We particularly found out that nca 
(HMI 2) > nca (HMI 1). This observation reveals that “other 
vehicle detection” helps to have a better perception of the 

Fig. 4  An item example associated with the Linear Analog Visual 
Scale
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number of vehicles ahead of the EV. Indeed, HMI 2 includes 
elements of other vehicle detection, contrary to HMI 1.

Descriptively speaking, in question six, we found out 
that nca (HMI 1) > nca (HMI 4) > nca (HMI 3) > nca (HMI 
2) > nca (HMI 5). This result, even if it is not significant,
tends to reverse H5. Contrary to what was expected, the
HMIs 4 and 5 did not have the best scores in question 6.
However, HMI 4 had the second-best score. One possible
explanation to the fact that HMI 5 had the worst score is that,
because of the table with 9 boxes, most participants were
cognitively captured by the table to the detriment of other
information interfaces.

An overall SAGAT score per HMI was calculated by sum-
ming the scores from questions 1–6 for each in this HMI. 
The results were not significant. The mean SAGAT score 
was 3.48. The highest SAGAT mean score was achieved in 
HMI 1, which scored 3.73. The lowest SAGAT mean score 
was achieved in HMI 4, which scored 2.25. This result tends 
to reverse hypothesis H6. One possible explanation is that 
without information, the participant tended to be more atten-
tive of what was going around using the manual driving 
routine. However, HMI 4 is not very far away; it ranked 
itself with the second-best score. It seems that more analysis 
should be performed. However, it is quite surprising that 
between HMIs 4 and 5, there was such a gap, even though 
elements of the “action execution” function are the only dif-
ferential between them (included in the former and not in the 
latter). This can be explained by the fact that, according to 
some participants, HMI 5 contained complex information 
like the table with nine boxes. This table has potentially 
captured the participants’ attention.

6.2  Discomfort feeling assessment

The discomfort feeling was assessed through the number of 
pushes on the discomfort button, the button one. By explor-
ing the results, it appeared that just around 5% of the par-
ticipants pushed the green button (button two, which notifies 
that the discomfort feeling is finished) after pushing the red 
one (button one). So, we did not consider the number of 
pushes on the button two in the following.

There was no effect of the driving number on the number 
of pushes on button one. In average, the number of pushes 
on button one was highest in HMI 1 (np (HMI 1) = 3.5), and 

the number was lowest in HMI 2 (np (HMI 2) = 1.8) (Fig. 6). 
These results tend to confirm hypothesis H7. Indeed, it 
seems that without any information, the participants did not 
feel comfortable with the autonomous vehicle, particularly 
in the scene of lane changing with two trucks.

Moreover, by applying the Least Square Difference of 
Fisher, it appears that there was a significant difference in 
mean number pushes on button one between HMIs 1 and 2 
(d = 1.74) (Table 6). There is also a significant difference 
in the mean number of pushes on button 1 between HMIs 
1 and 3 (d = 1.44). A reason for this could be that elements 

Fig. 5  Number of correct 
answers per HMI and per ques-
tion

0

1

2

 1 Q on 2 Q  3 Q on 4 Que  5 Q on 6

HMI 1 HMI 2 HMI 3 HMI 4 HMI 5

Fig. 6  Mean number of pushes on the button 1 in each HMI

Table 6  Pair comparison for number of pushes on button 1 (method: 
95.0% LSD)

*Statistical difference

Contrast between 
HMIs

Significance Difference ± Limit

1–2 * 1,7419 1,1767
1–3 * 1,44,734 1,22,166
1–4 0,918,675 1,24,637
1–5 1,17,655 1,19,809
2–3 − 0,294,563 1,44,927
2–4 − 0,823,228 1,47,894
2–5 − 0,56,535 1,46,048
3–4 − 0,528,664 1,54,914
3–5 − 0,270,786 1,47,588
4–5 0,257,878 1,49,062
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of information acquisition, information analysis, and action 
functions are essential in an HMI to let the participant feel 
comfortable with the driving. Descriptively speaking, HMI 
3 induced fewer number pushes than HMI 5. This result 
tends to reverse in the first place hypothesis H8. One possi-
ble explanation is that HMI 5 includes “too much” informa-
tion according to many participants. We presume that this 
feeling concerning HMI 5 is also because of the table with 
nine boxes.

Furthermore, there was a significant effect of the crossed 
factor HMI *Driving scenario (Fig. 7). Particularly, the 
button one had been mostly pushed in scenario one with 
HMI. The button one was least pushed in scenario three 
with HMI 1. Roughly, it can be written that HMI 1(scenario 
1) > HMI 4 (scenario 3) > HMI 1 (scenario 2) > HMI 5 (sce-
nario 3) > HMI 2 (scenario 3) > HMI 2 (scenario 3) > HMI
2 (scenario 2) > HMI 5 (scenario 1) > HMI 3 (scenario
2) > HMI 3 (scenario 1) > HMI 3 (scenario 3) > HMI 4 (sce-
nario 2) > HMI 2 (scenario 1) > HMI 5 (scenario 2) > HMI 1
(scenario 3). It is hard to explain this impact of the “Scenario
driving” factor because all the scenarios included the same
driving scenes on the same ground. It can also be observed
that for HMI prototype 3, there are few differences in the
number of pushes on button according to driving scenarios.
However, for HMI prototypes 1, 2 and 5, there are some dif-
ferences among driving scenarios, on the other hand. As in
the case before, this phenomenon can hardly be explained
because the scenarios were similar.

6.3  HMI acceptance assessment

As we mentioned before, after each driving run, the partici-
pant had to fulfill a questionnaire concerning the HMI he/
she saw. The following hypothesized predictions shall give 
insight into the research questions.

We analyzed all of these questionnaires using a general 
linear model. There were some significant results.

First, there was a significant effect of the driving number 
( pDn = 0.00185; pDn < 0.05 , where Dn refers to “Driving 
number”):

• The participants better understood how an HMI works in
the second driving than in the first one.

• The participants better understood how an HMI works in
the third driving than in the first one in the third driving.

This first result confirms the hypothesis H2. Indeed, with
the driving runs, the participant better understands the way 
the autonomous vehicle works. One participant clearly stated 
it, saying at the third run, “This run was good. Now, I know 
how the autonomous vehicle works compared to the first 
run”.

Second, there was a significant effect of the HMI 
type on the autonomous vehicle understanding 
(pHMI = 0.0071; pHMI < 0.05):

• HMI 2 allowed a better understanding of the autonomous
vehicle than HMI 1.

• HMI 4 allowed a better understanding of the autonomous
vehicle than HMI 1.

• HMI 5 allowed a better understanding of the autonomous
vehicle than HMI 1.

This second outcome confirms hypothesis H9. Indeed,
with the transparency, an HMI offers a better understanding 
of the outside environment.

One the one hand, only 5% of the participants mentioned 
the table with nine boxes as a useful element. This tends to 
reverse hypothesis H1. Indeed, they would have like that this 
table presents the action intention of the autonomous vehicle 
instead of making partially redundant the action information 
in Augmented Reality. We think that most of them did not 
understand why this table has been integrated into the clas-
sical HUD. Maybe, more precision in the presentation phase 
is necessary to make them understand that the table was 
not there to duplicate some information but to give a whole 
picture of all possible actions of the autonomous vehicle. 
On the other hand, almost all the participants mentioned the 
autonomous vehicle and the speed limit as perceived and 
useful information. This outcome tends to confirm hypoth-
esis H4. Therefore, it appears clearly that these two pieces 
of information are the strict minimum information for the 
autonomous vehicle interface in established autonomous 
mode.

Concerning the closure question, we would like to reiter-
ate that each participant made three driving scenarios assess-
ing each time the HMI they used. At the end of the test (that 
means, after seeing the three HMI), each participant had 
to rank the HMI relating the way they reflect the vehicle’s 
behavior. After our analysis, there were two main outcomes 

Fig. 7  Mean number of pushes on button in each HMI according to 
each driving scenario
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(Fig. 8). First, HMI 1 was mainly significantly in the third 
position by just over 60% of the participants (p < 0.05. This 
outcome confirms hypothesis H10. Indeed, the fact that HMI 
1 which is the HMI reference is ranked as the lowest among 
the HMI in the third position, lower than HMI 2, suggests 
that at least, information acquisition function is essential in 
transparency. This result also supports a study of Sinha and 
Swearingen (2002) which revealed that people usually prefer 
the HMI perceived as transparent.

Second, on average, HMIs 4 and 5 were mainly ranked 
first by just over 25%. Even if this result is not significant 
(p > 0.05), it tends to reverse hypothesis H3. Indeed, con-
trary to what was expected, HMIs 4 and 5 had the same 
position. However, this result suggests that the higher levels 
of transparency are preferred by the participants. Further 
analysis is required to conclude.

7  Conclusion

In this study, we investigated the impact of five HMIs with 
different transparency levels in the established autonomous 
mode. The HMI was defined according to the information 
processing functions: information acquisition, information 
analysis, decision-making and action execution. To assess 

the appropriate content of the necessary HMI, an experiment 
with 45 participants was conducted in the DrSIHMI simula-
tor of SystemX. Each participant “drove” three times with a 
different HMI. The reference HMI was displayed for all the 
participants. The driving scenario included normal and haz-
ardous scenes like a sudden lane change of the autonomous 
vehicle because of particular context conditions. The driving 
scenario was divided into three main road sections: straight 
road, curved road, road split and road exit. We defined ten 
hypotheses related to each principle. We then evaluated them 
using Situation Awareness assessment, discomfort feeling 
assessment, and HMI acceptance assessment. The results 
are mainly gathered in Table 7.

The first results do not allow to validate all the principles. 
However, we can say that

• Principle 5 (In the autonomous mode, the driver must be
able to perceive the intention of the system (the maneu-
ver it intends carrying out), why, how, and when this
maneuver will be carried out.) tends to be reversed.

• Principle 8 (In the autonomous mode, the driver should
have a sufficient understanding of what the autonomous
vehicle perceives to realize its analyses and to make its
decisions. The driver must be confident that the autono-
mous vehicle has the right information to make the right

Fig. 8  HMI ranking

Table 7  First result summary 
(“O” refers to the correct 
proposition column)

Principles Hypotheses Confirmed Rejected Trend to confir-
mation

Trend to 
reversal

Principle 2 H1 – O – –
H2 O – – –

Principle 4 H3 – – – O
H4 O – – –

Principle 5 H5 – – – O
H6 – – – O

Principle 7 H7 – – O –
H8 – – – O

Principle 8 H9 O – – –
H10 O – – –
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decisions and if not, he/she must be able to take control.) 
is confirmed.

• The results are mitigated for Principles 2, 4 and 7.
• It is almost sure that the “no transparency” HMI is not a

good option because of the discomfort feeling it induces.
• By considering the information processing functions, the

“information acquisition” and the “action execution” func-
tions seem to be essential. Therefore, if a level of transpar-
ency has to be defined to ensure a good interaction between
the technical agent and the human one, this level consists of
showing to the human agent what the technical agent sees
and what it is doing.

• Considering Situation Awareness and discomfort feeling,
HMI 4 and HMI 5 were not well positioned. However, they
were highly ranked in the first position by the participants.
This result is not new. Indeed, Naranjo et al. (2010) demon-
strated that the need of information is higher for participant
considering the User Experience (HMI acceptance) com-
paratively to the need considering the cognitive activities
(Situation Awareness and discomfort feeling).

Other studies have to be conducted to confirm these results.
While the current work does provide an advance in our under-
standing of HMI transparency on Situation Awareness, clear 
limitations exist. First, the experiment was carried out in a 
simulator where the ecological validity has already been 
addressed. Therefore, the current findings need to be exam-
ined on an open road. Second, the gathered data were mainly 
qualitative. Future work should continue to examine how the 
HMI transparency principles affect the Situation Awareness by 
analyzing more objective measures like eye tracking. Indeed, 
the use of eye-tracking equipment can provide useful informa-
tion on visual monitoring behavior to find out, for instance, 
on which parts of the vehicle interface visual attention is allo-
cated. In this study, we have recorded each participant’s mirror 
glancing behavior with an SMI eye tracker. Therefore, these 
records have to be precisely analyzed to form a non-biased pic-
ture of the transparency principles impact. Furthermore, future 
studies could use a secondary task, like a real conversation, 
to compare the results to this study. Additionally, one would 
possibly want to explore the content of the HMI in take-over 
phase, with future evaluations.
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