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Abstract We report on a numerical experiment by
which we investigated the propagation of an erosion
pipe in a water saturated granular soil. The simula-
tion was performed with a two-dimensional implemen-
tation of the coupling between the discrete element
method and the lattice Boltzmann method. A synop-
sis of the numerical scheme is provided. The specimen
and testing conditions were designed as representative
of the pipe front region. The kinematics of mobilisa-
tion and fluidisation of the granular mass were inves-
tigated based on the physically-motivated definition of
particle velocity thresholds. We measured a constant
mass erosion rate, up to a clogging event. The study
includes a micromechanical analysis of the response of
the granular skeleton. We emphasise the influence of
the unloading-induced damage on the erosion path, and
the relevance of force chain arching as a self-organised
resistance mechanism.

Keywords Granular materials · Discrete element
method; Lattice Boltzmann method · Internal erosion
· Backward erosion piping · Earth dams · Dikes · Levees

1 Introduction

Backward erosion piping is a frequent cause of fail-
ure, accidents or the degradation of service conditions
for earth dams, dikes, levees and other water retain-
ing structures [1, 2]. In research on internal erosion
and the associated risk, this phenomenon is being ad-
dressed from different perspectives [3, 4]. The erosion
‘pipe’ forms at the downstream region of the hydraulic
work and heads upstream, driven by the backward ero-
sion mechanism. Acting as a drain, the pipe causes the
progressive localisation of the seepage flow. For large-
enough flow rates, particularly in the advanced stage
of the process, the pipe enlarges due to tangential ero-
sion at its wall. In the recent literature, the mechanism
of pipe enlargement has been investigated or modelled

with experimental, analytical and numerical tools (e.g.
[5, 6, 7, 8, 9, 10]). The former mechanism of back-
ward propagation has also been incorporated in finite
element formulations at the scale of the hydraulic work
[8, 9, 10, 11, 12]. However, investigations specific to this
erosion mechanism are still extremely rare.

This study contributes in this respect with a new nu-
merical experiment of backward erosion. The pipe front
region was modelled at the grain scale, with the gran-
ular and fluid phases being modelled via the Discrete
Element (DE) and the Lattice Boltzmann (LB) meth-
ods, respectively. Compared to our previous prototype
experiment [13], the simulation reported in Sect. 3 en-
abled a complete observation of the process of mobilisa-
tion and fluidisation of the pipe front region, due to the
significantly more representative specimen and observa-
tion time. These advances were enabled by the improve-
ment of our in-house code, including parallelisation on
a shared memory architecture.

DE simulations have progressively become a common
tool for investigating the behaviour of granular materials
in the range of scales that commensurate with the rep-
resentative grain diameter [14]. The LB method stands
out, among other emerging CFD tools, for the simplic-
ity of its algorithm and the ability to model incompress-
ible Newtonian fluids in complex flow domains. It is
therefore particularly suitable as a fluid solver in DE
simulations of water saturated granular materials (e.g.
[7, 15, 16, 17]). The implementation of the two meth-
ods and their coupling as employed in this study are
presented in the following section.

2 Numerical model

The implementation of the DE method was based on
Ref. [18] and on state-of-the-art optimisation techniques
(see [19]). A few distinctive features are presented in
Sect. 2.1, with particular attention to the laws of inter-
action between solid particles.
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The LB method is based on the numerical resolution
of the Boltzmann equation and on the related, standard
concepts of statistical mechanics (e.g. the concepts of
phase space and distribution function). The currently
available forms of the method differ primarily by the
approximation to the Boltzmann collision operator and
by the discretisation of the phase space (i.e. the lattice
model) [20]. The choices implemented in the aforemen-
tioned code are clarified below in Sect. 2.2. The descrip-
tion includes the relevant LB parameters and their rela-
tion to those of the incompressible Navies-Stokes equa-
tions.

The main features of the solid-fluid coupling scheme
are introduced in Sect. 2.3. A more detailed presenta-
tion of the two numerical methods and their coupling
can be found in Ref. [13].

n

t

P

Figure 1: DE model: local basis (n,t) and nominal
contact point P for two interacting particles.

2.1 Solid phase

Grains were modelled as circular particles interacting
through either frictional-viscoelastic unilateral contacts
(as in [18]) or brittle-viscoelastic bilateral bonds (cf.
[21, 22, 23]). The latter form of interaction was intro-
duced to model the cohesive behaviour of weakly ce-
mented sands, or that may otherwise arise in real gran-
ular materials due to the grain interlocking. The resul-
tant force and force moment on the generic particle were
computed based on the interactions with the neighbour-
ing particles and with the fluid (see Sect. 2.2). Gravity
was neglected. The translation and rotation of particles
vs. time were computed by integration of the laws of
motion for rigid bodies with the velocity-Verlet scheme
[24].

The law assumed for unilateral contacts can be de-
scribed in terms of the local orthonormal basis and nom-
inal contact point in Fig. 1. The unit vectors n and t set
the normal and tangent contact directions, respectively.
Their definitions refer to the tangent plane at contact
point P on the particle drawn with a continuous con-
tour. It is assumed that the reactive force-and-couple

system on such particle can be reduced to a single force
with line of action through P . The component Fn of the
force, relative to n, is computed as

Fn =

{
−(kn δn + cnδ̇n) if δn > 0

0 if δn ≤ 0
(1)

where δn is a signed measure of the distance between
the two particles, i.e. takes positive (non-positive) val-
ues in case of interpenetration (separation, resp.) of the
two circular contours. Accordingly, the time rate δ̇n is
computed as −vn, with vn the component along n of the
velocity measured at P by an observer in motion with
the dotted particle. The constitutive parameters kn and
cn are the normal contact stiffness and the normal con-
tact dumping coefficient, respectively. The component
Ft of the contact force, relative to t, is computed as

Ft =

{
F ∗t if |F ∗t | < µ|Fn|

sgn(F ∗t )µ |Fn| if |F ∗t | ≥ µ|Fn| (2)

in which µ is the contact friction coefficient and

F ∗t = −(kt δt + ctvt) (3)

is the candidate value. In (3), vt is defined as vn but
referred to t, kt and ct are constitutive parameters (cf.
kn and cn, resp. ) and the reversible tangential contact
deformation, δt, is obtained by integration of its time
rate

δ̇t =

{
vt if |Ft| < µ|Fn|
0 if |Ft| ≥ µ|Fn| (4)

As to brittle-elastic bonds, it is assumed that

Fn = −(kn δn + cnδ̇n), Ft = F ∗t (5)

hold unconditionally, since creation of the bond and un-
til the tensile and shear resistance conditions

Fn > −A, |Ft| < µFn + C (6)

are satisfied, with A and C being the bond adhesion
and bond cohesion parameters, respectively. As soon as
either of (6) is infringed the bond fails, i.e. is abruptly
turned into a unilateral contact.

2.2 Fluid phase

The LB kernel of the in-house code employed in this
work was based on the Bhatnagar-Gross-Krook (BGK)
approximation of Boltzmann equation [25], and its com-
mon discretisation according to the D2Q9 square lattice
model [26]:

fα(x + ∆t cα, t+ ∆t ) =

fα(x, t)

BGK operator︷ ︸︸ ︷
−∆t

τ
( fα(x, t)− f eq

α (x, t) )︸ ︷︷ ︸
=:fc

α(x,t)

(7)
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Figure 2: LB model: D2Q9 square lattice and the nodes
of the interpolated bounce-back rule. Length h; node-
to-node displacements of a fluid particle after ∆t for the
non-null velocities c1 to c4 and c5 to c8. Rear node R,
front node F and fictitious node F ′ of the fluid domain;
node S and boundary node B of the solid domain.

In the above equation ∆t is the time step interval and
the index α spans the nine allowed lattice velocities,
namely the null velocity c0 and the velocities c1 to c8

in Fig. 2. The generic value fα of the distribution
function refers to fluid particles with velocity cα and to
the state of the system ‘just before’ the instantaneous
collision event at the relevant lattice position and time
(e.g. x and t, resp.). The corresponding post-collision
value is denoted as f c

α. The so-called BGK operator
approximates the original Boltzmann collision opera-
tor effectively for thermodynamic states of near equi-
librium i.e. for {fα}α=0,1,...,8 close enough to the cor-
responding 9-uplet of equilibrium values {f eq

α }α=0,1,...,8

computed according to the Maxwell-Boltzmann distri-
bution. The relaxation time τ characterises the prompt-
ness by which the whole system relaxes to thermody-
namic equilibrium after a small and diffuse perturbation
of it (see [27]). Conversely, the so-called lattice sound
speed cs = h/(

√
3∆t), with h as in Fig. 2, is the char-

acteristic velocity by which the same small perturbation
would propagate through the lattice if applied to a single
node.

At each lattice node and time, pressure p and the
macroscopic fluid velocity u are computed through the
zeroth and first order velocity moments of the distribu-
tion function:

p = mc2s

8∑
α=0

fα, u =

∑8
α=0 fαcα∑8
α=0 fα

(8)

with m the fictitious mass of the fluid particle. In the
low Mach number regime, namely if the so-called compu-
tational Mach number Ma = ‖u‖/cs is small compared
to unity, the equilibrium distribution can be computed

at second order in Ma as

f eq
α = wα

p

mc2s

(
1 +

cα · u
c2s

+
(cα · u)2

2 c4s
− ‖u‖

2

2 c2s

)
(9)

with

ωα =

 4/9 if α = 0
1/9 if α = 1, 2, 3, 4
1/36 if α = 5, 6, 7, 8

(10)

A derivation based on the Chapman-Enskog asymptotic
procedure than proves that the above algorithm con-
verges in the continuum limit to the solution of Navier-
Stokes equations for incompressible fluids under negligi-
ble body forces [28]. In particular, the momentum bal-
ance and mass balance equations are retrieved with sec-
ond and first order accuracies in Ma, respectively. The
asymptotic procedure identifies the relation between the
parameters of the macroscopic and lattice models as

η

ρf
=

1

3

(
τ

∆t
− 1

2

)
h2

∆t
,

τ

∆t
>

1

2
(11)

in which η and ρf are the dynamic viscosity and mass
density of the fluid, respectively.

A drawback of the attractive simplicity of the above
algorithm is a certain degree of numerical instability.
Solutions to this inconvenience come of course at ad-
ditional numerical cost. Improved numerical stability
can be obtained by a more accurate approximation of
the Boltzmann collision operator, as with the Multiple
Relaxation Time (MRT) approach [29] which we used
in [13]. Also effective is, alternatively, a substantial in-
crease of the spatial resolution of the lattice model (i.e.
reduction of h). For the numerical test of the present
study we followed the latter option, whose additional
computation cost was partly adsorbed by the paralleli-
sation of the LB algorithm.

Boundary conditions of the pressure-velocity type
were implemented in the form suggested in Ref. [30].
Assume in particular that the leftmost vertical align-
ment of nodes in Fig. 2 is a boundary of the fluid domain
where the pressure value p̄ is assigned. At the generic
node on the alignment, only the values f0, f2, f3, f4, f6

and f7 of the distribution function can be obtained from
post-collision values of the previous time step, according
to (7). The indeterminacy on f1, f5 and f8 is exploited
to enforce p̄, following the first equation in (8):

f0 +f1 +f2 +f3 +f4 +f5 +f6 +f7 +f8 =
p̄

mc2s
(12)

However, the above condition does not solve the indeter-
minacy. As suggested in Ref. [30], the algebraic system
can be closed by

f2 − f4 + f5 + f6 − f7 − f8 = 0

f1 − f eq
1 = f3 − f eq

3

(13)
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According to (8), the first condition in (13) translates
the assumption of null component of the fluid velocity
parallel to the boundary. The last conditions can be
commented as a symmetry assumption on the BGK col-
lision operator (see (7)).

The no-slip condition at external boundaries of the
fluid domain were implemented as along the contour of
solid particles within the lattice. Its description is there-
fore postponed to the next subsection.

2.3 Solid-fluid coupling

For geometrical reasons, the pore network in densely
packed two-dimensional granular materials is poorly
connected. This leads to unrealistic values of permeabil-
ity as well as of the drag action on individual particles,
compared to real (three-dimensional) granular materi-
als of corresponding grains size distribution. To over-
come this limitation, the two-dimensional LB calcula-
tion is commonly performed by taking into account a
reduction of the particle radii. A reduction factor of 0.8
was assumed for the numerical simulation presented in
this work, in line with previous studies on water satu-
rated granular materials [7, 16, 17]. The so-obtained ‘hy-
draulic radius’ was used to locate the solid-fluid bound-
ary for the generic solid particle within the LB lattice,
as illustrated in Fig. 2.

The no-slip condition along fixed as well as mov-
ing solid-fluid boundaries was imposed following the
procedure proposed in Ref. [31], which consists in a
smoothening of the original ‘bounce-back rule’ [32] by
spatial interpolation. The procedure can be illustrated
for the lattice node F and velocity c6 in Fig. 2. The
relevant value of the distribution function at time t+∆t
is computed as

f6(xF , t+ ∆t) =

=:fc
8(xF ′ , t)︷ ︸︸ ︷

2q f c
8(xF , t) + (1− 2q) f c

8(xR, t)

− 2ω8ρ

mc2s
c8 ·vB if q =

‖xB − xF ‖
‖xS − xF ‖

<
1

2

(14)

in which the position vectors xB , xF , xF ′ and xS refer
to the respective nodes. The post-collision value at the
fictitious node F ′ is computed by linear interpolation
based on the corresponding values at the actual lattice
nodes R and F . The fictitious node is located at the
starting position of the path F ′BF that a fluid particle
travelling with the relevant lattice velocities should run
to reach F in ∆t. The path includes the collision with
the solid boundary at B. The second term on the right
hand side of (14) takes into account the effect of velocity
vB of the solid particle at the same position. The case
when q ≥ 1/2 is treated with a similar interpolation [31].

The motion of solid particles causes lattice nodes to
be progressively subtracted from or added to the fluid
domain. At the former nodes, the values of the distribu-
tion function were simply let undetermined. The latter
nodes required a more elaborated treatment. Assume for
example that node F in Fig. 2 is occupied by the solid
particle at time t and then added back to the fluid do-
main at t+ ∆t. Then the post-collision values f c

α(xF , t)
are undetermined. A criterion is then required to de-
fine replacement values in order to compute e.g. (7),
for x = xR, and (14). In this study we followed the
criterion proposed in Ref. [33]. Namely, the missing
post-collision values were replaced by equilibrium ones
obtained from (9) by assigning meaningful values of p
and u based on the information at time t. In particu-
lar, p was computed by average over the neighbouring
nodes in the fluid domain and u was replaced by the ve-
locity of the solid particle at xF . The criterion requires
that F and R are not added to the fluid domain at the
same time step, which is granted by the low Mach num-
ber assumption. The above treatment of the motion of
solid particles within the lattice is however not implicitly
mass conservative, which required checks on this feature
throughout the whole computation.

The resultant force exerted by the fluid on a given
particle were assembled over the contributions arising at
each boundary node. Such contributions were computed
based on the momentum transferred per unit time by the
interacting node of the fluid domain [32]. Namely, the
contribution at B in Fig. 2 would be computed as

f(xB) =
mh2

∆t
( f c

8(xF , t) c8 − f6(xF , t+ ∆t) c6 )

By the analogous procedures were assembled the resul-
tant force moments.

3 Backward erosion experiment

Fig. 3 illustrates the boundary conditions and initial
configuration of the coupled erosion test. The figure
refers to the DE and the LB models, separately. The
granular specimen in Fig. 3a was obtained by the ‘dry’
preparation procedure presented below, in Sect. 3.1. It
consists of about 5400 circular particles with radii ran-
domly dispersed between 0.75 and 1.5 mm, and a mass
density of 2.65 Mg m−2. On the ‘hydraulic’ configura-
tion of the same specimen, in Fig. 3b, the same parti-
cles appear with their radii reduced by a factor of 0.8, as
discussed in Sect. 2.3. As to the fluid phase, we assumed
a mass density ρf of 1 Mg m−2 and a dynamic viscosity
η of 1 mN s m−1, in reference to usual values for pore
water in soil mechanics applications.

During the test, the fluid motion was triggered and
sustained by the imposed pressure unbalance between
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the left and right boundaries in Fig. 3b. The unbal-
ance was applied abruptly (within 0.06 s), in the form
of opposite increments of the inlet and outlet pressure
values, and was kept constant until the end of test, after
about 16 s. The estimate (pin − pout)/(ρfgL) ≈ 18 %,
with g the standard gravity and L=24 cm as in Fig. 3b,
provides the reference value of hydraulic gradient. The
numerical implementation of the above testing condition
is described in Sect. 3.2.

As in our previous, prototype test [13], the whole set of
boundary conditions is a conjecture on the physical situ-
ation occurring in the region of the propagating front of
the erosion pipe. However, in the test presented herein
we exploited a more representative specimen. Consis-
tently, we allowed a more general kinematics in its down-
stream region and reduced the population of fixed par-
ticles to a minimal set which did not implicitly favour
arching of force chains (see Fig. 3a, cf. Fig. 8a in [13]).
Due to the larger linear dimensions of the specimen, also
compared to the size of the aperture, the test discussed
herein enabled to observe not only the inception but also
the propagation of backward erosion. Our observation
and analysis of the test are reported in the final subsec-
tion.

3.1 Specimen preparation

The initial configuration in Fig. 3 was obtained by a
two-stage numerical procedure which did not involve
solid-fluid coupling.

The first stage of the procedure consisted in a ‘lubri-
cated’ compaction from an initial arrangement of the
particles on a Cartesian grid (allowing free path lengths
of the order of the average particle diameter), with ran-
domly assigned radii and linear velocities. During com-
paction, four rigid confining walls, pairwise parallel to
the main grid directions, were moved towards the cen-
tre of the specimen. Their velocities were controlled so
to ensure quasi-static conditions and obtain the shape
factor of the rectangular configuration in Fig. 3. The
wall motions were stopped after an average confining
pressure of about 35 kN m−1 had been reached and sta-
bilised on each side of the specimen. The simulation was
kept running further on, for the numerical time required
for the specimen to approach static equilibrium (at both,
the macroscopic and the microscopic levels). The con-
tact parameters for the compaction procedure are listed
in the relevant column of Table 1: neither particle-to-
particle nor particle-to-wall bonds were used, and lubri-
cated conditions were enforced by assigning null values
of the friction coefficients. The resulting specimen was
homogeneous and isotropic, as can be evinced from the
granular configuration and normal contact force distri-
bution in Fig. 4a.

Prior to the second stage of the preparation proce-

dure, the 10381 compressive contacts in Fig. 4a were
turned into as many bonds, which were initialised as re-
ported in the relevant columns of Table 1: the non-null
values of the adhesion, cohesion, and friction parameters
at grain-to-grain contacts are representative of a weakly
cemented granular soil (with macroscopic cohesion of a
few 10 kN m−1). The same values were assigned to grain-
to-wall contacts at the left, top and bottom rigid walls
that confined the granular configuration in Fig. 4a. In
contrast, no bond was activated between the right con-
fining wall and the particles in contact.

The second stage of the preparation procedure was
meant to simulate the effect of localised unloading, prior
to erosion, in the region ahead of the pipe front. During
this stage, the right confining wall was gently removed,
while preventing the motion of the black-coloured par-
ticles in Fig. 3a. The relevant effect in terms of stress
transmission through force chains can be understood by
comparing Fig. 4a (end of isotropic compaction) to Fig.
4b-d (after full removal of the right wall). The con-
tact network in Fig. 4b, comprising both compressive
unilateral contacts and bonds, appears as almost en-
tirely unloaded: most normal force values are negligible
if compared to Fig. 4a, except in the region opposite to
the removed wall. The same network is split into bonds
and unilateral contacts in Figs. 4c and 4d, respectively.
The bond network in Fig. 4c is characterised by a sig-
nificant number of shortly-connected paths and isolated
bonds. This is the result of a process of diffuse dam-
age whose emphasis on the right side of the specimen
is due to more pronounced unloading and deformation.
As can be observed in Fig. 4d, bond breakage leaves
room for self-organised compressive force chains, with a
clear arching effect in response to unloading on the right
side of the specimen. In Fig. 4b-d, the very few parti-
cles which overstepped the original right boundary of
the specimen (during the wall removal procedure) have
been removed to facilitate the analysis of the erosion test
in the next subsection.

3.2 Numerical implementation of the
coupled test

The domain in Fig. 3b was discretised on a D2Q9 lattice
with characteristic length h of about 25µm, for a total
number of 55,877,854 nodes. The time step interval ∆t
of the LB algorithm was set as 6µs, namely 20 times
larger than the one of the DE algorithm. To fit the
aforementioned values of fluid mass density and dynamic
viscosity, the relaxation time τ was set as approximately
0.529 ∆t, based on (11).

The pressure-velocity and no-slip boundary condition
in Fig. 3b were implemented as described in Sects. 2.2
and 2.3, respectively. Additionally, an original regular-
isation procedure was employed that allowed the solid
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Figure 3: Coupled simulation: overall geometry, initial granular configuration and boundary conditions of the DE
(a) and LB (b) models. The macroscopic fluid velocity u is represented in terms of the components u and v in
the horizontal and vertical directions of the figure, respectively. The domain decomposition in 8 sectors for the
parallel execution of the LB algorithm is shown in (b) by alternate shades of the background colour.

Initialisation of the bonds

Compaction
procedure

Grain-to-grain
Grain-to-wall After failure

of a bondRight wall Other walls

kn [N m−1] 5.4 · 107 5.4 · 107 5.4 · 107 5.4 · 107 5.4 · 107

kt [N m−1] 5.4 · 107 5.4 · 107 5.4 · 107 5.4 · 107 5.4 · 107

cn [N s m−1] 500 500 500 500 500

ct [N s m−1] 500 500 500 500 500

A [N] 0 40 0 40 0

C [N] 0 80 0 80 0

µ 0 0.55 0.55 0.55 0.55

Table 1: DE model: constitutive parameters used during the compaction procedure and after intialisation or
failure of the bonds.
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particles to exit the LB domain through the right, outlet
boundary (cf. [7, 13]). Due to a number of technicali-
ties, the description of this aspect is however postponed
to a further publication.

The LB kernel of the in-house code was designed for
parallel execution, by domain decomposition, on shared
memory architectures. The simulation was executed by
a processor of type Intel R© Xeon R© E5-2690, with 8 cores
and 2.9 GHz clock speed. The corresponding decomposi-
tion of the LB domain in 8 sectors of equal size is shown
in Fig. 3b. The total computing time was about 30
days.

3.3 Results

Figs. 5 and 6 illustrate the mobilisation and flow of
particles during the initial and final stages of the cou-
pled erosion test, respectively. In both figures, the pop-
ulations of ‘quasi-static’ (blue coloured) particles and
of ‘fluidised’ (red coloured) particles are detected based
on the norm of their linear velocity being smaller than
0.004 m s−1 or larger than 0.02 m s−1, respectively. Par-
ticles having exited the right fluid boundary are also con-
sidered as part of the fluidised mass. In the first stage of
the experiment, illustrated in Fig. 5, an evolving region
of mobilised (yet not fluidised) particles first appears on
the downstream side of the specimen, close to the uncon-
fined sector between the two vertical alignments of fixed
particles (dashed lines). The left limit of the mobilised
region is inferred visually and marked by a vertical dot-
ted line, in each plot the of the figure. This observation
suggests a nearly constant backward propagation celer-
ity, whose value was estimated as about 0.0836 m s−1 by
linear regression. Towards the end of the numerical ex-
periment and of the erosion process, illustrated in Fig. 6,
the fluid flow progressively drags the mobilised particles
out of the specimen, and the erosion pipe progressively
appears.

The fluidisation threshold (0.02 m s−1) is by definition
a lower bound for the linear velocities of particles in mo-
tion with the fluid. Its value was therefore chosen as
representative of the localised fluid flow induced by the
erosion process itself, as illustrated in the maps of fluid
velocity norm in Fig. 7. Namely, the selected threshold
value delineates both (i) the fluid stream out of the cen-
tral, unconstrained and higher-porosity granular region
in the first stage of the test (Fig. 7a, cf. Fig. 5d) and
(ii) the profile of the erosion pipe in the final stage of
the test (Fig. 7b, cf. Fig. 6d), with significant preci-
sion. According to this definition, in the initial stage
of the erosion process (Fig. 5), the mobilised granular
mass is fluidised in the right free-flow region, out of the
specimen, while in the final stage the fluidisation occurs
within the erosion pipe (Fig. 6, except for Fig. 6d as
discussed below).

The quasi-static threshold (0.004 m s−1) was identified
as a compromise between several criteria, among which
that it be as small as possible, yet beyond the range of
‘measurement noise’. In this sense, and taking fluidi-
sation as the reference process, the candidate order of
magnitude was identified of 10−3 m s−1, namely one or-
der higher than the variance of the linear velocities in
the fluidised granular mass (estimated within the obser-
vation window in Fig. 6). The threshold value was then
determined with more accuracy based on the backward
propagation of the mobilised regions in Fig. 5. We men-
tion in particular that the same linear regression pro-
cedure by which we computed the propagation celerity
also provides an estimate of the initial (supposedly null)
horizontal extension of the mobilised mass, depending
on the candidate quasi-static threshold. For the selected
threshold value, the estimated initial extension was sat-
isfactorily as small as roughly 1 cm. Such estimate was
only negligibly improved by attempting slightly higher
quasi-static velocity thresholds, which resulted in an un-
desirable degradation of the contours of the mobilised
granular regions (compared to Fig. 5).

The charts in Fig. 8 illustrate the evolution of the
mass fractions of quasi-static particles (red squares) and
of fluidised particles (blue circles) during the coupled
simulation. The time instants on the left and right sides
of the top axis correspond to the sequences of plots in
Figs. 5 and 6, respectively. From the evolution of the
fluidised mass fraction, it can be inferred that, except for
the final stage, the process is characterised by a practi-
cally constant mass-erosion rate. After roughly the first
half of the simulation (t > 7 s), the mobilised mass is
not anymore sourcing from the quasi-static one, whose
fraction keeps stationary. Towards the end of the test
(t > 16 s), the populations of quasi-static and fluidised
particles become complementary (i.e. sum up to 95%
of the initial mass of the specimen), which marks the
end of the erosion process. The aforementioned constant
erosion rate is lost around t =11 s, due to an unstable
behaviour that precedes the clogging event centred at
t = 14.52 s and apparent in Fig. 10c.

The statistics in Table 2 show that almost all damage,
in terms of bond breakage, occurs during the unloading
stage of the preparation procedure. Namely, about 63%
of the initial bond population is lost during removal of
the right confining wall, resulting in 525 separated net-
works of bonded particles (shortly ‘bond networks’) be-
ing generated from the initial, single one. At least half of
the population of new bond networks generated during
the wall removal procedure consists of minimal individ-
uals (i.e. of networks with only one bond, see Fig. 4c)
as can be inferred from the relevant median values of the
number of particles, number of bonds and coordination
number over the network population. Only about 9%
of additional losses of bonds occur during the erosion
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min:
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max:
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Figure 5: Coupled simulation: linear velocity norm of particles at t = 0.6 s (a), 1.8 s (b), 3.0 s (c) and 4.2 s (d).
Quasi-stationary particles (norm < 0.004 m s−1) and fluidised particles (norm > 0.02 m s−1) are plotted in blue
and red colours, respectively. Yellow dashed lines are defined in Fig. 4b. The horizontal extension of the mobilised
regions are marked by yellow dotted lines.
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Figure 6: Coupled simulation: linear velocity norm of particles at t =12.12 s (a), 13.32 s (b), 14.52 s (c) and 15.72
s (d). Quasi-stationary particles (norm < 0.004 m s−1) and fully-eroded particles (norm > 0.02 m s−1) are plotted
in blue and red colours, respectively. Yellow dashed lines are defined in Fig. 4b. The fixed yellow dotted rectangle
is an observation window referred to in the text.
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Figure 7: Coupled simulation: fluid velocity norm at t = 4.2 s (a, see Fig. 5d) and at t =15.72 s (b, see Fig. 6d).
Values above the fluidisation threshold (norm > 0.02 m s−1) are represented in red colour. Yellow dashed lines are
defined in Fig. 4b.

Bond networks

No of particles No of bonds Coord. number

Stage and time

No of
bonded
particles

No of
bonds

Tot
No Mdn Avg Max Mdn Avg Max Mdn Avg Max

Specimen
preparation

After IC 5175 10381 1 5175 5175 5175 10381 10381 10381 4.01 4.01 4.01

After WR 3600 3849 525 2 6.86 705 1 7.33 994 1.00 1.38 3.33

Erosion
experiment

t = 0.6 s 3594 3725 526 2 6.83 701 1 7.08 924 1.00 1.37 2.80

t = 1.8 s 3594 3724 526 2 6.83 701 1 7.08 924 1.00 1.37 2.80

t = 3.0 s 3594 3723 526 2 6.83 701 1 7.08 924 1.00 1.37 2.80

t = 4.2 s 3545 3686 509 2 6.96 701 1 7.24 923 1.00 1.37 2.80

t = 12.12 s 2989 3218 372 2 8.03 701 1 8.65 923 1.00 1.37 2.80

t = 13.32 s 2829 3078 335 2 8.44 701 1 9.19 923 1.00 1.37 2.80

t = 14.52 s 2731 2999 306 2 8.92 701 1 9.80 923 1.00 1.38 2.80

t = 15.72 s 2695 2970 296 2 9.10 701 1 10.03 923 1.00 1.39 2.80

Table 2: Bond degradation during the preparation procedure (IC: isotropic compression; WR: wall removal) and
the coupled simulation (same time instants as in Fig. 5 and 6). The evolution of bond networks is characterised
in terms of their total number and of the median, average and maximum values of the per-network number of
particles, number of bonds and coordination number.
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Figure 8: Coupled simulation: time evolution of the masses of the quasi-stationary and fluidised particles, as
fractions of the initial mass of the specimen (see Figs. 5 and 6, which refer to the time instants reported on the
top axis of this figure). The initial mass erosion rate is pointed out by a dashed line.

experiment, despite a substantial reduction of the num-
ber of bond networks. This is due to the comminution
of small networks, as can be inferred by the increasing
average values of the number of particles and bonds.
Conversely, the largest bond networks undergo compar-
atively no loss of bonds during the erosion experiment,
as demonstrated by further available statistics not re-
ported herein. In Fig. 9, the total number of bonds
in the network to which each particle belongs, denoted
as ‘belonging network bond population’, is plotted us-
ing a two-colour map. The visualisation emphasises how
the backward erosion path is largely influenced by the
damage which affects the specimen during the unload-
ing procedure described in Sect. 3.1. Indeed, the erosion
pipe in Fig. 9b is almost entirely located in the magenta
region of relatively small bond networks in Fig. 9a.

The internal response of the specimen to the imposed
hydraulic loading is illustrated for t = 0.6 s in Fig. 10,
representative of the initial stage of the test (see also
Figs. 5b and 8). Arching through force chains clearly ap-
pears as self-organised resistance mechanism (Fig. 10a-
b), primarily of unilateral contacts (Fig. 10d) and sec-
ondarily of the residual bonds (Fig. 10c). In a more
advanced stage, e.g. for t = 13.32 s in Fig. 11 (see also
Figs. 6b and 8), the fluidised mass flows freely within
the breach due to the vanishing of arching. However,

the clogging of the aperture at t = 14.52 s, inferred from
Figs. 6c and 8, is clearly due to the re-onset of arching,
shown in Fig. 12. Our previous comments on the self-
organisation of arching, and its transient nature, also
apply to this stage.

4 Conclusions

We presented a numerical experiment for the investiga-
tion of backward erosion piping at the grain scale, in the
pipe front region. The study benefited of a previous pro-
totype experiment performed by means of essentially the
same numerical technique (the coupling of the DE and
LB methods) [13]. However, significant advances were
enabled in this study by the parallelisation of the LB
algorithm. They include significantly higher degrees of
resolution of the fluid domain and of representativeness
of the granular specimen.

In the model pipe-front region, the progress of ero-
sion was observed from inception to exhaustion. Among
the most original contributions of our analysis, we em-
phasise the definitions of the ‘quasi-static’, ‘mobilised’
and ‘fluidised’ particle populations by means of physi-
cally motivated identification of two velocity thresholds.
These definitions enabled to observe a constant erosion

12



(a)

(b)

50

Belonging-network bond population

min:
1

max:
994

Figure 9: Belonging-network bond population (i.e. the total number of bonds in the network to which the
particle belongs) after removal of the right confining wall (a) and towards the end of the coupled simulation (b,
at t =15.72 s). Yellow dashed lines are defined in Fig. 4b.

rate in the initial stage of the numerical experiment, an
almost constant celerity of backward propagation for the
region of mobilised particles, and a clogging event in an
advanced stage of the test. As previously suggested [13],
arching through force chains appeared to be a main resis-
tance mechanism, promoted by the self-organisation of
(primarily) the unilateral contact network under quasi-
static conditions (e.g. due to clogging). Our statistics
on the degradation of the networks of inter-particle co-
hesive bonds emphasised how the backward erosion path
observed during the test was largely influenced by the
specimen preparation procedure.

Further analyses will require numerical simulations on
even larger specimens, for the boundary conditions to be
applied at a ‘safer’ distance from the candidate pipe re-
gion, i.e. to avoid any spurious influences on the pipe
path. The observation of possible erosion patterns, e.g.
involving mobilisation, fluidisation and clogging of the
granular mass, will require the simulation to span much
larger time lapses. All in all, these objectives call for
more computational efficiency, possibly through more

extensive parallelisation paradigms (e.g. on distributed
memory architectures) and the use of GPUs. Despite
its obvious limitations, two-dimensional modelling still
appears to be a main tool for the investigation of back-
ward erosion piping at the grain scale. It allows realistic
computation times and enables effective data visualisa-
tion and analysis. Discrete three-dimensional modelling
is expected to provide a more exhaustive description of
the process, in a midterm perspective.
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École centrale de Lyon - LTDS. The last author was
supported by one PhD fellowship funded by Univer-
sity of Rome ‘Tor Vergata’ and by a VINCI mobility
programme for PhD in co-tutorship (Université Franco-
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Figure 10: Force chain network at t = 0.6 s, representative of the initial stage of the coupled simulation (see Fig.
5b and Fig. 8). Normal interaction forces at bonds and unilateral contacts are plotted, jointly, on the granular
configuration (a) and without the granular configuration (b). Separate contributions of bonds and unilateral
contacts are plotted in (c) and (d), respectively. Yellow dashed lines are defined in Fig. 4b.
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Figure 11: Force chain network at t = 13.32 s, prior to the clogging event (see Fig. 6b and Fig. 8). Normal
interaction forces at bonds and unilateral contacts are plotted, jointly, on the granular configuration (a) and
without the granular configuration (b). Separate contributions of bonds and unilateral contacts are plotted in (c)
and (d), respectively. Yellow dashed lines are defined in Fig. 4b.
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Figure 12: Force chain network at t = 14.52 s, corresponding to the clogging event (see Fig. 6d and Fig. 8).
Normal interaction forces at bonds and unilateral contacts are plotted, jointly, on the granular configuration (a)
and without the granular configuration (b). Separate contributions of bonds and unilateral contacts are plotted
in (c) and (d), respectively. Yellow dashed lines are defined in Fig. 4b.
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