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Kinetic limit for a chain of harmonic oscillators with a point

Langevin thermostat

Tomasz Komorowski∗ Stefano Olla†

October 4, 2019

Abstract

We consider an infinite chain of coupled harmonic oscillators with a Langevin thermostat

attached at the origin and energy, momentum and volume conserving noise that models the

collisions between atoms. The noise is rarefied in the limit, that corresponds to the hypothesis that

in the macroscopic unit time only a finite number of collisions takes place (Boltzmann-Grad limit).

We prove that, after the hyperbolic space-time rescaling, the Wigner distribution, describing

the energy density of phonons in space-frequency domain, converges to a positive energy density

functionW (t, y, k) that evolves according to a linear kinetic equation, with the interface condition

at y = 0 that corresponds to reflection, transmission and absorption of phonons. The paper

extends the results of [3], where a thermostatted harmonic chain (with no inter-particle scattering)

has been considered.

1 Introduction

The mathematical analysis of macroscopic energy transport in anharmonic chain of oscillators con-

stitutes a very hard mathematical problem, see [6]. One approach to it is to replace the non-linearity

by a stochastic exchange of momentum between nearest neighbor particles in such a way that the

total kinetic energy and momentum are conserved. This stochastic exchange can be modeled in

various ways: e.g. for each couple of nearest neighbor particles the exchange of their momenta can

occur independently at an exponential time (which models their elastic collision). Otherwise, for
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each triple of consecutive particles, exchange of momenta can be performed in a continuous, diffusive

fashion, so that its energy and momentum are preserved. In the present article we adopt the latter

choice, see Section 2.3.1 for a detailed description of the dynamics, but, with no significant changes,

all our results can be extended to other stochastic noises. A small parameter ǫ > 0 is introduced to

rescale space and time, and the intensity of the noise is adjusted so that in a (macroscopic) finite

interval of time, there is only a finite amount of momentum exchanged by the stochastic mechanism.

In terms of the random exchanges, it means that, on average, each particle undergoes only a finite

number of stochastic collisions in a finite time. Letting ǫ → 0 corresponds therefore to taking the

kinetic limit for the system.

The Wigner distribution is a useful tool to localize in space the energy per frequency mode. In

the absence of the thermostat, it is proven in [1], that as ǫ → 0, the Wigner distribution converges

to the solution of the kinetic transport equation

∂tW (t, y, k)+ω̄′(k)∂yW (t, y, k) = 2γ0

∫

T

R(k, k′)
(
W (t, y, k′)−W (t, y, k)

)
dk, (t, y, k) ∈ [0,+∞)×T×R,

(1.1)

with an explicitly given scattering kernel R(k, k′) ≥ 0. It is symmetric and the total scattering kernel

behaves as

R(k) :=

∫

T

R(k, k′)dk′ ∼ |k|2 for |k| ≪ 1. (1.2)

Here T is the unit torus, which is the interval [−1/2, 1/2], with identified endpoints. Furthermore

γ0 > 0 is the scattering rate for the microscopic chain (see (2.8) below) and ω̄(k) = ω(k)/2π, where

ω(k) is the dispersion relation of the chain (see definition (2.11)).

In the present paper we are interested in the macroscopic effects of a heat bath at temperature

T , modeled by a Langevin dynamics, applied to one particle, say the one labelled 0, with a coupling

strength γ1 > 0 (see (2.8) below for a detailed description). Unlike the conservative stochastic

dynamics acting on the bulk, the action of the heat bath is not rescaled with ǫ, so in the limit as

ǫ→ 0 it constitutes a singular perturbation on the dynamics. The effect in the limit is to introduce

the following interface conditions at y = 0 on (1.1):

W (t, 0+, k) = p−(k)W (t, 0+,−k) + p+(k)W (t, 0−, k) + ı(k)T, for 0 < k ≤ 1/2,

W (t, 0−, k) = p−(k)W (t, 0−,−k) + p+(k)W (t, 0+, k) + ı(k)T, for −1/2 < k < 0.
(1.3)

Interpreting W (t, y, k) as the density of the energy of the phonons of mode k at time t and position

y, then p+(k), p−(k) and ı(k) are respectively the probabilities for transmission, reflection and

absorption of a phonon of mode k when it crosses y = 0, while ı(k)T is the rate of creation of a
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phonon of that mode. These probabilities are functions of k and depend only on the dispersion

relation ω(·) and the intensity γ0 of the thermostat (cf. (2.29)). They are properly normalized, i.e.

p+(k) + p−(k) + ı(k) = 1, so that W (t, y, k) = T is a stationary solution (thermal equilibrium).

This result was recently proven in the absence of the conservative noise in the bulk (i.e. γ0 = 0

in (1.1)), see [3]. Then, the resulting dynamics outside the interface, given by (1.1), reduces itself to

pure transport as γ0 = 0. Obviously, the coefficients appearing in the interface conditions (1.3) do

not depend on the presence of the bulk noise.

The goal of the present paper is to extend the result of [3] to the case when the inter-particle

noise is present, i.e. γ0 > 0, see Theorem 2.9 below for the precise formulation of our main result. We

emphasize that in the situation when γ0 = 0, both the equations for the microscopic and macroscopic

dynamics, given below by (2.15) and (1.1) respectively, can be solved explicitly, in terms of the initial

condition, and this fact has been extensively used in the proof in [3]. The argument can be extended

to the dynamics where only the damping terms of the noise are present, i.e. with no noise input both

from the inter-particle scattering and the thermostat, see (3.1). The equation for the macroscopic

limit of the respective Wigner distribution W un(t, y, k) reads (cf (2.34)), see Theorem 5.6 below,

∂tW
un(t, y, k) + ω̄′(k)∂yW

un(t, y, k) = −2γ0R(k)W
un(t, y, k), y 6= 0, (1.4)

with the boundary conditions as in (1.3). In the next step we add the stochastic part correspond-

ing to the inter-particle scattering, which corresponds to T = 0 for the thermostat, see equation

(4.2) formulated for the respective wave function. Next, we use the previously described dynamics

to represent the solution of the equation with the help of the Duhamel formula, see (5.8). The

corresponding representation for the Wigner distribution is given in (5.12). Having already estab-

lished the macroscopic limit for the dynamics with no stochastic noise, we can use the Duhamel

representation to identify the kinetic limit of the noisy microscopic dynamics when the thermostat

temperature T = 0, see Theorem 5.5. The extension to the case when the temperature T > 0 is

possible by another application of the Duhamel formula, see Section 6.

Concerning the organization of the paper, Section 2 is devoted to preliminaries and the for-

mulation of the main result, see Theorem 2.9. Among things discussed is the rigorous definition

of a solution of a kinetic equation (1.1) with the interface condition (1.3), see Sections 2.6.3 and

2.6.4. Section 3 deals with the basic properties of the microscopic dynamics obtained by removal

of stochastic noises, both between the particles of the chain and the thermostat. This dynamics is

an auxiliary tool for the mild formulation of the microscopic dynamics corresponding to the chain

with inter-particle scattering and thermostat. We discuss first the case when thermostat is set at
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T = 0, see Section 4. In this section we obtain also basic estimates for the microscopic Wigner dis-

tributions, see Proposition 4.1, that follow from the energy balance equation established in (4.23).

A similar result is also formulated for the auxiliary dynamics with no stochastic noise in Section 5.1.

In Section 5.3 we formulate the result concerning the kinetic limit for this dynamics, see Theorem

5.6. Its proof is quite analogous to the argument of [3] and is given in Appendix B. Section 5.5 is

essentially devoted to the proof of the main result (Theorem 2.9) for the case T = 0 and the proof for

T > 0 is presented in Section 6. Some properties of the dynamics corresponding to the macroscopic

kinetic limit are proven in Appendix A. Section C of the appendix is devoted to the proof of some

properties of the interface coefficients appearing in the limit.
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2 Preliminaries and statement of the main results

2.1 Basic notation

We shall use the following notation: let R∗ := R \ {0}, R+ := (0,+∞), R− := (−∞, 0) and likewise

T∗ := T \ {0}, T+ := (0, 1/2), T− := (−1/2, 0). Throughout the paper we use the short hand

notation

s(k) := sin(πk) c(k) := cos(πk), k ∈ T. (2.1)

Let ex(k) := exp{2πixk} for x belonging to the set of integers Z. The Fourier series corresponding to

a complex valued sequence (fx)x∈Z belonging to ℓ2 - the Hilbert space of square integrable sequences

of complex numbers - is given by

f̂(k) =
∑

x∈Z

fxe
⋆
x(k), k ∈ T. (2.2)

Here z⋆ is the complex conjugate of z ∈ C. By the Parseval identity f̂ ∈ L2(T) - the space of complex

valued, square integrable functions - and ‖f̂‖L2(T) = ‖f‖ℓ2 .
Given ǫ > 0 we let Zǫ := (ǫ/2)Z and Tǫ := (2/ǫ)T. Let ℓ2,ǫ be the space made of all complex
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valued square integrable sequences (fy)y∈Zǫ
equipped with the norm

‖f‖ℓ2,ǫ :=




ǫ

2

∑

y∈Zǫ

|fy|2




1/2

.

Let

f̂(η) =
ǫ

2

∑

y∈Zǫ

fye
⋆
y(η), η ∈ Tǫ. (2.3)

The Parseval identity takes then the form ‖f̂‖L2(Tǫ) = ‖f‖ℓ2,ǫ .
For any non-negative functions f, g acting on a set A the notation f � g means that there exists

a constant C > 0 such that f(a) ≤ Cg(a) for a ∈ A. We shall write f ≈ g if f � g and g � f .

Given a function f : R̄+ → C satisfying |f(t)| ≤ CeMt, for fome C,M > 0 we denote by f̃(λ) its

Laplace transform

f̃(λ) =

∫ +∞

0
e−λtf(t)dt, Reλ > M.

2.2 Some function spaces

For a given G ∈ S(R × T) - the class of Schwartz functions on R× T - we let

Ĝ(η, k) =

∫

R

e⋆y(η)G(y, k)dy

be its Fourier transform in the first variable. Let

Ac := [G : Ĝ ∈ C∞
c (R× T)]. (2.4)

Let A be the Banach space obtained by the completion of Ac in the norm

‖G‖A :=

∫

R

sup
k∈T

|Ĝ(η, k)|dη, G ∈ Ac. (2.5)

Space A′ - the dual to A - consists of all distributions G ∈ S ′(R× T) of the form

〈G,F 〉 =
∫

R×T

Ĝ⋆(η, k)F̂ (η, k)dηdk, F ∈ A

for some measurable function Ĝ : R× T → C, equipped with the norm

‖G‖A′ = sup
η∈R

∫

T

|Ĝ(η, k)|dk < +∞. (2.6)

We shall also consider the spaces L2,ǫ := ℓ2,ǫ ⊗ L2(T). The respective norms of G : Zǫ × T → C

and Ĝ : Tǫ × T → C are given by

‖G‖L2,ǫ
:=




ǫ

2

∑

y∈Zǫ

‖Gy‖2L2(T)





1/2

= ‖Ĝ‖L2(Tǫ×T). (2.7)
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2.3 Infinite system of interacting harmonic oscillators

2.3.1 Thermostatted Hamiltonian dynamics with momentum and energy conserving

noise

We consider a stochastically perturbed chain of harmonic oscillators thermostatted at a fixed tem-

perature T ≥ 0 at x = 0. Its dynamics is described by the system of Itô stochastic differential

equations

dqx(t) = px(t)dt

dpx(t) =
[
−(α ⋆ q(t))x − ǫγ0

2
(θ ⋆ p(t))x

]
dt+

√
ǫγ0

∑

k=−1,0,1

(Yx+kpx(t))dwx+k(t) (2.8)

+
(
−γ1p0(t)dt+

√
2γ1Tdw(t)

)
δ0,x, x ∈ Z.

Here

Yx := (px − px+1)∂px−1
+ (px+1 − px−1)∂px + (px−1 − px)∂px+1

(2.9)

and (wx(t))t≥0, x ∈ Z with (w(t))t≥0, are i.i.d. one dimensional, real valued, non-anticipative

standard Brownian motions, over some filtered probability space (Σ,F , (Ft)t≥0 ,P). In addition,

θx = ∆θ(0)x := θ
(0)
x+1 + θ

(0)
x−1 − 2θ(0)x

with

θ(0)x =





−4, x = 0

−1, x = ±1

0, if otherwise.

A simple calculation shows that

θ̂(k) = 8s2(k)
(
1 + 2c2(k)

)
, k ∈ T. (2.10)

Parameters ǫγ0 > 0, γ1 describe the strength of the inter-particle and thermostat noises, respectively.

In what follows we shall assume that ǫ > 0 is small, that corresponds to the low density hypothesis

that results in atoms suffering finitely many ”collisions” in a macroscopic unit of time (Boltzmann-

Grad limit). Although the noise considered here is continuous we believe that the results of the

present paper extend to other type of noises, such as e.g. Poisson shots.

Since the vector field Yx is orthogonal both to a sphere p2x−1 + p2x + p2x+1 ≡ const and plane

px−1+px+px+1 ≡ const, the inter-particle noise conserves locally the kinetic energy and momentum.

Concerning the Hamiltonian part of the dynamics, we assume (cf [1]) that the coupling constants

(αx)x∈Z satisfy the following:
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a1) they are real valued and there exists C > 0 such that |αx| ≤ Ce−|x|/C for all x ∈ Z,

a2) α̂(k) is also real valued and α̂(k) > 0 for k 6= 0 and in case α̂(0) = 0 we have α̂′′(0) > 0.

The above conditions imply that both functions x 7→ αx and k 7→ α̂(k) are even. In addition,

α̂ ∈ C∞(T) and in case α̂(0) = 0 we have α̂(k) = k2φ(k2) for some strictly positive φ ∈ C∞(T). The

dispersion relation ω : T → R̄+, given by

ω(k) :=
√
α̂(k) (2.11)

is even. Throughout the paper it is assumed to be unimodal, i.e. increasing on [0, 1/2] and then,

in consequence, decreasing on [−1/2, 0]. Its unique minimum and maximum, attained at k = 0,

k = 1/2, respectively are denoted by ωmin ≥ 0 and ωmax, correspondingly. We denote the two

branches of its inverse by ω± : [ωmin, ωmax] → T̄±.

2.3.2 Initial data

We assume that the initial data is random and, given ǫ > 0, distributed according to probabilistic

measure µǫ and

E∗ := sup
ǫ∈(0,1]

ǫ
∑

x∈Z

〈ex〉µǫ
< +∞. (2.12)

Here 〈·〉µǫ
is the expectation with respect to µǫ and the microscopic energy density

ex :=
1

2

(
p2x +

∑

x′∈Z

αx−x′qxqx′

)
.

The assumption (2.12) ensures that the macroscopic energy density of the chain is finite.

2.4 Kinetic scaling of the wave-function

To observe macroscopic effects of the inter-particle scattering consider time of the order t/ǫ. It is

also convenient to introduce the wave function that, adjusted to the macroscopic time, is given by

ψ(ǫ)(t) := ω̃ ⋆ q

(
t

ǫ

)
+ ip

(
t

ǫ

)
, (2.13)

where (p(t), q(t)) satisfies (2.8) and (ω̃x)x∈Z are the Fourier coefficients of the dispersion relation,

see (2.11). We shall consider the Fourier transform of the wave function, given by

ψ̂(ǫ)(t, k) = ω(k)q̂(ǫ) (t, k) + ip̂(ǫ) (t, k) . (2.14)
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Here q̂(ǫ) (t), p̂(ǫ) (t) are given by the Fourier series for q
(ǫ)
x (t) := qx(t/ǫ) and p

(ǫ)
x (t) := px(t/ǫ), x ∈ Z,

respectively. They satisfy

dψ̂(ǫ)(t, k) =

{
− i
ǫ
ω(k)ψ̂(ǫ)(t, k)− 2iγ0R(k)p̂

(ǫ) (t, k)− iγ1
ǫ

∫

T

p̂(ǫ)
(
t, k′

)
dk′
}
dt

−2
√
γ0

∫

T

r(k, k′)p̂(ǫ)
(
t, k − k′

)
B(dt, dk′) + i

√
2γ1T

ǫ
dw(t), (2.15)

ψ̂(ǫ)(0) = ψ̂,

where

p̂(ǫ) (t, k) :=
1

2i

[
ψ̂(ǫ)(t, k) −

(
ψ̂(ǫ)

)⋆
(t,−k)

]
,

r(k, k′) := 4s(k)s(k − k′)s(2k − k′) k, k′ ∈ T,

R(k) :=

∫

T

r2(k, k′)dk′ = s2(2k) + 2s2(k) =
θ̂(k)

4
.

Here B(t, dk) =
∑

x∈Zwx(t)ex(k)dk is a cylindrical Wiener process on L2(T), i.e.

E[B(dt, dk)B⋆(ds, dk′)] = δ(k − k′)δ(t− s)dtdsdkdk′. (2.16)

2.5 Energy density - Wigner function

One can easily check that

‖ψ̂(ǫ)(t)‖2L2(T) = ‖ψ(ǫ)(t)‖2ℓ2 =
∑

x∈Z

(
p(ǫ)x (t)

)2
+
∑

x,x′∈Z

αx−x′q(ǫ)x (t)q
(ǫ)
x′ (t). (2.17)

After straightforward calculations one can verify that

d‖ψ̂(ǫ)(t)‖2L2(T) = −2γ1
ǫ

[(
p
(ǫ)
0 (t)

)2
− T

]
dt+

(
2γ1T

ǫ

)1/2

p
(ǫ)
0 (t)dw(t), Pǫ -a.s. (2.18)

Here Pǫ := P ⊗ µǫ. By Eǫ we denote the expectation with respect to Pǫ. From assumptions (2.12)

and (2.18) we obtain.

Proposition 2.1 Under the kinetic scaling we have

E∗(t) := sup
ǫ∈(0,1]

ǫ

2
Eǫ‖ψ̂(ǫ)(t)‖2L2(T) ≤ E∗ + γ1T t, t ≥ 0. (2.19)

We can introduce the (averaged) Wigner distribution Wǫ(t) ∈ A′, corresponding to ψ(ǫ)(t), by the

formula

〈Wǫ(t), G〉 :=
ǫ

2

∑

x,x′∈Z

Eǫ

[(
ψ
(ǫ)
x′ (t)

)⋆
ψ(ǫ)
x (t)

]
ex′−x(k)G

(
ǫ
x+ x′

2
, k

)
, G ∈ A. (2.20)
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Thanks to (2.19) it is well defined for any t ≥ 0 and ǫ ∈ (0, 1]. Using the Fourier transform in the

first variable we can rewrite the Wigner distribution as

〈Wǫ(t), G〉 =
∫

Tǫ×T

Ŵ ⋆
ǫ (t, η, k)Ĝ (η, k) dηdk, G ∈ A, (2.21)

where

Ŵǫ(t, η, k) :=
ǫ

2
Eǫ

[(
ψ̂(ǫ)

)⋆ (
t, k − ǫη

2

)
ψ̂(ǫ)

(
t, k +

ǫη

2

)]
. (2.22)

We shall refer to Ŵǫ(t) as the Fourier-Wigner function corresponding to the given wave function.

For the sake of future reference define also Yǫ(t), by its Fourier transform

Ŷǫ(t, η, k) :=
ǫ

2
Eǫ

[
ψ̂(ǫ)

(
t,−k + ǫη

2

)
ψ̂(ǫ)

(
t, k +

ǫη

2

)]
. (2.23)

2.6 Kinetic equation

An important role in our analysis will be played by the function, see Section 2 of [3],

J(t) =

∫

T

cos (ω(k)t) dk. (2.24)

Its Laplace transform

J̃(λ) :=

∫ ∞

0
e−λtJ(t)dt =

∫

T

λ

λ2 + ω2(k)
dk, λ ∈ C+ := [z : Re z > 0]. (2.25)

One can easily see that Re J̃(λ) > 0 for λ ∈ C+, therefore we can define the function

g̃(λ) := (1 + γ1J̃(λ))
−1, λ ∈ C+. (2.26)

We have

|g̃(λ)| ≤ 1, λ ∈ C+. (2.27)

The function g̃(·) is analytic on C+ so, by the Fatou theorem, see e.g. p. 107 of [5], we know that

ν(k) := lim
ǫ→0+

g̃(ǫ− iω(k)) (2.28)

exists a.e. in T and in any Lp(T) for p ∈ [1,∞).

Let us introduce

℘(k) :=
γ1ν(k)

2|ω̄′(k)| , ı(k) :=
γ1|ν(k)|2
|ω̄′(k)| , p+(k) := |1− ℘(k)|2 , p−(k) := |℘(k)|2, (2.29)

where ω̄′(k) := ω′(k)/(2π). We have shown in [3] that

Re ν(k) =

(
1 +

γ1
2|ω̄′(k)|

)
|ν(k)|2. (2.30)

The functions p±(·) and ı(·) are even. Thanks to (2.30) we have

p+(k) + p−(k) + ı(k) = 1. (2.31)
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2.6.1 Linear kinetic equation with an interface

Let L be the operator given by

LF (k) := 2

∫

T

R(k, k′)
[
F
(
k′
)
− F (k)

]
dk′, k ∈ T, (2.32)

for F ∈ L1(T) and

R(k, k′) :=
1

2

{
r2
(
k, k − k′

)
+ r2

(
k, k + k′

)}
(2.33)

= 8s2(k)s2(k′)
{
s2(k)c2(k′) + s2(k′)c2(k)

}
, k, k′ ∈ T.

Note that (cf (2.10)) the total scattering kernel equals

R(k) :=

∫

T

R(k, k′)dk′ =
θ̂(k)

4
. (2.34)

Definition 2.2 Given T ∈ R, let CT be a subclass of Cb(R∗ × T∗) that consists of continuous

functions F that can be continuously extended to R̄± × T∗ and satisfy the interface conditions

F (0+, k) = p−(k)F (0
+,−k) + p+(k)F (0

−, k) + ı(k)T, for 0 < k ≤ 1/2, (2.35)

and

F (0−, k) = p−(k)F (0
−,−k) + p+(k)F (0

+, k) + ı(k)T, for −1/2 < k < 0. (2.36)

Note that F ∈ CT if and only if F − T ′ ∈ CT−T ′ for any T, T ′ ∈ R, because of (2.31).

Let us fix T ≥ 0. We consider the kinetic interface problem given by equation

∂tW (t, y, k) + ω̄′(k)∂yW (t, y, k) = γ0LkW (t, y, k), (t, y, k) ∈ R+ × R∗ × T∗,

W (0, y, k) =W0(y, k),
(2.37)

with the interface condition

W (t) ∈ CT , t ≥ 0. (2.38)

Here Lk denotes the operator L acting on the k variable. We shall omit writing the subscript if

there is no danger of confusion.
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2.6.2 Simplified case. Explicit solution

We consider first the situation when equation (2.37) is replaced by

∂tW
un(t, y, k) + ω̄′(k)∂yW

un(t, y, k) = −2γ0R(k)W
un(t, y, k), (t, y, k) ∈ R+ × R∗ × T∗,

W un(0, y, k) =W0(y, k),
(2.39)

with the interface conditions (2.35) – (2.36), with T = 0. It can be solved explicitly, using the

method of characteristics, and we obtain

W un(t, y, k) = e−2γ0R(k)t

{
W0

(
y − ω̄′(k)t, k

)
1[0,ω̄′(k)t]c(y) + p+(k)W0

(
y − ω̄′(k)t, k

)
1[0,ω̄′(k)t](y)

+ p−(k)W0

(
−y + ω̄′(k)t,−k

)
1[0,ω̄′(k)t](y)

}
. (2.40)

Consider a semigroup of bounded operators on L∞(R× T∗) defined by

Wun
t (W0) (y, k) :=W un(t, y, k), (2.41)

with W0 ∈ L∞(R × T∗), t ≥ 0 and (y, k) ∈ R∗ × T∗. From formula (2.40) one can conclude

that (Wun
t )t≥0 forms a semigroup of contractions on both L1(R × T) and L∞(R × T). Thus, by

interpolation, formula (2.40) defines a semigorup of contractions on any Lp(R× T), 1 ≤ p ≤ +∞.

Note that ifW0 is continuous in R∗×T∗, thenW
un(t, y, k) satisfies the interface conditions (2.35)

and (2.36), with T = 0 for all t > 0. Therefore, (Wun
t )t≥0 is a semigroup on C0 with W un(t, y, k) (cf

(2.41)) satisfying the first equation of (2.39), the interface condition (2.35) - (2.36) and the initial

condition

lim
t→0+

W un(t, y, k) =W0(y, k), (y, k) ∈ R∗ × T∗.

2.6.3 Kinetic equation - classical solution

Definition 2.3 We say that a function W : R̄+ × R × T∗ → R is a classical solution to equation

(2.37) with the interface conditions (2.35), (2.36) at y = 0, if it is bounded and continuous on

R+ ×R∗ × T∗, and the following conditions hold:

(1) the restrictions of W to R+×Rι×Tι′, ι, ι
′ ∈ {−,+}, can be extended to bounded and continuous

functions on the respective closures R̄+ × R̄ι × T̄ι′,

(2) for each (t, y, k) ∈ R+ × R∗ × T∗ fixed, the function W (t+ s, y + ω̄′(k)s, k) is of the C1 class

in the s-variable in a neighborhood of s = 0, and the directional derivative

DtW (t, y, k) =
(
∂t + ω̄′(k)∂y

)
W (t, y, k) :=

d

ds |s=0
W (t+ s, y + ω̄′(k)s, k) (2.42)
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is bounded in R+ × R∗ × T∗ and satisfies

DtW (t, y, k) = γ0LkW (t, y, k), (t, y, k) ∈ R+ × R∗ × T∗, (2.43)

3) W (t) satisfies (2.35), (2.36) and

lim
t→0+

W (t, y, k) =W0(y, k), (y, k) ∈ R∗ × T∗. (2.44)

The following result has been shown in [4], see Proposition 2.2.

Proposition 2.4 Suppose that W0 ∈ CT . Then, under the above hypotheses on the scattering kernel

R(k, k′) and the dispersion relation ω(k), there exists a unique classical solution to equation (2.37)

with the interface conditions (2.35) and (2.36) in the sense of Definition 2.3.

2.6.4 L2 solution

We assume that T = 0. Define Wt(W0) := W (t). Thanks to Proposition 2.4 the family (Wt)t≥0

forms a semigroup on the linear space C0. Furthermore, we let

RF (k) :=
∫

T

R(k, k′)F
(
k′
)
dk′, k ∈ T, F ∈ L1(T). (2.45)

Let C′
0 := C0 ∩ L2(R× T). The following result holds.

Proposition 2.5 We have Wt (C′
0) ⊂ C′

0 for all t ≥ 0. The semigroup (Wt)t≥0 extends by the L2

closure from C′
0 to a C0-continuous semigroup of contractions on L2(R × T). Moreover, it is the

unique solution in L2(R× T) of the integral equation

Wt = Wun
t + 2γ0

∫ t

0
Wun

t−sRWsds, t ≥ 0. (2.46)

The proof of this result is contained in Appendix A. We shall refer to the semigroup solution described

in Proposition 2.5 as the L2-solution of quation (2.37) with the interface conditions (2.35) and (2.36)

for T = 0. To extend the definition of such a solution to the case of an arbitrary T ≥ 0 we proceed

as follows. Suppose thatW0 ∈ L2(R×T). Let χ ∈ C∞
c (R) be an arbitrary real valued, even function

that satisfies

χ(y) =





1, for |y| ≤ 1/2,

0, for |y| ≥ 1,

belongs to [0, 1], if otherwise.

(2.47)
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Definition 2.6 We say that W (t, y, k) is the L2-solution of quation (2.37) with the interface con-

ditions (2.35) and (2.36) for a given T ≥ 0 and an initial condition W0 ∈ L2(R × T), if it is of the

form

W (t, y, k) := Wt(W̃0)(y, k) +

∫ t

0
Ws(F )(y, k)ds + Tχ(y), (t, y, k) ∈ R̄+ × R× T. (2.48)

Here

F (y, k) := −T ω̄′(k)χ′(y), W̃0(y, k) :=W0(y, k) − Tχ(y). (2.49)

Remark 2.7 Note that the definition of the solution does not depend on the choice of function χ

satisfying (2.47).

Remark 2.8 Suppose that W0 ∈ CT . Then, W (t, y, k) given by(2.48) is the classical solution of

(2.37) with the interface conditions (2.35) and (2.36), in the sense of Definition 2.3.

2.7 Asymptotics of the Wigner functions - the statement of the main result

Thanks to (2.19) we conclude that

sup
ǫ∈(0,1]

‖Wǫ‖L∞([0,τ ];A′) < +∞, for any τ > 0. (2.50)

Therefore (Wǫ(·)) is sequentially ⋆-weakly compact in L∞
loc([0,+∞),A′), i.e. from any sequence

ǫn → 0 we can choose a subsequence, that we still denote by the same symbol, for which (Wǫn(·))
⋆-weakly converges in

(
L1([0, t],A)

)′
for any t > 0. In our main result we identify the limit as the L2

solution of the kinetic equation (2.37) with the interface conditions (2.35) and (2.36), in the sense

of Definition 2.6.

Theorem 2.9 Suppose that there exist C, κ > 0 such that

|Ŵǫ(0, η, k)| + |Ŷǫ(0, η, k)| ≤ Cϕ(η), (η, k) ∈ Tǫ × T, ǫ ∈ (0, 1], (2.51)

where

ϕ(η) :=
1

(1 + η2)3/2+κ
, (2.52)

and

Wǫ(0)
w⋆

−→
ǫ→0+

W0 in A′.
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Then, W0 ∈ L2(R× T) and for any G ∈ L1
loc ([0,+∞);A) we have

lim
ǫ→0+

∫ τ

0
〈Wǫ(t), G(t)〉dt =

∫ τ

0
〈W (t), G(t)〉dt, τ > 0. (2.53)

Here W (t) is the L2 solution of the kinetic equation (2.37) with the interface conditions (2.35) and

(2.36) satisfying W (0) =W0.

In the case T = 0 the theorem is a direct consequence of Theorem 5.5 proved below. The more

general case T ≥ 0 is treated in Section 6.

3 Deterministic wave equation corresponding to (2.15)

Here we consider a deterministic part of the dynamics described in (2.15). Its corresponding energy

density function will converge to the solution of (2.39). In microscopic time the evolution of the

wave function is given by

d

dt
φ̂(t, k) = −iω(k)φ̂(t, k)− 2iǫγ0R(k)p̂ (t, k)− iγ1

∫

T

p̂
(
t, k′

)
dk′, (3.1)

φ̂(0, k) = ψ̂(k),

where

p̂(t, k) :=
1

2i

[
φ̂(t, k)−

(
φ̂(t,−k)

)⋆]
.

In fact it is convenient to deal with the vector formulation of the equation for

Φ̂(t, k) =




φ̂+(t, k)

φ̂−(t, k),


 , Ψ̂(k) =




ψ̂+(k)

ψ̂−(k)


 . (3.2)

Here, we use the convention φ̂+(t, k) = φ̂(t, k) and φ̂−(t, k) :=
(
φ̂(t,−k)

)⋆
and similarly for ψ̂±(k).

The equation then takes the form

d

dt
Φ̂(t, k) = Ωǫ(k)Φ̂(t, k)− iγ1fp0(t),

Φ̂(0, k) = Ψ̂(k). (3.3)

Here

Ωǫ(k) :=


 −γ0ǫR(k)− iω(k) γ0ǫR(k)

γ0ǫR(k) −γ0ǫR(k) + iω(k)


 = Ω0(k)− γ0ǫR(k)D. (3.4)
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and

f :=


 1

−1


 , D := fT ⊗ f =


 1 −1

−1 1


 .

The momentum at x = 0 equals

p0(t) :=
1

2i

∫

T

Φ̂(t, k) · fdk =
1

2i

∫

T

[
φ̂(t, k) −

(
φ̂(t,−k)

)⋆]
dk. (3.5)

The eigenvalues of the matrix Ωǫ(k) equal λ±(k) = −γ0ǫR(k)± iωǫ(k), where

β(k) =
γ0R(k)

ω(k)
, ωǫ(k) := ω(k)

√
1− (ǫβ(k))2. (3.6)

Note that λ⋆+ = λ−.

Solution of (3.3)

By the Duhamel formula, from (3.3) we get

Φ̂(t, k) = eΩǫ
(k, t)Ψ̂(k)− iγ1

∫ t

0
eΩǫ

(k, t− s)fp0(s)ds. (3.7)

Here

eΩǫ
(k, t) := exp {Ωǫ(k)t} =


 e1,1Ωǫ

(k, t) e1,2Ωǫ
(k, t)

e1,2Ωǫ
(k, t) [e1,1Ωǫ

]⋆(k, t)


 (3.8)

and

e1,1Ωǫ
(k, t) :=

1

4

{(
1 +

√
1− (ǫβ(k))2

)2
e−(k, t)− (ǫβ(k))2e+(k, t)

}
,

e1,2Ωǫ
(k, t) :=

iǫβ(k)

4

(
1 +

√
1− (ǫβ(k))2

)
(e−(k, t) − e+(k, t)), (3.9)

e±(k, t) := eλ±(k)t.

Note that e⋆±(k, t) = e∓(k, t).

Multiplying scalarly both sides of (3.7) by f and integrating over k we conclude that

p0(t) + γ1Jǫ ⋆ p0(t) = p00(t) (3.10)

Here

p00(t) :=
1

2i

∫

T

eΩǫ
(k, t)Ψ̂(k) · fdk (3.11)

and

Jǫ(t) :=
1

2

∫

T

exp {Ωǫ(k)t} f · fdk =

∫

T

jǫ(t, k)dk, (3.12)
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where

jǫ(t, k) :=
1

2
exp {Ωǫ(k)t} f · f = e−ǫγ0R(k)t

{√
1− (ǫβ(k))2 cos (ωǫ(k)t)− ǫβ(k) sin (ωǫ(k)t)

}
. (3.13)

Taking the Laplace transforms of the both sides of (3.10) we obtain

p̃0(λ)(1 + γ1J̃ǫ(λ)) = p̃00(λ). (3.14)

By a direct calculation one concludes that

Re J̃ǫ(λ) > 0, for any λ ∈ C+. (3.15)

Since Jǫ(·) is real valued, we have

J̃⋆
ǫ (λ) = J̃ǫ(λ

⋆) for any λ ∈ C+.

From (3.14) we get

p̃0(λ) = g̃ǫ(λ)p̃
0
0(λ), (3.16)

with g̃ǫ(λ) defined by

g̃ǫ(λ) :=
(
1 + γ1J̃ǫ(λ)

)−1
, Reλ > 0. (3.17)

Thanks to (3.15) we obtain

|g̃ǫ(λ)| ≤ 1, Reλ > 0 (3.18)

and, as a result,

γ1|J̃ǫ(λ)g̃ǫ(λ)| ≤ 2, Reλ > 0. (3.19)

The following result shows in particular that g̃ǫ(ǫ − iω(k)) approximates in some sense ν(k), as

ǫ→ 0+ (see (2.28)).

Proposition 3.1 Suppose that K : T → R+ is a uniformly continuous and bounded function satis-

fying

inf
k∈T

K(k) > 0. (3.20)

Then,

g̃ǫ(λ) = g̃(λ) + ǫr̃ǫ(λ), λ ∈ C+, (3.21)

where

lim
ǫ→0+

ǫp
∫

T

|r̃ǫ(ǫK(k)− iω(k))|pdk = 0,

for any p ∈ [1,+∞).
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The proof of Proposition 3.1 is shown in Appendix C.

Define by gǫ(ds) the distribution such that

g̃ǫ(λ) =

∫ +∞

0
e−λtgǫ(ds). (3.22)

From (3.17) it satisfies

gǫ(ds) = δ(ds) − γ1Jǫ ⋆ gǫ(s)ds. (3.23)

The Volterra equation (3.23) has a unique real-valued solution and γ1Jǫ ⋆ gǫ(s) is a C∞ smooth

function, see e.g. the argument made in Section 3 of [3]. The solution of (3.7) can be then written

as follows

Φ̂(t, k) = U(t)Ψ̂(k) := eΩǫ
(k, t)Ψ̂(k)− iγ1

∫ t

0
eΩǫ

(k, t− s)fp00 ⋆ gǫ(s)ds (3.24)

= eΩǫ
(k, t)Ψ̂(k)− γ1

2

∫ t

0
ds

∫ s

0
gǫ(ds1)

∫

T

eΩǫ
(k, t− s)DeΩǫ

(k, s − s1)Ψ̂(ℓ)dℓ.

4 Dynamics of the energy density when T = 0

Starting with the present section untill Section 6 we shall assume that the thermostat temperature

T = 0, see (2.15). We maintain this assumption untill Section 6. Let

Ψ̂(ǫ)(t, k) =


 ψ̂

(ǫ)
+ (t, k)

ψ̂
(ǫ)
− (t, k)


 , (4.1)

where ψ̂
(ǫ)
+ (t, k) := ψ̂(ǫ)(t, k) and ψ̂

(ǫ)
− (t, k) :=

(
ψ̂(ǫ)

)⋆
(t,−k) (cf (2.14)). From (2.15) we get

dΨ̂(ǫ)(t, k) =
1

ǫ
Ωǫ(k)Ψ̂

(ǫ)(t, k)dt + i
√
γ0

∫

T

r(k, k′)DΨ̂(ǫ)
(
t, k − k′

)
B(dt, dk′)− iγ1

ǫ
p0(t)gdt,

Ψ(ǫ)(0, k) = Ψ̂(k). (4.2)

With some abuse of notation we denote by A the Banach space of all matrix valued functions

obtained by the completion of functions of the form

F(y, k) =


 G(y, k) H(y, k)

H⋆(y, k) G(y,−k)


 , (y, k) ∈ R× T, (4.3)

with C∞ smooth entries satisfying G is real valued and H is even in k. The completion is taken in

the norm given by the maximum of the A norms of the entries, see (2.5).
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The Wigner distribution, corresponding to the wave function ψ(ǫ)(t), is a 2 × 2-matrix tensor

Wǫ(t), whose entries are distributions, given by their respective Fourier transforms

Ŵǫ(t, η, k) :=
ǫ

2
E

[
Ψ̂(ǫ)

(
t, k +

ǫη

2

)
⊗
(
Ψ̂(ǫ)

)⋆ (
t, k − ǫη

2

)]
(4.4)

=


 Ŵǫ,+(t, η, k) Ŷǫ,+(t, η, k)

Ŷǫ,−(t, η, k) Ŵǫ,−(t, η, k)


 , (η, k) ∈ Tǫ × T, (4.5)

with

Ŵǫ,+(t, η, k) := Ŵǫ(t, η, k) =
ǫ

2
Eǫ

[
ψ̂(ǫ)

(
t, k +

ǫη

2

)(
ψ̂(ǫ)

)⋆ (
t, k − ǫη

2

)]
,

Ŷǫ,+(t, η, k) :=
ǫ

2
Eǫ

[
ψ̂(ǫ)

(
t, k +

ǫη

2

)
ψ̂(ǫ)

(
t,−k + ǫη

2

)]
,

Ŷǫ,−(t, η, k) := Ŷ ⋆
ǫ,+(t,−η, k), Ŵǫ,−(t, η, k) := Ŵǫ,+(t, η,−k).

Then Wǫ(t) belongs to A′ - the dual to A that is made of all distributions W, whose Fourier

transform in the first variable equals

Ŵ(η, k) =


 Ŵ+(η, k) Ŷ+(η, k)

Ŷ−(η, k) Ŵ−(η, k)


 , (η, k) ∈ Tǫ × T, (4.6)

whose entries belong to A′ and satisfy

Ŵ ⋆
+(η, k) = Ŵ+(−η, k), Ŷ+(η, k) = Ŷ+(η,−k),

Ŵ−(η, k) = Ŵ+(η,−k), Ŷ−(η, k) = Ŷ ⋆
+(−η, k).

The duality pairing between A′ and A is determined by the relation

〈F,W〉 :=
∫

Tǫ×T

F̂(η, k) ·W(η, k)dηdk (4.7)

= 2

∫

Tǫ×T

{
F̂+(η, k)Ŵ

⋆
+(η, k) + Re

(
Ĥ+(η, k)Ŷ

⋆
+(η, k)

)}
,

wher the scalar product of two matrices is given by

F̂ · Ŵ =
∑

ι=±

(
F̂ιŴ

⋆
ι + ĤιŶ

⋆
ι

)
. (4.8)

The norm ‖W‖A′ is therefore the sum of the norm of its entries.

Thanks to (2.12) and (2.19) we conclude that

sup
ǫ∈(0,1]

sup
t≥0

‖Wǫ(t)‖A′ =: A′
∗ < +∞. (4.9)

18



Therefore (Wǫ(·)) is bounded in L∞([0,+∞),A′). In consequence, from any sequence ǫn → 0 we

can choose a subsequence, that we still denote by the same symbol, such that (Wǫn(·)) is ⋆-weakly

convergent in
(
L1([0,+∞),A)

)′
.

In what follows we shall also consider the Hilbert spaces L2,ǫ with the scalar product 〈·, ·〉L2,ǫ

given by the formula (4.7). The respective Hilbert space norms are

‖W‖L2,ǫ
:=
{
2
(
‖W+‖2L2,ǫ

+ ‖Y+‖2L2,ǫ

)}1/2
.

We introduce the following notation, given a function f : T → C, we let

f̄(k, η) :=
1

2

[
f
(
k +

η

2

)
+ f

(
k − η

2

)]
(4.10)

and the difference quotient for the dispersion relation

δǫω(k, η) :=
1

ǫ

[
ω
(
k +

ǫη

2

)
− ω

(
k − ǫη

2

)]
. (4.11)

Equipped with this notation we introduce

Ĥǫ(η, k) =




−iδǫω(k; η) −2i

ǫ
ω̄(k, ǫη)

2i

ǫ
ω̄(k, ǫη) iδǫω(k; η)



, (η, k) ∈ Tǫ × T (4.12)

and

Lηf(k) := 2Rηf(k)− 2R̄(k, η)f(k), L±
η f(k) := 2Rηf(k)− 2R

(
k ± η

2

)
f(k),

Rηf(k) :=

∫

T

R(k, k′, η)f(k′)dk′, (4.13)

R(k, k′, ℓ) :=
1

2

∑

ι=±1

r

(
k − ℓ

2
, k − ιk′

)
r

(
k +

ℓ

2
, k − ιk′

)
, k, k′ ∈ T, ℓ ∈ 2T.

We denote by Lǫη, Hǫ, Tǫ the operators, acting on L2,ǫ, defined by

L̂ǫηW = L̂ǫηŴ, ĤǫW = ĤǫŴ, T̂ǫW = T̂ǫŴ. (4.14)

Here Ŵ is the Fourier transform of W ∈ L2,ǫ, given by (4.6). Operator Ĥǫ, acting on L2(Tǫ × T),

is given by

ĤǫŴ(η, k) := Ĥǫ(η, k) ◦ Ŵ(η, k) =




−iδǫω(k; η)Ŵ+(η, k) −2i

ǫ
ω̄(k, ǫη)Ŷ+(η, k)

2i

ǫ
ω̄(k, ǫη)Ŷ−(η, k) iδǫω(k; η)Ŵ−(η, k)



, (4.15)
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with ◦ denoting the Hadamard’s product of 2× 2 matrices. Moreover, L̂ǫη and T̂ǫ act on L
2(Tǫ×T)

via the formulas

L̂ǫηŴ(η, k) :=


 Ŵ ′

+(η, k) Ŷ ′
+(η, k)

Ŷ ′
−(η, k) Ŵ ′

−(η, k)


 , T̂ǫŴ(η, k) :=


 Ŵ ′′

+(η, k) Ŷ ′′
+(η, k)

Ŷ ′′
−(η, k) Ŵ ′′

−(η, k)


 , (4.16)

with

Ŵ ′
±(η, k) = LǫηŴ±(η, k) −

1

2

∑

ι=±

L±
ιǫηŶ−ι(η, k), (4.17)

Ŷ ′
±(η, k) = LǫηŶ±(η, k) +Rǫη(Ŷ∓ − Ŷ±)(η, k) −

1

2

∑

ι=±

L±
ιǫηŴ−ι(η, k)

and

Ŵ ′′
±(η, k) =

1

2ǫ

∫

T

[
Ŷ±

(
η − 2k′

ǫ
, k + k′

)
+ Ŷ∓

(
η +

2k′

ǫ
, k + k′

)

−Ŵ±

(
η − 2k′

ǫ
, k + k′

)
− Ŵ±

(
η +

2k′

ǫ
, k + k′

)]
dk′, (4.18)

Ŷ ′′
±(η, k) = − 1

2ǫ

∫

T

[
Ŷ±

(
η +

2k′

ǫ
, k + k′

)
+ Ŷ±

(
η − 2k′

ǫ
, k + k′

)

−Ŵ∓

(
η +

2k′

ǫ
, k + k′

)
− Ŵ±

(
η − 2k′

ǫ
, k + k′

)]
dk′.

Using (4.2) we obtain the following system of equations for the evolution of the tensor Ŵǫ(t, η, k):

d

dt
Ŵǫ(t, η, k) =

(
γ0L̂ǫη + Ĥǫ + γ1T̂ǫ

)
Ŵǫ(t, η, k). (4.19)

The respective semigroups on L2,ǫ and L
2(Tǫ × T) shall be denoted by

Wǫ(t) := exp {(γ0Lǫη + Hǫ + γ1Tǫ) t} , Ŵǫ(t) := exp
{(
γ0L̂ǫη + Ĥǫ + γ1T̂ǫ

)
t
}
, t ≥ 0. (4.20)

Let us introduce the Hilbert space norms

‖W‖H0,ǫ
:=

{∫

Tǫ×T

R
(
k − ǫη

2

) ∣∣∣Ŵ+(η, k) − Ŷ+(η, k)
∣∣∣
2
dηdk

}1/2

(4.21)

and

‖W‖H1,ǫ
:=

{∫

T

dk

∣∣∣∣
∫

Tǫ

[
Ŵ+

(
t, η, k − ǫη

2

)
− Ŷ+

(
t, η, k − ǫη

2

)]
dη

∣∣∣∣
2
}1/2

. (4.22)

20



By a direct calculation one can verify the following identity

‖Wǫ(t)‖2L2,ǫ
+ 8γ0

∫ t

0
‖Wǫ(s)‖2H0,ǫ

ds+ 4γ1

∫ t

0
‖Wǫ(s)‖2H1,ǫ

ds = ‖Wǫ(0)‖2L2,ǫ

+ 4γ0

∫ t

0
ds

∫

Tǫ×T2

R(k, k′, ǫη)Re
{
2Ŵǫ,+(s, η, k)

(
Ŵǫ,+

)⋆
(s, η, k′) (4.23)

+Yǫ,+(s, η, k)
(
Ŷǫ,+

)⋆
(s, η, k′) + Yǫ,−(s, η, k)

(
Ŷǫ,+

)⋆
(s, η, k′)

}
dηdkdk′

− 8γ0

∫ t

0
ds

∫

Tǫ×T2

R(k, k′, ǫη)Re
{
Ŵǫ,+(s, η, k)

(
Ŷǫ,+

)⋆
(s, η, k′)

+Ŷǫ,+(s, η, k)
(
Ŵǫ,+

)⋆
(s, η, k′)

}
dηdkdk′, t ≥ 0, ǫ ∈ (0, 1].

In particular we have
d

dt
‖Wǫ(t)‖2L2,ǫ

≤ 16R∗‖Wǫ(t)‖2L2,ǫ
(4.24)

and

2γ0‖Wǫ(t)‖2H0,ǫ
+ γ1‖Wǫ(t)‖2H1,ǫ

≤ 4R∗‖Wǫ(t)‖2L2,ǫ
, (4.25)

where R∗ := supk,k′∈T, ℓ∈2T |R(k, k′, ℓ)|. By the Gronwall inequality we conclude the following.

Proposition 4.1 We have

‖Wǫ(t)‖L2,ǫ
≤ ‖Wǫ(0)‖L2,ǫ

e8R∗t (4.26)

and

2γ0‖Wǫ(t)‖2H0,ǫ
+ γ1‖Wǫ(t)‖2H1,ǫ

≤ 4R∗‖Wǫ(0)‖2L2,ǫ
e16R∗t, t ≥ 0. (4.27)

A direct consequence of Proposition 4.1 is the following.

Corollary 4.2 The semigroup (Wǫ(t))t≥0 is uniformly continuous on L2,ǫ. Moreover, its norm

satisfies

‖Wǫ(t)‖L2,ǫ
≤ e8R∗t, t ≥ 0, ǫ ∈ (0, 1]. (4.28)

Corollary 4.3 Suppose that W(·) is a ⋆-weak limit of (Wǫn(·)) in
(
L1([0,+∞),A)

)′
and assume

that

W∗ := lim sup
ǫ→0+

‖Wǫ(0)‖L2,ǫ
< +∞. (4.29)

Then, W(·) ∈ L∞
loc([0,+∞);L2(R × T)). In fact we have

‖W(·)‖L∞([0,τ ];L2(R×T)) ≤ e8R∗τW∗, τ ≥ 0. (4.30)
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Proof. Fix some τ > 0. Suppose that G ∈ Ac. Suppose that A ⊂ [0, τ ] is a Borel measurable set.

We know that

lim
n→+∞

∫

A
du

∫

R×T

Ĝ(η, k) · Ŵǫn(u, η, k)dηdk =

∫

A
du

∫

R×T

Ĝ(η, k) · Ŵ(u, η, k)d̂ηdk.

Suppose that n0 is such that supp Ĝ ⊂ [−ǫ−1
n , ǫ−1

n ]× T, n ≥ n0. Then for these n we can write

∣∣∣∣
∫

A
du

∫

R×T

Ĝ(η, k) · Ŵǫn(u, η, k)dηdk

∣∣∣∣ =
∣∣∣∣∣

∫

A
du

∫

Tǫn×T

Ĝ(η, k) · Ŵǫn(u, η, k)dηdk

∣∣∣∣∣

≤ ‖G‖L2(R×T)

∫

A
‖Wǫn(u)‖L2,ǫn

du.

Therefore, by (4.26),

∣∣∣∣
∫

A
du

∫

R×T

Ĝ(η, k) · Ŵ(u, η, k)dηdk

∣∣∣∣ ≤ e8R∗τm1(A)‖G‖L2(R×T) lim sup
ǫ→0+

‖Wǫ(0)‖L2,ǫ
.

By the density argument, the above inequality holds for all G ∈ L2(R× T). We can further extend

the above estimate by taking a simple function of the form F(t) :=
∑n

i=1Gi1Ai
(t), where Gi ∈ A2

and A1, . . . , An are disjoint, Borel measurable subsets of [0, τ ]. The above argument generalizes

easily and we conclude that

∣∣∣∣
∫ τ

0

∫

R×T

F̂(u, η, k) · Ŵ(u, η, k)dηdk

∣∣∣∣ ≤ e8R∗τ‖F‖L1([0,τ ]:L2(R×T)) lim sup
ǫ→0+

‖Wǫ(0)‖L2,ǫ
.

Since the functions F(·) are dense in L1([0, τ ];L2(R × T)) we conclude the proof of the corollary.

Estimate (4.30) is a consequence of the results of Section IV.1 of [2]. �

5 Fourier-Wigner functions for the deterministic dynamics

Throughout the present section we shall assume that T = 0.

5.1 Dynamics of the Wigner distributions for the solution of (3.1)

We consider the Wigner tensor Wun
ǫ (t), corresponding to the wave function Φ̂(ǫ)(t, k) = Φ̂(t/ǫ, k),

where Φ̂(t, k) is given by (3.2). Its Fourier transform (in the first variable) is given by (see (3.24))

Ŵun
ǫ (t, η, k) :=

ǫ

2
E

[
Φ̂(ǫ)

(
t, k +

ǫη

2

)
⊗
(
Φ̂(ǫ)

)⋆ (
t, k − ǫη

2

)]
=


 Ŵ un

ǫ,+(t, η, k) Ŷ un
ǫ,+(t, η, k)

Ŷ un
ǫ,−(t, η, k) Ŵ un

ǫ,−(t, η, k)


 ,
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with

Ŵ un
ǫ,+(t, η, k) :=

ǫ

2
E

[
φ̂(ǫ)

(
t, k +

ǫη

2

)(
φ̂(ǫ)
)⋆ (

t, k − ǫη

2

)]
,

Ŷ un
ǫ,+(t, η, k) :=

ǫ

2
E

[
φ̂(ǫ)

(
t, k +

ǫη

2

)
φ̂(ǫ)

(
t,−k + ǫη

2

)]
,

Ŷ un
ǫ,−(t, η, k) :=

(
Ŷ un
ǫ,+(t,−η, k)

)⋆
, Ŵ un

ǫ,−(t, η, k) := Ŵ un
ǫ,+(t, η,−k).

Using (3.3) we conclude that the dynamics of the tensor Wun
ǫ (t) is described by the L2,ǫ strongly

continuous semigroup

Wun
ǫ (t) := exp

{(
γ0L

′
ǫη + Hǫ + γ1Tǫ

)
t
}
, t ≥ 0, (5.1)

where Hǫ, Tǫ are defined in (4.15), (4.16) and (4.18). On the other hand L′
ǫη is given by the respective

Fourier transform

L̂′
ǫηŴ(η, k) :=


 Ŵ ′

+(η, k) Ŷ ′
+(η, k)

Ŷ ′
−(η, k) Ŵ ′

−(η, k)


 , (5.2)

with

Ŵ ′
±(η, k) := −2R̄(k, ǫη)Ŵ un

± (η, k) +
{
R
(
k ∓ ǫη

2

)
Ŷ un
+ (η, k) +R

(
k ± ǫη

2

)
Ŷ un
− (η, k)

}
,

Ŷ ′
±(η, k) = −2R̄(k, ǫη)Ŷ±(η, k) +R

(
k ∓ ǫη

2

)
Ŵ+(η, k) +R

(
k ± ǫη

2

)
Ŵ−(η, k). (5.3)

By a direct calculation we can verify the following.

Proposition 5.1 The following identity holds

‖Wun
ǫ (t)‖2L2,ǫ

+ 8γ0

∫ t

0
‖Wun

ǫ (s)‖2H0,ǫ
ds + 4γ1

∫ t

0
‖Wun

ǫ (s)‖2H1,ǫ
ds = ‖Wun

ǫ (0)‖2L2,ǫ
, t ≥ 0, ǫ ∈ (0, 1].

(5.4)

A direct consequence of the proposition is the following.

Corollary 5.2 (Wun
ǫ (t))t≥0 forms a uniformly continuous semigroup of contractions on L2,ǫ for any

ǫ ∈ (0, 1].

Let p
(ǫ)
0 (t) := p0 (t/ǫ) (see (3.5)) and

dǫ(t, k) := iEǫ

[(
φ̂(ǫ)
)⋆

(t, k) p
(ǫ)
0 (t)

]
. (5.5)

By a direct calculation we obtain

‖Wun
ǫ (t)‖H1,ǫ

= 2‖dǫ(t)‖L2(T), t ≥ 0, ǫ ∈ (0, 1]. (5.6)

From (5.4) it follows directly.
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Corollary 5.3 We have

∫ +∞

0
‖dǫ(t)‖2L2(T)dt ≤

‖Wǫ(0)‖2A2,ǫ

16γ1
, ǫ ∈ (0, 1]. (5.7)

5.2 Duhamel representation of the energy density dynamics

Using the Duhamel formula we can reformulate (4.2) as follows

Ψ̂(ǫ)(t, k) = U

(
t

ǫ

)
Ψ̂(k) +

√
γ0

∫ t

0
U

(
t− s

ǫ

)(
i

∫

T

r(·, k′)DΨ̂(ǫ)
(
s, · − k′

)
B(ds, dk′)

)
. (5.8)

Here U(t) is given by (3.2) and (3.3). Using (5.8) to express the Fourier-Wigner tensor Wǫ(t) we

obtain the following equality

Wǫ(t) = Wun
ǫ (t) +W′

ǫ(t), (5.9)

where

Wun
ǫ (t) = Wun

ǫ (t) (Wǫ(0)) (5.10)

and

Ŵ′
ǫ(t, η, k) =

ǫγ0
2

∑

n

∫ t

0
E

{(
U

(
t− s

ǫ

)(
Ψ̂ǫ

n(s)
))⋆ (

k − ǫη

2

)
⊗ U

(
t− s

ǫ

)(
Ψ̂ǫ

n(s)
) (
k +

ǫη

2

)}
ds.

Here

Ψ̂(ǫ)
n

(
s, k
)
= i

∫

T

r(k, k′)DΨ̂(ǫ)
(
s, k − k′

)
en(k

′)dk′,

where (en) is an orthonormal base in L2(T). Using (3.24) we conclude that

Ŵ′
ǫ(t, η, k) = γ0

∫ t

0
Ŵun

ǫ (t− s)
(
Vǫ(s)

)
(η, k)ds.

Here Ŵun
ǫ (t) is the Fourier transform of the semigroup (5.1) and Vǫ(t) is given by its Fourier

transform V̂ǫ(t, η, k) := R̂ǫŴǫ(t, η, k), where R̂ǫ : L̂2,ǫ → L̂2,ǫ is defined by

R̂ǫŴ := V̂ǫ(η, k)D, (5.11)

V̂ǫ(η, k) =

∫

T

r
(
k − ǫη

2
, k − k′

)
r
(
k +

ǫη

2
, k − k′

) [
Ŵ+(η, k

′) + Ŵ−(η, k
′)− Ŷ+(η, k

′)− Ŷ−(η, k
′)
]
dk′.

Summarizing, we have shown that

Wǫ(t) = Wun
ǫ (t)(Wǫ(0)) + γ0

∫ t

0
Wun

ǫ (t− s)
(
RǫWǫ(s)

)
(η, k)ds, t ≥ 0, ǫ ∈ (0, 1]. (5.12)

Operator Rǫ is given by its Fourier transform, see (5.39). A direct calculation yields the following.
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Proposition 5.4 Operators Rǫ can be defined by (5.39) as bounded operators both on L2,ǫ and

L2(R× T). They are uniformly bounded in ǫ ∈ (0, 1]. More precisely, there exists r∗ > 0 such that

‖Rǫ‖L2,ǫ
≤ r∗, ‖Rǫ‖L2(R×T) ≤ r∗, ǫ ∈ (0, 1]. (5.13)

In addition, we have

lim
ǫ→0+

RǫW = RW, in L2(R× T) (5.14)

for any W ∈ L2(R× T). Here (cf (2.45))

RW(y, k) = DR (W+(y, ·) +W−(y, ·)− Y+(y, ·)− Y−(y, ·)) (k), (y, k) ∈ R× T. (5.15)

Theorem 2.9 is a direct corollary from the following.

Theorem 5.5 Under the assumptions of Theorem 2.9 for any G ∈ L1 ([0,+∞);A) we have

lim
ǫ→0+

∫ +∞

0
dt

∫

R×T

Ŷ ⋆
ǫ,±(t, η, k)Ĝ(t, η, k)dηdk = 0 (5.16)

and

lim
ǫ→0+

∫ +∞

0
dt

∫

R×T

Ŵ ⋆
ǫ,±(t, η, k)Ĝ(t, η, k)dηdk =

∫ +∞

0
dt

∫

R×T

Ŵ ⋆(t, η,±k)Ĝ(t, η, k)dηdk, (5.17)

where W (t, y, k) is the unique solution of the equation (2.46) with the initial condition W0.

The proof is presented in Section 5.4.

5.3 Laplace transform

As we have already mentioned, see (4.9), (Wǫ(·)) is ⋆-weakly sequentially compact in the dual to

L1([0,+∞),A), therefore the proof of Theorem 5.5 comes down to showing uniqueness of limiting

points, as ǫ→ 0+. For that purpose it is convenient to work with the Laplace transform

wǫ(λ) =


 wǫ,+(λ) yǫ,+(λ)

yǫ,−(λ) wǫ,−(λ)


 :=

∫ +∞

0
e−λtWǫ(t)dt. (5.18)

Sometimes, when we wish to highlight the dependence on the initial data, we shall also write

wǫ(λ;Wǫ(0)) =: W̃ǫ(λ)(Wǫ(0)).

Thanks to (2.19) the Laplace transform is well defined as an element in A′ for any Reλ > 0.

From Proposition 4.1 we conclude the following estimate

‖W̃ǫ(λ)‖L2,ǫ
≤ [(Reλ− 8R∗)Reλ]

−1/2, Reλ > 8R∗. (5.19)
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The argument used in the proof of Corollary 4.3 shows that

w(λ) =


 w+(λ) y+(λ)

y−(λ) w−(λ)


 ,

- any ⋆-weak limiting point in A′ of wǫ(λ), as ǫ → 0+ - belongs to L2(R × T) and satisfies the

estimate

‖w(λ)‖L2(R×T) ≤ [(Re λ− 8R∗)Reλ]
−1/2 lim sup

ǫ→0+
‖Wǫ(0)‖L2(R×T), Reλ > 8R∗. (5.20)

Equation (5.12) leads to the following equation for the Laplace transform

wǫ(λ;Wǫ(0)) = wun
ǫ (λ;Wǫ(0)) + γ0w

un
ǫ (λ;vǫ (λ)) , Reλ > 0. (5.21)

Here,

wun
ǫ (λ;W) := W̃un

ǫ (λ)W :=

∫ +∞

0
e−λtWun

ǫ (t)Wdt, W ∈ L2,ǫ (5.22)

and

vǫ (λ) := Rǫwǫ(λ;Wǫ(0)). (5.23)

Let W0 ∈ L2(R× T). We define

wun
+ (λ,W0) = W̃un(λ)W0 :=

∫ +∞

0
e−λtWun

t W0(η, k)dt.

It follows directly from (2.40) that its Fourier transform satisfies the equality

(
λ+ 2γ0R(k) + iω′(k)η

)
ŵun
+ (λ, η, k;W0) = Ŵ0(η, k) (5.24)

− γ1

{
(1− p+(k))

∫

R

Ŵ0(η
′, k)dη′dk

λ+ 2γ0R(k) + iω′(k)η′
− p−(k)

∫

R

Ŵ0(η
′,−k)dη′

λ+ 2γ0R(k)− iω′(k)η′

}
.

It is clear from the above formula that wun
+ (λ,W0) ∈ A′, provided thatW0 ∈ A′. Thanks to formulas

(2.29) and (2.30) it can also be seen that wun
+ (λ,W0) ∈ L2(R× T), if W0 ∈ L2(R × T).

The first step towards the limit identification of (Wǫ(·)) consists in showing the following result.

Theorem 5.6 Under the assumptions on the initial data made in Theorem 2.9, the family (wun
ǫ (λ;Wǫ(0)))

converges ⋆-weakly to wun(λ;W0) of the form

wun(λ, y, k;W0) =


 wun

+ (λ, y, k;W0) 0

0 wun
+ (λ, y,−k;W0)


 , (y, k) ∈ R× T,

where the Fourier transform of wun
+ (λ, y, k;W0) is given by (5.24).

26



The proof of this result follows closely the argument contained in [3]. We present its outline in

Appendix B.

The identification of the limit of (Wǫ(t)) is possible thanks to the following result.

Theorem 5.7 Assume the hypotheses of Theorem 2.9. Furthermore, suppose that w(λ) is the ⋆-

weak limit of (wǫn(λ)) in A′ for some sequence ǫn → 0+. Then, there exists λ0 > 0 such that

w(λ) ∈ L2(R× T) for Reλ > λ0 and

w(λ, y, k) =


 w+(λ, y, k) 0

0 w+(λ, y,−k)


 , (y, k) ∈ L2(R × T), (5.25)

where w+(λ, y, k) satisfies the equation

w+(λ) = wun
+ (λ;W0) + 2γ0W̃

un(λ)Rw+(λ), (5.26)

and R : L2(R × T) → L2(R× T) (cf (2.45)) is given by

RF (y, k) :=
∫

T

R(k, k′)F
(
y, k′

)
dk′, (y, k) ∈ R× T, F ∈ L2(R× T). (5.27)

We present the proof of Theorem 5.7 in Section 5.5 below.

5.4 Proof of Theorem 5.5

Since (Wun
t )t≥0 is a semigroup of contractions, see Proposition 2.5, we have

‖W̃un(λ)‖L2(R×T) ≤
1

Reλ
, Reλ > 0. (5.28)

Thanks to the fact that R is bounded, it is straightforward to see that equation (5.26) has a unique

L2(R×T) solution for λ with a sufficiently large real part. Therefore, the Laplace transform w+(λ)

of any limiting point of (Wǫ(t)) is uniquely determined by (5.26). This in turn implies the conclusion

of the theorem.

5.5 Proof of Theorem 5.7

To avoid using double subscript notation we assume that w(λ) = limǫ→0+wǫ(λ). We wish to show

that the limit is of the form (5.25) with w+(λ) satisfying (5.26).
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5.5.1 Proof of (5.25)

We prove that

lim
ǫ→0+

∫

R×T

ŷ⋆ǫ,ι(λ, η, k)Ĝ(η, k)dηdk = 0, ι = ± (5.29)

for any G ∈ Ac (see (2.4)) and Reλ > 0. Consider only the case of ι = +, the other one is analogous.

Assume that K > 0 is fixed and ǫ is so small that

supp Ĝ ⊂ [−K,K]× T ⊂ [ǫ−1, ǫ−1]× T. (5.30)

Let

χK(η, k) := 1[−K,K](η)1T(k). (5.31)

By virtue of estimate (5.19) we conclude that (ŷǫ,+(λ)χK) is bounded, thus weakly compact in

L2(R × T) for a fixed K > 0. It converges weakly in L2(R × T), due to its ⋆- weak convergence in

A′. Denote the limit, belonging to L2(R× T), by ŷ+(λ)χK .

Let

dǫ(λ, k) := i

∫ +∞

0
e−λtEǫ

[(
ψ̂(ǫ)

)⋆
(t, k) p

(ǫ)
0 (t)

]
dt (5.32)

=
1

2

∫

Tǫ

[
ŷǫ,+

(
λ, η, k − ǫη

2

)
− ŵǫ,+

(
λ, η, k − ǫη

2

)]
dη.

Taking the Laplace transforms of both sides of (4.19) and multiplying by χK we obtain in particular

the equation

− ǫγ0R
(
k − ǫη

2

)
ŵǫ,+(λ)χK +

(
ǫλ+ 2γ0ǫR̄(k, ǫη) + 2iω̄(k, ǫη)

)
ŷǫ,+(λ)χK − γ0ǫR

(
k +

ǫη

2

)
ŵǫ,−(λ)χK

= ǫŶǫ,+(η, k)χK +
ǫγ1
2

{
d⋆ǫ

(
λ,−k + ǫη

2

)
+ d⋆ǫ

(
λ, k +

ǫη

2

)}
χK (5.33)

+ γ0Rǫη

{
ŷǫ,+(λ) + ŷǫ,−(λ)− ŵǫ,+(λ)− ŵǫ,−(λ)

}
χK .

Thanks to estimate (4.27), see also (4.22), we conclude that

‖dǫ(λ)‖L2(T) ≤
(

R∗

γ1Reλ(Reλ− 8R∗)

)1/2

‖Wǫ(0)‖L2,ǫ
, ǫ ∈ (0, 1], Reλ > 8R∗. (5.34)

From the strong convergence in L2(R×T) of the coefficients of (5.33) and estimate (5.34) we conclude

that 2iω(k)ŷ+(λ)χK = 0 for any λ such that Reλ > 8R∗. This in turn implies that ŷ+(λ) = 0 for

such λ-s, which by analytic continuation, implies (5.29).
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5.5.2 Proof of (5.26)

To avoid writing double subscript we maintain the convention to denote a subsequence of (wǫ(λ))

by the same symbol as the entire sequence. From the already proved part of the theorem we know

that the limiting element is of the form (5.25). We let the test matrix valued function from Ac be

of the form

G(y, k) :=


 G(y, k) 0

0 G(y,−k)


 , (y, k) ∈ R× T,

with G satisfying (5.30). Using the inclusion [−K,K] ⊂ Tǫ we can treat G as an element of L2,ǫ.

Applying both sides of (5.21) to this test matrix we obtain the following equality

〈wǫ(λ),G〉L2,ǫ
= Iǫ + IIǫ, (5.35)

where

Iǫ := 〈wun
ǫ (λ),G〉L2,ǫ

, IIǫ := γ0

〈
wǫ(λ),R

⋆
ǫ

(
W̃un

ǫ (λ)
)⋆

G
〉
L2,ǫ

.

Here R⋆
ǫ and

(
W̃un

ǫ (λ)
)⋆

are the adjoints of the respective operators (see (5.39) and (5.22)), in L2,ǫ.

Invoking Theorem 5.6 we conclude that

lim
ǫ→0+

Iǫ = 2

∫

R×T

(
wun
+ (λ, y, k;W0)

)⋆
G(y, k)dydk, Reλ > 0. (5.36)

Concerning the term IIǫ, we are going to show that there exists λ0 > 0 such that

lim
ǫ→0+

IIǫ = 4γ0

∫

R×T

w+(λ, k, y)Rḡ+(λ)(y, k)dydk (5.37)

for Reλ > λ0. Here

ḡ+(λ, y, k) :=
(
W̃un(λ)

)⋆
(G)(y, k).

Denote by

ĝǫ(λ, η, k) :=


 ĝǫ,+(λ, η, k) ĥǫ,+(λ, η, k)

ĥǫ,−(λ, η, k) ĝǫ,−(λ, η, k)


 ,

the Fourier transform of the distribution gǫ(λ) =
(
W̃un

ǫ (λ)
)⋆

G and let

f̂ǫ(λ, η, k) := R̂⋆
ǫ ĝǫ(λ)(η, k), ǫ ∈ (0, 1]. (5.38)

Note that

f̂ǫ(λ, η, k) = f̂ǫ(λ, η, k)D, with

f̂ǫ(λ, η, k) :=

∫

T

r
(
k′ − ǫη

2
, k′ − k

)
r
(
k′ +

ǫη

2
, k′ − k

)
(5.39)

×
[
gǫ,+(λ, η, k

′) + gǫ,−(λ, η, k
′)− hǫ,+(λ, η, k

′)− hǫ,−(λ, η, k
′)

]
dk′.
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The argument used in the proof of Theorem 5.6 (it suffices only to replace the terms containing

the dispersion relation by their conjugates) shows that in fact

lim
ǫ→0+

〈gǫ(λ),F〉 = 〈ḡ(λ),F〉 (5.40)

for any F ∈ Ac and Reλ > 0. Here

ḡ(λ, y, k) :=


 ḡ+(λ, y, k) 0

0 ḡ+(λ, y,−k)


 .

Suppose now that ϕ is an arbitrary, bounded and compactly supported measurable function.

Then, using (5.40), we conclude that

lim
ǫ→0+

ϕ(η)f̂ǫ(λ, η, k) = 2ϕ(η)DR̂̄g+(λ, η, k), weakly in L2(R× T), (5.41)

where ̂̄g+(λ) is the Fourier transform of ḡ+(λ) in the first variable.

In order to show (5.37), we prove the following two results.

Lemma 5.8 There exists C > 0 such that

∥∥∥∇f̂ǫ(λ)
∥∥∥
L2(Tǫ×T)

≤ C

Reλ
, ǫ ∈ (0, 1], Reλ > 0. (5.42)

The gradient operator in (5.42) is in the η and k variables.

Lemma 5.9 For any ρ > 0 there exists M > 0 such that

lim sup
ǫ→0+

∫

[(η,k)∈Tǫ×T, |η|>M ]

∣∣∣ŵǫ(λ, η, k) · f̂ǫ(λ, η, k)
∣∣∣ dηdk < ρ (5.43)

Having the above results we can write that IIǫ = IIǫ,1 + IIǫ,2, where

IIǫ,1 :=

∫

Tǫ×T

ϕ2(η)ŵǫ(λ, η, k) · f̂ǫ(λ, η, k)dηdk,

IIǫ,2 :=

∫

Tǫ×T

[1− ϕ2(η)]ŵǫ(λ, η, k) · f̂ǫ(λ, η, k)dηdk.

Here ϕ : R → [0, 1] is a C∞ smooth function satisfying ϕ(η) ≡ 1, |η| ≤M and ϕ(η) ≡ 0, |η| ≥ 2M .

Choose an arbitrary ρ > 0. Using Lemma 5.9 we conclude that M can be adjusted in such a way

that

lim sup
ǫ→0+

|IIǫ,2| < ρ. (5.44)
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On the other hand, by virtue of Lemma 5.8 the set
(
ϕf̂ǫ(λ)

)
, ǫ ∈ (0, 1] is compact in L2(R × T) in

the strong topology. Since it converges also in the weak topology (see (5.41)), it has to also converge

strongly in L2(R×T). Combining this with the fact that (ϕŵǫ(λ)) is weakly compact in L2(R×T)

we conclude that

lim sup
ǫ→0+

IIǫ,1 = 4

∫

R×T

ϕ2(η)ŵ+(λ, η, k)dηdk

{∫

T

R(k, k′)̂̄g⋆+(λ, η, k′)dk′
}
. (5.45)

This ends the proof of (5.37). The only items yet to be proven are Lemmas 5.8 and 5.9.

5.5.3 Proof of Lemma 5.8

Let Gǫ(t) := (Wun
ǫ )⋆ (t)G and Ĝǫ(t, η, k) be its Fourier transform in the first variable. From (5.1)

we conclude that it satisfies

d

dt
Ĝǫ(t) =

(
γ0L̂

′
ǫη + Ĥ⋆

ǫ + γ1T̂ǫ

)
Ĝǫ(t). (5.46)

One can formulate the respective the energy balance equation, see (5.4),

‖Ĝǫ(t)‖2L2(Tǫ×T) + 8γ0

∫ t

0
‖Gǫ(s)‖2H0,ǫ

ds+ 4γ1

∫ t

0
‖Gǫ(s)‖2H1,ǫ

ds = ‖Ĝ‖2L2(Tǫ×T), t ≥ 0, (5.47)

and ǫ sufficiently small that (5.30) holds. It allows us to obtain estimates

‖ĝǫ(λ)‖L2(Tǫ×T) ≤
1

Reλ
‖G‖L2(R×T) (5.48)

for Reλ > 0 and ǫ sufficiently small, as above.

Thanks to (5.39) and estimate (5.48) we conclude that

∥∥∥∂k f̂ǫ(λ)
∥∥∥
L2(Tǫ×T)

≤
R′

∗‖G‖L2(R×T)

Reλ
, ǫ ∈ (0, 1], Reλ > 0, (5.49)

with R′
∗ := supk,k′∈T,ℓ∈2T |∂k′R(k, k′, ℓ)| (cf (4.13)).

To estimate the L2-norm of ∂η f̂ǫ(λ, η, k) we differentiate in η both sides of (5.46) and obtain

d

dt
Ĝ′

ǫ,η(t) =
(
γ0L̂

′
ǫη + Ĥ⋆

ǫ + γ1T̂ǫ

)
Ĝ′

ǫ,η(t) +
(
γ0∂ηL̂

′
ǫη + ∂ηĤ

⋆
ǫ

)
Ĝǫ(t). (5.50)

Both here and below

Ĝ′
ǫ,η(t) := ∂ηĜǫ(t) =


 Ĝǫ,η,+(t, η, k) Ĥǫ,η,+(t, η, k)

Ĥǫ,η,−(t, η, k) Ĝǫ,η,−(t, η, k)



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and Ĝ′
η := ∂ηĜ. Let G

(1)
ǫ (t) denote the inverse Fourier transform of Ĝ′

ǫ,η(t). Analogously to (5.4)

we conclude the following identity

‖Ĝ′
ǫ,η(t)‖2L2(Tǫ×T) + 8γ0

∫ t

0
‖G(1)

ǫ (s)‖2H0,ǫ
ds+ 4γ1

∫ t

0
‖G(1)

ǫ (s)‖2H1,ǫ
ds = ‖Ĝη‖2L2(Tǫ×T)

+ 2Im

{∫ t

0
ds

∫

Tǫ×T

{[
ω′
(
k +

ǫη

2

)
+ ω′

(
k − ǫη

2

)]
Ĝun

ǫ,+(s, η, k)
[
Ĝǫ,η,+(s, η, k)

]⋆

+
[
ω′
(
k +

ǫη

2

)
− ω′

(
k − ǫη

2

)]
Ĥun

ǫ,+(s, η, k)
[
Ĥǫ,η,+(s, η, k)

]⋆
dηdk

}}
(5.51)

− 2ǫγ0

∫ t

0
ds

∫

Tǫ×T

[R′(k + ǫη/2) −R′(k − ǫη/2)]

× Re

{
Ĝǫ,+(s, η, k)

[
Ĝun

ǫ,η,+(s, η, k)
]⋆

+ Ĥun
ǫ,+(s, η, k)

[
Ĥǫ,η,+(s, η, k)

]⋆}
dηdk

− 4ǫγ0

∫ t

0
ds

∫

Tǫ×T

R′
(
k − ǫη

2

)
Re
{
Ĥǫ,+(s, η, k)

[
Ĝǫ,η,+(s, η, k)

]⋆
+ Ĝun

ǫ,+(s, η, k)
[
Ĥǫ,η,+(s, η, k)

]⋆}
dηdk.

From (5.47) and (5.51) it follows directly that for any δ > 0 there exists a constant C > 0 such

that

‖Ĝǫ,η(t)‖2L2(Tǫ×T) + 8γ0

∫ t

0
‖G(1)

ǫ (s)‖2H0,ǫ
ds+ 4γ1

∫ t

0
‖G(1)

ǫ (s)‖2H1,ǫ
ds (5.52)

≤ ‖Ĝη‖2L2(Tǫ×T) + δ

∫ t

0
‖Ĝǫ,η(s)‖2L2(Tǫ×T)ds+ Ct, t ≥ 0, ǫ ∈ (0, 1], t ≥ 0.

Therefore, for any λ0 > 0 we can find C > 0 such that

‖∂η f̂(λ)‖2L2(Tǫ×T) ≤
C

Reλ− λ0
, Reλ > λ0, ǫ ∈ (0, 1] (5.53)

and the conclusion of Lemma 5.8 follows.�

5.5.4 Proof of Lemma 5.9

We show that for any ρ > 0 there exists M > 0 such that

lim sup
ǫ→0+

Iǫ(M) < ρ, (5.54)

where

Iǫ(M) :=

∫

[η∈Tǫ, |η|>M ]
dη

∫

T2

dkdk′
∣∣∣s
(
k − ǫη

2

)
s
(
k +

ǫη

2

)
s
(
k′ − ǫη

2

)
s
(
k′ +

ǫη

2

)

× s
(
k + k′ − ǫη

)
s
(
k + k′ + ǫη

)
ŵǫ,+(λ, η, k)ĝ

⋆
ǫ,+(λ, η, k

′)
∣∣ . (5.55)
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The proof in the case of the remaining terms appearing in the expression (5.43) carries out in a

similar fashion. We shall also consider the case of an optical dispersion relation, that is somewhat

more involved than the accoustic one, as then the dispersion relation has two critical points.

Recalling well known trigonometric identities we can write

s
(
k + k′ − ǫη

)
s
(
k + k′ + ǫη

)
=

∑

ι1,ι2=0,1

sι1

(
k′ − ǫη

2

)
s1−ι1

(
k − ǫη

2

)
sι2

(
k′ +

ǫη

2

)
s1−ι2

(
k +

ǫη

2

)
.

Here s0(k) := c(k) and s1(k) := s(k). Correspondingly, expression (5.55) can be rewritten in the

form
∑

ι1,ι2∈{0,1}
Iι1,ι2 . The analysis of each term is similar, so we only deal with ι1 = ι2 = 1. The

respective expression is of the form

I1,1 =
∫

[η∈Tǫ, |η|>M ]
dη

∫

T2

dkdk′
∣∣∣∣s (k − ǫη/2) c (k − ǫη/2) s (k + ǫη/2) c (k + ǫη/2) ŵǫ,+(λ, η, k)

× s2
(
k′ − ǫη

2

)
s2
(
k′ +

ǫη

2

)
ĝ⋆ǫ,+(λ, η, k

′)
∣∣∣ . (5.56)

We partition the domain of integration in (5.56) into two sets T1 and T2. To T1 belong all those

(η, k, k′), for which either

∣∣∣k ± ǫη

2

∣∣∣ ≤ δ, or 1/2− δ ≤
∣∣∣k ± ǫη

2

∣∣∣ ≤ 1/2, (5.57)

while to T2 belong all other (η, k, k′)-s. Parameter δ ∈ (0, 1/2) is to be chosen later on. We can

write then I1,1 = I1
1,1 + I2

1,1, where I i
1,1 correspond to integration over Ti, i = 1, 2. We can write

I1
1,1 � δ

∫

Tǫ

dη

∫

T2

dkdk′
∣∣ŵǫ,+(λ, η, k)ĝ

⋆
ǫ,+(λ, η, k

′)
∣∣ � δ, (5.58)

for ǫ ∈ (0, 1], by virtue of (5.48) and (5.19).

Taking the Laplace transforms of both sides of (4.19) we obtain in particular that

ŵǫ,+(λ, η, k) =

(
λ+ 2γ0R̄(k, ǫη) + iδǫω(k, η)

)−1

Dǫ(λ, η, k), (5.59)

where

Dǫ(λ, η, k) := Ŵǫ,+(η, k) −
γ1
2

{
dǫ

(
λ, k − ǫη

2

)
+ d⋆ǫ

(
λ, k +

ǫη

2

)}

+
γ0
2

(
L+
ǫηŷǫ,−(λ, η, k) + L+

−ǫηŷǫ,+(λ, η, k)

)
− 2γ0Rǫηŵǫ,+(λ, η, k).

Hence,

I2
1,1 =

∫

T2

dηdkdk′
∣∣∣∣
s (k − ǫη/2) c (k − ǫη/2) s (k + ǫη/2) c (k + ǫη/2) dǫ(λ, η, k)

λ+ 2γ0R̄(k, ǫη) + iδǫω(k, η)

× s2
(
k′ − ǫη

2

)
s2
(
k′ +

ǫη

2

)
ĝ⋆ǫ,+(λ, η, k

′)

∣∣∣∣ . (5.60)
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Thanks to (5.19) and (5.34) there exists λ0 such that

d∗ := sup
ǫ∈(0,1], η∈Tǫ

‖Dǫ(λ, η, ·)‖L2(T) < +∞, for Reλ > λ0. (5.61)

Since ω′(k) 6= 0, except for k = 0, 1/2 we can find c∗(δ) > 0 such that

|λ+ 2γ0R̄(k, ǫη) + iδǫω(k, η)| ≥ λ+ c∗(δ)|η| for (η, k) such that (5.57) does not hold.

Therefore

I2
1,1 ≤

∫

[η∈Tǫ, |η|>M ]
dη

∫

T2

|Dǫ(λ, η, k)ĝ
⋆
ǫ,+(λ, η, k

′)|
λ+ c∗(δ)|η|

dkdk′ (5.62)

≤
{∫

[|η|>M ]

dη

(λ+ c∗(δ)|η|)2
sup

ǫ∈(0,1],η′∈Tǫ

∫

T

|Dǫ(λ, η
′, k)|2dk

}1/2

‖gǫ,+(λ)‖L2,ǫ
.

In light of (5.48) for any ρ > 0 we can choose a sufficiently large M so that lim supǫ→0+ I2
1,1 ≤ ρ/2.

Adjusting suitably δ > 0, cf (5.58), we have also lim supǫ→0+ I1
1,1 ≤ ρ/2. Combining these two

estimates we conclude that there exists λ0 such that for any ρ > 0 we can find M > 0 for which

lim sup
ǫ→0+

I1,1 < ρ for all Reλ > λ0

and the conclusion of the lemma follows.�

6 The case of arbitrary thermostat temperature T

Setting the thermostat temperature at T leads to the following dynamics of the Wigner functions

(cf (4.19))
d

dt
Ŵǫ(t, η, k) =

(
γ0L̂ǫη + Ĥǫ + γ1T̂ǫ

)
Ŵǫ(t, η, k) +

γ1T

ǫ
D. (6.1)

Suppose that χ ∈ C∞
c (R) is an arbitrary real valued, even function satisfying (2.47). Then χ̂ ∈ S(R)

and let χ̂ǫ ∈ C∞(Tǫ) be given by

χ̂ǫ(η) :=
∑

n∈Z

χ̂

(
η +

2n

ǫ

)
, η ∈ Tǫ.

Note that ∫

Tǫ

χ̂ǫ(η)dη =

∫

R

χ̂(n)dη = χ(0) = 1.

Define

V̂ǫ(t, η, k) =


 V̂ǫ,+(t, η, k) Ûǫ,+(t, η, k)

Ûǫ,−(t, η, k) V̂ǫ,−(t, η, k)


 := Ŵǫ(t, η, k) − T χ̂ǫ(η)I2,
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where I2 is the 2× 2 identity matrix, i.e.

V̂ǫ,±(t, η, k) := Ŵǫ,±(t, η, k) − T χ̂ǫ(η), Ûǫ,±(t, η, k) := Ŷǫ,±(t, η, k), t ≥ 0, (η, k) ∈ Tǫ/2 × T.

It satisfies
d

dt
V̂ǫ(t, η, k) =

(
γ0L̂ǫη + Ĥǫ + γ1T̂ǫ

)
V̂ǫ(t, η, k) + F̂ǫ(η, k), (6.2)

where

F̂ǫ(η, k) := −iδǫω(k; η)T χ̂ǫ(η)J2

and

J2 :=


 1 0

0 −1


 .

The solution can be then written in the form, cf (4.20),

Vǫ(t) = Wǫ(t)Vǫ(0) +

∫ t

0
Wǫ(s)Fǫds. (6.3)

Using the already proved part of Theorem 2.9 for T = 0, we conclude that for any G ∈
L1([0,+∞),A) we have

lim
ǫ→0+

∫ +∞

0
〈Vǫ(t),G(t)〉dt =

∫ +∞

0
〈V(t),G(t)〉dt, (6.4)

where

V(t, y, k) =


 V+(t, y, k) 0

0 V+(t, y,−k)




and

V+(t, y, k) := W(t)V0,+(y, k) −
∫ t

0
W(s)F (y, k)ds. (6.5)

Here F is given by (2.49) and V0,+(y, k) :=W0,+(y, k)− Tχ(y). This ends the proof of Theorem 2.9

for an arbitrary T ≥ 0. �

A Proof of Proposition 2.5

Using formula (2.40) we can see that Wun
t (C′

0) ⊂ C′
0, t ≥ 0. In addition (see Section 2.6.2) (Wun

t )t≥0,

given by (2.40), is a C0-semigroup of contractions on L2(R × T). According to Section A, of the

Appendix of [4] the semigroup (Wt)t≥0 is defined by the Duhamel series that corresponds to the

equation (2.46). Since R is a bounded operator on L2(R × T) and (Wun
t )t≥0 is a semigroups of

contractions, the semigroup defined by the series is a C0-semigroup of bounded operators on L2(R×
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T). From here we conclude also that C′
0 has to be invariant under (Wt)t≥0. For W0 ∈ C′

0 we conclude

by a direct calculation that W (t, y, k) := Wt(W0) satisfies the following identity

1

2

d

dt
‖W (t)‖2L2(R×T) = −γ0

∫

R×T2

R(k, k′)
[
W (t, y, k)−W (t, y, k′)

]2
dydkdk′ (A.1)

− 1

2

∫

T

ω̄′(k)
[
W (t, 0−, k)2 −W (t, 0+, k)2

]
dk, t ≥ 0.

Taking into account (2.35) and (2.36) we obtain

∫

T

ω̄′(k)
{
[W (t, 0−, k)]2 − [W (t, 0+, k)]2

}
dk (A.2)

=

∫

T+

ω̄′(k)
{
[W (t, 0−, k)]2 −

[
p−(k)W (t, 0+,−k) + p+(k)W (t, 0−, k)

]2}
dk

+

∫

T−

ω̄′(k)
{[
p−(k)W (t, 0−,−k) + p+(k)W (t, 0+, k)

]2 − [W (t, 0+, k)]2
}
dk.

After straightforward calculations (recall that coefficients p±(k) are even, while ω̄′(k) is odd) we

conclude that the right hand side equals

∫

T+

ω̄′(k)
{(
W (t, 0−, k)2 +W (t, 0+,−k)2

) (
1− p2+(k)− p2−(k)

)

−4p−(k)p+(k)W (t, 0+,−k)W (t, 0−, k)
}
dk.

Since p+(k) + p−(k) ≤ 1 we have 1− p2+(k)− p2−(k) ≥ 0. In addition,

det




1− p2+(k)− p2−(k) −2p−(k)p+(k)

−2p−(k)p+(k) 1− p2+(k)− p2−(k)




=
[
1− (p+(k) + p−(k))

2
] [

1− (p+(k)− p−(k))
2
]
≥ 0.

Using (2.31) we conclude that the quadratic form

(x, y) 7→
(
1− p2+(k)− p2−(k)

)
(x2 + y2)− 4p−(k)p+(k)xy (A.3)

is non-negative definite (since p+(k) + p−(k) ≤ 1). Hence, in particular

d

dt
‖W (t)‖2L2(R×T) ≤ 0, t ≥ 0,

which in turn proves that (Wt)t≥0 is a semigroup of contractions.�
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B Outline of the proof of Theorem 5.6

The proof of Theorem 5.6, for the most part, follows closely the argument contained in [3]. We shall

present here its outline, invoking the relevant parts of [3] and focus on the necessary modifications.

We start with the following.

Proposition B.1 Suppose that the initial data satisfies the assumptions of Theorem 2.9. Then,

lim
ǫ→0+

∫

R×T

ŷunǫ,ι (λ, η, k)Ĝ
⋆(η, k)dηdk = 0, ι = ± (B.1)

for any Reλ > 0 and G ∈ A.

The proof of the proposition follows the argument presented in Section 5.5.1, with the simplification

consisting in the fact that the equation of ŷunǫ,+(λ, η, k) corresponding to (5.33) does not contain the

scattering terms involving the operator Rǫη.

Next, we show that

lim
ǫ→0+

∫

R×T

ŵun
ǫ,+(λ, η, k)Ĝ

⋆(η, k)dηdk =

∫

R×T

ŵun
+ (λ, η, k)Ĝ⋆(η, k)dηdk, (B.2)

where wun
+ (λ) is given by (5.24) and G ∈ Ac.

We let supp Ĝ ⊂ [−K,K] × T. Taking the Laplace transforms of both sides of (5.1) we obtain

in particular the equation

(
λ+ 2γ0R̄(k, ǫη) + iδǫω(k, η)

)
ŵun
ǫ,+(λ, η, k) + γ0R

(
k − ǫη

2

)
ŷunǫ,+(λ, η, k) + γ0R

(
k +

ǫη

2

)
ŷunǫ,−(λ, η, k)

(B.3)

= Ŵǫ,+(0, η, k) −
γ1
2

{
dunǫ

(
λ, k − ǫη

2

)
+ (dunǫ )⋆

(
λ, k +

ǫη

2

)}
.

Here (cf (5.5))

dunǫ (λ, k) :=

∫ +∞

0
e−λtdǫ(t, k)ds =

1

2

∫

Tǫ

[
ŷunǫ,+

(
λ, η, k − ǫη

2

)
− ŵun

ǫ,+

(
λ, η, k − ǫη

2

)]
dη. (B.4)

Thanks to (5.7) we conclude

‖dunǫ (λ)‖L2(T) ≤
‖Wǫ(0)‖L2,ǫ

(25γ1Reλ)1/2
, ǫ ∈ (0, 1], Reλ > 0. (B.5)

Suppose that ǫn → 0 as a sequence that corresponds to a ⋆-weakly convergent in A′ subsequence
(
wun
ǫn,+(λ, ·)

)
and [−K,K] ⊂ [−ǫ−1

n , ǫ−1
n ], n ≥ 1. By virtue of Proposition 5.1 families

(
ŵun
ǫn,+(λ)χK

)
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(see (5.31)) and (dǫnχK) are ⋆-weakly compact in L2(R × T). Let ŵun
+ (λ, ·) and d(λ, ·) be their

respective limits. Multiplying equation (B.3) by χK and letting ǫ→ 0+ we conclude that
(
λ+ 2γ0R(k) + iω′(k)η

)
ŵun
+ = Ŵ0(η, k) − γ1Re d

un (λ, k) , (B.6)

where ∫

T

Re dun (λ, k) Ĝ⋆(k)dk = lim
ǫ→0+

∫

T

Re dunǫ (λ, k) Ĝ⋆(k)dk, Ĝ ∈ C∞(T).

The conclusion of Theorem 5.6 follows from.

Theorem B.2 For any λ > 0 we have

Re d(λ, k) = (1− p+(k))

∫

R

Ŵ0(η, k)dηdk

λ+ 2γ0R(k) + iω′(k)η
− p−(k)

∫

R

Ŵ0(η,−k)dη
λ+ 2γ0R(k)− iω′(k)η

, k ∈ T.

(B.7)

B.1 Proof of Theorem B.2

To simplify somewhat our presentation we shall assume that

〈ψ̂(k)ψ̂(ℓ)〉µǫ
= 0, k, ℓ ∈ T. (B.8)

The result remains valid without this hypothesis, although the calculations become more extensive.

Assumption (B.8) results in the condition

Ŷǫ,±(0, η, k) = 0, (η, k) ∈ R× T. (B.9)

Using (3.24) we may write

dunǫ (λ, k) = d1ǫ (λ, k) + d2ǫ (λ, k) . (B.10)

Here, djǫ (λ, k), j = 1, 2 are the respective Laplace transforms of

Iǫ(t, k) := i

∫ t

0

〈
p00(t− s)e1 · eΩǫ

(k, t)Ψ̂(k)
〉
µǫ

gǫ(ds), (B.11)

IIǫ(t, k) := −γ1
∫ t

0
gǫ
(
ds′
) ∫ t

0
Θ(t− s, k) 〈p00(s)p00(t− s′)〉µǫ

ds,

Here eΩǫ
(k, t) is given by (3.9) and

p00(t) =
1

2i

∫

T

eΩǫ
(k, t)Ψ̂(k) · fdk, Θ(t, k) :=

∫ t

0
e1 · eΩǫ

(k, t− τ)fgǫ(dτ).

We introduce

Lǫ
scat(λ) := −γ1

∫

T

Ĝ∗(k)Re dǫ (λ, k) dk =
2∑

j=1

Lǫ
scat,j(λ). (B.12)

with

Lǫ
scat,j(λ) := −γ1

∫

T

Ĝ∗(k)Re djǫ (λ, k) dk, j = 1, 2. (B.13)
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B.1.1 The limit of Lǫ
scat,1(λ)

We will show the following.

Lemma B.3 For any test function Ĝ ∈ C∞(T) and λ > 0 we have

lim
ǫ→0+

Lǫ
scat,1(λ) = −γ1

∫

T

Re[ν(k)]Ĝ∗(k)dk

∫

R

Ŵ0(η, k)dη

λ+ 2γ0R(k) + iω′(k)η
dη′. (B.14)

Proof. From (B.11) and (B.8) we get

Iǫ(t, k) =
1

2

{
e1,1Ωǫ

(k, t)

∫ t

0
gǫ (ds)

∫

T

eΩǫ
(ℓ, t− s)e1 · f〈ψ̂⋆(k)ψ̂(ℓ)〉µǫ

+e1,2Ωǫ
(k, t)

∫ t

0
gǫ (ds)

∫

T

eΩǫ
(ℓ, t− s)e1 · f〈ψ̂(−k)ψ̂⋆(−ℓ)〉µǫ

}
dℓ. (B.15)

Using formula (3.9) we can write

e1,1Ωǫ
(k, t) = eλ+(k)t + ǫ

∑

ι=±

r1ι,ǫ(k)e
λιt, e1,2Ωǫ

(k, t) = ǫ
∑

ι=±

r2ι,ǫ(k)e
λιt, (B.16)

eΩǫ
(ℓ, t− s)e1 · f = eλ−(ℓ)(t−s) + ǫ

∑

ι=±

r3ι,ǫ(ℓ)e
λι(ℓ)(t−s),

where

sup
k∈T,ǫ∈(0,1]

|rjι,ǫ(k)| = rjι,∗ < +∞, , ι ∈ {−,+}, j = 1, 2, 3. (B.17)

The following result allows us to replace the entries of eΩǫ
(k, t) by the leading terms appearing in

(B.16). Define

Ĩι1,ι2ǫ (t, k) := ǫr1,ǫ(k)e
λι1

(k)t

∫ t

0
gǫ (ds)

∫

T

r2,ǫ(ℓ)e
λι2

(ℓ)(t−s)〈ψ̂⋆(k)ψ̂(ℓ)〉µǫ
dℓ (B.18)

and

Ĩι1,ι2ǫ (λ, k) :=

∫ +∞

0
e−λtĨι1,ι2ǫ

(
t

ǫ
, k

)
dt.

Lemma B.4 Suppose that (2.12) holds,

sup
k∈T,ǫ∈(0,1]

|ri,ǫ(k)| = ri,∗ < +∞, i = 1, 2. (B.19)

Then, for any ι1, ι2 ∈ {−,+} and λ > 0 we have

∥∥∥Ĩι1,ι2ǫ (λ)
∥∥∥
L1(T)

� ǫ1/2 log ǫ−1, ǫ ∈ (0, 1]. (B.20)
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The proof of this lemma is presented in Section B.4.1

Using Lemma B.4 we conclude that

∫

T

d1ǫ (λ, k)Ĝ
⋆(k)dk =

ǫ

2

∫

T2

ǫ〈ψ̂⋆(k)ψ̂(ℓ)〉µǫ
Ĝ⋆(k)dℓdk

×
∫ +∞

0
exp {−λ−(ℓ)s} gǫ(ds)

∫ +∞

s
e−λǫt exp {[λ+(k) + λ−(ℓ)]t} dt+O(ǫ)

=
1

2

∫

T2

ǫ〈ψ̂⋆(k)ψ̂(ℓ)〉µǫ
Ĝ⋆(k)g̃ǫ

(
ǫ(λ+ γ0R(k))− iωǫ(k)

)
dℓdk

×{ǫ(λ+ γ0R(k) + γ0R(ℓ)) + i[ωǫ(ℓ)− ωǫ(k)]}−1 +O(ǫ)

Changing variables k := k′ − ǫη′/2, ℓ := k′ + ǫη′/2 we can write (cf (3.17) and (3.6))

∫

T

d1ǫ (λ, k)Ĝ
⋆(k)dk = Iǫ +O(ǫ), (B.21)

where

Iǫ :=
∫

Tǫ

Ŵǫ,+(0, η, k)g̃ǫ

(
ǫ(λ+ γ0R(k − ǫη/2)) − iωǫ(k − ǫη/2)

)
∆ǫ(k, η)dηdk.

Here (cf (4.10) and (4.11))

∆ǫ(k, η) :=
{
λ+ 2γ0R̄(k, ǫη) + iδǫωǫ(k; η)

}−1
Ĝ⋆(k − ǫη/2)

and Tǫ is the image of T2 under the inverse map k′ := (ℓ+ k)/2, η′ := (ℓ− k)/ǫ.

We claim that in fact

lim
ǫ→0+

(Iǫ − I ′
ǫ) = 0, (B.22)

where the definition of the expression I ′
ǫ differs from Iǫ only by replacing g̃ǫ by g̃. Changing variable

k 7→ k − ǫη/2 we can write

Iǫ − I ′
ǫ =

∫

T ′
ǫ

Ŵǫ,+(0, η, k + ǫη/2)(g̃ǫ − g̃)
(
ǫ(λ+ γ0R(k))− iωǫ(k)

)
∆ǫ (k + ǫη/2, η) dηdk.

Here T ′
ǫ is the impage of Tǫ under the change of variable. Equality (B.22) follows from Proposition

3.1 and the fact that the expression under the integral in the right hand side is bounded by an

integrable function, see (2.51).

Next, thanks to Lemma 7.3 of [3], we have

lim
ǫ→0

g̃
(
ǫ(λ+ γ0R(k − ǫη/2)) − iωǫ(k − ǫη/2)

)
∆ǫ(k, η) =

ν(k)Ĝ⋆(k)

λ+ 2γ0R(k) + iω′(k)η

a.e. in (η, k). Using bounds (2.51) and (3.18) we can argue, via the dominated convergence theorem,

as in the proof of Lemma 5.1 of [3], that

lim
ǫ→0+

I ′
ǫ =

∫

R×T

Ŵ0(η, k)ν(k)Ĝ
∗(k)dηdk

λ+ 2γ0R(k) + iω′(k)η
(B.23)
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and conclusion of Lemma B.3 follows.�

Concerning the second term in the utmost right hand side of (B.12) we have the following.

Lemma B.5 For any λ > 0 and G ∈ C∞(T) we have

lim
ǫ→0

Lǫ
scat,2(λ) =

γ1
4

∑

ι=±

∫

T

Ĝ⋆(k) ı (k)Ŵ0(η, ιk)dηdk

λ+ 2γ0R(k) + ιiω′(k)η
. (B.24)

The proof of the lemma follows very closely the proof of Lemma 6.4 of [3]. We present its outline in

Section B.3 below.

B.2 The limit of Lǫ
scat(λ)

Putting together the results of Lemmas B.3 and B.5, we see that

lim
ǫ→0

Lǫ
scat(λ) =

∫

T

(
Wtr(k) +Wref (k)

)
Ĝ∗(k)dk, (B.25)

with the transmission term

Wtr(k) =
γ1

|ω̄′(k)|
{
− Re[ν(k)] +

ı(k)

4

}∫

R

Ŵ0(η, k)dη

λ+ 2γ0R(k) + iω′(k)η
(B.26)

= (p+(k) − 1)

∫

R

Ŵ0(η, k)dη

λ+ 2γ0R(k) + iω′(k)η
.

We have used (2.30) in the last step. The reflection term Wref (k) equals (cf (2.29))

Wref(k) =
γ1 ı (k)

4|ω̄′(k)|

∫

R

Ŵ0(η,−k)dη
λ+ 2γ0R(k)− iω′(k)η

= p−(k)

∫

R

Ŵ0(η,−k)dη
λ+ 2γ0R(k)− iω′(k)η

. (B.27)

Combining the scattering terms in (B.25)-(B.27) we obtain (B.7). Thus, the proof of Theorem B.2

is reduced to showing Lemma B.5.

B.3 Outline of the proof of Lemma B.5: the limit of Lǫ
scat,2(λ)

Let

ĨI
ι1,ι2,ι3
ǫ (t, k) := ǫr1,ǫ(k)

∫ t

0
ds

∫ t

0
gǫ
(
ds′
) ∫ s

0
gǫ (ds1) (B.28)

×
∫

T2

r2,ǫ(ℓ)r3,ǫ(ℓ
′)eλι2

(ℓ)(s−s1)eλι3
(ℓ′)(t−s′)eλι1

(k)(t−s)〈ψ̂⋆(ℓ)ψ̂(ℓ′)〉µǫ
dℓdℓ′

and

ĨI
ι1,ι2,ι3
ǫ (λ, k) :=

∫ +∞

0
e−λtĨI

ι1,ι2,ι3
ǫ

(
t

ǫ
, k

)
dt. (B.29)

We start with the following.
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Lemma B.6 Suppose that condition (2.51) holds,

sup
k∈T,ǫ∈(0,1]

|ri,ǫ(k)| = ri,∗ < +∞, i = 1, 2, 3. (B.30)

Then, for any ι1, ι2, ι3 ∈ {−,+} and Reλ > 0 we have

lim
ǫ→0+

∥∥∥ĨIι1,ι2,ι3ǫ (λ)
∥∥∥
L1(T)

= 0. (B.31)

The proof of the lemma is presented in Section B.4.2 below.

Using Lemma B.6 we can write

Lǫ
scat,2(λ) = L̄ǫ

scat,2(λ) + o(1), (B.32)

as ǫ→ 0+, where

L̄ǫ
scat,2(λ) := −γ1

∫

T

Re d̄2ǫ (λ, k) Ĝ
⋆(k)dk (B.33)

and

d̄2ǫ (λ, k) := −γ1ǫ
∫ +∞

0
e−ǫλtdt

〈
p̄00 ⋆ gǫ (t)

∫ t

0
p̄00 ⋆ gǫ(s)ds

〉

µǫ

eλ+(k)(t−s).

Here

p̄00(t) :=

∫

T

e−ǫγ0R(k)tIm
(
ψ̂(k)e−iω(k)t

)
dk. (B.34)

Since p̄00 ⋆ gǫ is real valued we have

Re d̄2ǫ (λ, k) := −γ1ǫ
∫ +∞

0
e−ǫλtdt

〈
p̄00 ⋆ gǫ (t)

∫ t

0
p̄00 ⋆ gǫ(s)ds

〉

µǫ

e−γ0ǫR(k)(t−s) cos(ωǫ(k)(t− s)).

(B.35)

After rather lengthy, cut starightforward calculation, see Section B.4.3 below for details, we get

2Re d̄2ǫ(λ, k) = Rǫ(λ, k) + ρǫ(λ, k), (B.36)

with

Rǫ(λ, k) := −γ1(λ+ 2γ0ǫR(k))

23 · πǫ2
∫

R

dξ

(λ/2 + γ0R(k))2 + ξ2

∫

T2

dℓdℓ′ǫ〈ψ̂(ℓ)ψ̂∗(ℓ′)〉µǫ
(B.37)

× |g̃ǫ (λǫ/2 − i[ǫξ + ωǫ(k)]) |2
λ/2− i{ξ + ǫ−1[ωǫ(k)− ωǫ(ℓ)]}

× 1

λ/2 + i{ξ + ǫ−1[ωǫ(k)− ωǫ(ℓ′)]}
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and

ρǫ(λ, k) := −ǫγ1(λ+ 2γ0ǫR(k))

24 · π

∫

R

dξ

(λ/2 + γ0R(k))2 + ξ2

∫

T2

dℓdℓ′〈ψ̂(ℓ)ψ̂∗(ℓ′)〉µǫ

×
{

g̃ (λǫ/2− i[ǫξ + ωǫ(k)])

ǫλ/2− i[ǫξ + ωǫ(k)− ωǫ(ℓ)]

×
{ g̃ (λǫ/2 + i[ǫξ + ωǫ(k)])

ǫλ/2 + i[ǫξ + ωǫ(k) + ωǫ(ℓ′)]
+

g̃ (λǫ/2 + i[ǫξ − ωǫ(k)]))

ǫλ/2 + i{ǫξ − [ωǫ(k) + ωǫ(ℓ′)]}
}

+
g̃ (λǫ/2− i[ǫξ − ωǫ(k)])

ǫλ/2− i[ǫξ + ωǫ(k) + ωǫ(ℓ)]
(B.38)

×
{ g̃ (λǫ/2 + i[ǫξ + ωǫ(k)])

ǫλ/2 + i[ǫξ + ωǫ(k) + ωǫ(ℓ′)]
+

g̃ (λǫ/2 + i[ǫξ − ωǫ(k)]))

ǫλ/2 + i{ǫξ − [ωǫ(k) + ωǫ(ℓ′)]}
}

− g̃ (λǫ/2− i[ǫξ + ωǫ(k)])

ǫλ/2− i[ǫξ + ωǫ(k)− ωǫ(ℓ)]
· g̃ (λǫ/2 + i[ǫξ − ωǫ(k)]))

ǫλ/2 + i{ǫξ − [ωǫ(k) + ωǫ(ℓ′)]}

− g̃ (λǫ/2− i[ǫξ − ωǫ(k)])

ǫλ/2− i[ǫξ + ωǫ(k) + ωǫ(ℓ)]
· g̃ (λǫ/2 + i[ǫξ−ωǫ(k)])

ǫλ/2 + i[ǫξ + ωǫ(k)− ωǫ(ℓ′)]

}
.

Substituting for Re d̄2ǫ(λ, k) from (B.36) into (B.33) we obtain L̄ǫ
scat,2(λ) = L̄ǫ

scat,21(λ) + L̄ǫ
scat,22(λ),

where the terms in the right hand side correspond to Rǫ(λ, k), ρǫ(λ, k) respectively. As for ρǫ(λ, k)

we expect its contribution to be small in the limit and limǫ→0+ L̄ǫ
scat,22(λ) = 0. In fact, we have.

Lemma B.7 For each λ > 0 we have

lim
ǫ→0+

∫

T

|ρǫ(λ, k)|dk = 0. (B.39)

The proof of the lemma follows closely the argument presented in the proof Lemma 6.1 in [3], so we

will not present it here.

Concerning L̄ǫ
scat,21(λ), we note first that, by the same type of estimate as in (B.47),

lim
ǫ→0+

[
L̄ǫ
scat,21(λ)− Lǫ

scat,21(λ)
]
= 0, (B.40)

where

Lǫ
scat,21(λ) := −γ1

2

∫

T

R0
ǫ (λ, k) Ĝ

⋆(k)dk (B.41)

and

R0
ǫ (λ, k) := −γ1(λ+ 2γ0ǫR(k))

23 · πǫ2
∫

R

dξ

(λ/2 + γ0R(k))2 + ξ2

∫

T2

dℓdℓ′ǫ〈ψ̂(ℓ)ψ̂∗(ℓ′)〉µǫ
(B.42)

× |g̃ǫ (λǫ/2− i[ǫξ + ω(k)]) |2
λ/2− i{ξ + ǫ−1[ω(k)− ω(ℓ)]} × 1

λ/2 + i{ξ + ǫ−1[ω(k) − ω(ℓ′)]} .

Using (B.37) and the change of variables

ℓ =: k′ +
ǫη′

2
, ℓ′ =: k′ − ǫη′

2
(B.43)
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we can write

Lǫ
scat,21(λ) :=

γ21(λ+ 2γ0ǫR(k))

23πǫ

∫

R

dξ

∫

T×Tǫ

Ŵ un
ǫ,+(0, η

′, k′)G∗(k)dkdη′dk′

λ/2− i{ξ + ǫ−1[ω(k)− ω(k′ + ǫη′/2)]}

× |g̃ǫ (λǫ/2− i[ǫξ + ω(k)]) |2
λ/2 + i{ξ + ǫ−1[ω(k)− ω(k′ − ǫη′/2)]} × 1

(λ/2 + γ0R(k))2 + ξ2
. (B.44)

Here Tǫ is the image of Tǫ×T under the change of variables. In fact, we may discard the contribution

due to large η′, thanks to assumption (2.52). The main contribution to the limit comes therefore

from the regions where ω(k) ≈ ω(k′), that is, where either k ≈ k′ – this generates the transmission

term, or k ≈ −k′ – this is responsible for the reflection term in the limit. The conclusion of Lemma

B.5 follows directly from the following result.

Lemma B.8 We have

lim
ǫ→0+

Lǫ
scat,21(λ) =

γ1
4

∑

ι=±

∫

T

Ĝ⋆(k) ı (k)Ŵ0(η, ιk)dηdk

λ+ 2γ0R(k) + ιiω′(k)η
. (B.45)

The proof of the lemma follows the argument presented in the proof of Lemma 6.2 in [3], so we omit

it here.

B.4 Proofs of auxiliary results

B.4.1 Proof of Lemma B.4

We can write

∫

T

∣∣∣Ĩι1,ι2ǫ (λ, k)
∣∣∣dk = ǫ2

∫

T

dk
∣∣∣
∫

T

dℓ

∫ +∞

0
exp {−{ǫ(λ+ γ0R(k))− iι1ωǫ(k)}s} gǫ (ds)

× r1,ǫ(k)r2,ǫ(ℓ)

ǫ(λ+ γ0R(k) + γ0R(ℓ))− i[ι1ωǫ(k) + ι2ωǫ(ℓ)]
〈ψ̂⋆(k)ψ̂(ℓ)〉µǫ

∣∣∣

≤ ǫ2
∫

T2

dkdℓ
∣∣∣g̃ǫ
(
ǫ(λ+ γ0R(k)) + iι1ωǫ(k)

) ∣∣∣

× |r1,ǫ(k)r2,ǫ(ℓ)|
ǫ(λ+ γ0R(k) + γ0R(ℓ))− i[ι1ωǫ(k) + ι2ωǫ(ℓ)]|

∣∣∣〈ψ̂⋆(k)ψ̂(ℓ)〉µǫ

∣∣∣.

The expression in the right hand side can be estimated by Iι1ι2ǫ , where

Iιǫ := ǫ2r1,∗r2,∗‖g̃ǫ‖∞
∫

T2

∣∣∣〈ψ̂⋆(k)ψ̂(ℓ)〉µǫ

∣∣∣dkdℓ
ǫ(λ+ γ0R(k) + γ0R(ℓ)) + |ωǫ(k) + ιωǫ(ℓ)|

.

We need to show that

Iιǫ � ǫ1/2 log ǫ−1, ǫ ∈ (0, 1] (B.46)
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for ι = ±. Note that

rǫ := sup
A∈R,k∈T

∣∣∣∣
1

|ǫλ/2 − i (ωǫ(k)−A) | −
1

|ǫλ/2− i (ω(k)−A) |

∣∣∣∣ (B.47)

= sup
A∈R,k∈T

ǫ2dk

|ǫλ/2− i (ωǫ(k)−A) ||ǫλ/2− i (ω(k)−A) | � 1, ǫ ∈ (0, 1].

Let

Ĩιǫ := ǫ2r1,∗r2,∗‖g̃ǫ‖∞
∫

T2

∣∣∣〈ψ̂⋆(k)ψ̂(ℓ)〉µǫ

∣∣∣dkdℓ
ǫ(λ+ γ0R(k) + γ0R(ℓ)) + |ω(k) + ιω(ℓ)| , ǫ ∈ (0, 1]. (B.48)

We have

|Ĩιǫ − Iιǫ| ≤ ǫ2r1,∗r2,∗rǫ‖g̃ǫ‖∞
∫

T2

∣∣∣〈ψ̂⋆(k)ψ̂(ℓ)〉µǫ

∣∣∣dkdℓ � ǫ, ǫ ∈ (0, 1],

as ǫ→ 0.

In the case ι = + we can write

Ĩ+ǫ ≤ 2r1,∗r2,∗‖g̃ǫ‖∞
{
ǫ

∫

T

∣∣∣〈ψ̂⋆(k)〉µǫ

∣∣∣
2
dk
}∫

T

ǫdℓ

ǫλ+ ω(ℓ)
� ǫ log ǫ−1, ǫ ∈ (), 1].

In the case ι = − we can write

Ĩ−ǫ ≤ 2r1,∗r2,∗Γǫ‖g̃ǫ‖∞
{
ǫ

∫

T

∣∣∣〈ψ̂⋆(k)〉µǫ

∣∣∣
2
dk
}
,

with

Γǫ := sup
A∈R

∫

T

ǫdk

ǫλ+ |ω(k)−A| .

Note that Γǫ = Γ+
ǫ + Γ−

ǫ , with

Γ±
ǫ := sup

A∈R

∫ ωmax

ωmin

ǫdu

(ǫλ+ |u−A|)|ω′(ω±(u))|
.

Recall that ω−, ω+ are the decreasing and increasing branches of the inverse function of the dispersion

relation ω(·). Our assumptions on the dispersion relation imply that

|ω′(ω±(u))| ≈ (ωmax − u)1/2, for ωmax − u≪ 1. (B.49)

The consideration near the minimum of ω is identical unless ωmin = 0, in which case |ω′(k)| stays
uniformly positive near the minimum. Therefore, we have

Γ±
ǫ � sup

A∈[0,1]

∫ 1

0

ǫdu

(ǫ+ |u−A|)√u � ǫ1/2 log ǫ−1

and we conclude that (B.46) holds. �
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B.4.2 Proof of Lemma B.6

We have

∥∥∥ĨIι1,ι2,ι3ǫ (λ)
∥∥∥
L1(T)

= ǫ2
∫

T

dk
∣∣∣
∫ +∞

0

∫ +∞

0
e−ǫλ(t+t′)/2δ(t− t′)dtdt′

∫ t

0
ds

∫ t′

0
gǫ
(
ds′
) ∫ s

0
gǫ (ds1)

∫

T2

dℓdℓ′

× r1,ǫ(k)r2,ǫ(ℓ)r3,ǫ(ℓ
′)eλι2

(ℓ)(s−s1)eλι3
(ℓ′)(t′−s′)eλι1

(k)(t−s)〈ψ̂⋆(ℓ)ψ̂(ℓ′)〉µǫ

∣∣∣

=
ǫ2

2π

∫

T

dk
∣∣∣
∫

R

dξ

∫ +∞

0

∫ +∞

0
e−ǫλ(t+t′)/2eiξ(t−t′)dtdt′

∫ t

0
ds

∫ t′

0
gǫ
(
ds′
) ∫ s

0
gǫ (ds1)

∫

T2

dℓdℓ′

× r1,ǫ(k)r2,ǫ(ℓ)r3,ǫ(ℓ
′)eλι2

(ℓ)(s−s1)eλι3
(ℓ′)(t′−s′)eλι1

(k)(t−s)〈ψ̂⋆(ℓ)ψ̂(ℓ′)〉µǫ

∣∣∣.

Note that

∫ +∞

0
e−(ǫλ/2−iξ)tdt

∫ t

0
ds

∫ s

0
gǫ (ds1) e

λι2
(ℓ)(s−s1)eλι1

(k)(t−s)

=

∫ +∞

0
ds

∫ s

0
gǫ (ds1)

eλι2
(ℓ)(s−s1) exp {−(ǫλ/2− iξ)s}

ǫλ/2− iξ − λι1(k)

=
g̃ǫ(ǫλ/2 − iξ)

[ǫλ/2− iξ − λι1(k)][ǫλ/2 − iξ − λι2(ℓ)]
.

Similarly

∫ +∞

0
e−(ǫλ/2+iξ)t′dt′

∫ t′

0
gǫ
(
ds′
)
eλι3

(ℓ′)(t′−s′) =
g̃ǫ(ǫλ/2 + iξ)

ǫλ/2 + iξ − λι3(ℓ
′)
.

Taking the above into account we obtain

∥∥∥ĨIι1,ι2,ι3ǫ (λ)
∥∥∥
L1(T)

=
ǫ2

2π

∫

T

dk
∣∣∣
∫

R

dξ

∫

T2

dℓdℓ′〈ψ̂⋆(ℓ)ψ̂(ℓ′)〉µǫ
|g̃ǫ(ǫλ/2− iξ)|2 (B.50)

×
{
[ǫ(λ/2 + γ0R(k))− i(ξ + ι1ωǫ(k))][ǫ(λ/2 + γ0R(k))− i(ξ + ι2ωǫ(ℓ))][ǫ(λ/2 + γ0R(k)) + i(ξ − ι3ωǫ(ℓ

′))]

} ∣∣∣.

Consider only the case ι1 = ι2 = ι3 = +, as the other ones can be done in a similar fashion. We

omit writing the superscripts in what follows. Change variables ℓ := k′ − ǫη/2, ℓ′ = k′ − ǫη/2 and

obtain

∥∥∥ĨIǫ(λ)
∥∥∥
L1(T)

=
ǫ2

π

∫

T

dk
∣∣∣
∫

R

dξ

∫

Tǫ

dηdk′Ŵǫ(η, k
′)|g̃ǫ(ǫλ/2 − iξ)|2

{
[ǫ(λ/2 + γ0R(k))− i(ξ + ωǫ(k))]

[ǫ(λ/2 + γ0R(k))− i(ξ + ωǫ(k
′ − ǫη/2))][ǫ(λ/2 + γ0R(k)) + i(ξ − ωǫ(k

′ + ǫη/2))]
}−1∣∣∣.

Thanks to (2.51) and (3.18) we can estimate

∥∥∥ĨIǫ(λ)
∥∥∥
L1(T)

� ǫ2
∫

R

dξ

∫

R

ϕ(η)dη

∫

T2

|[ǫ(λ/2 + γ0R(k))− i(ξ + ωǫ(k))]

×[ǫ(λ/2 + γ0R(k))− i(ξ + ωǫ(k
′ − ǫη/2))][ǫ(λ/2 + γ0R(k)) + i(ξ − ωǫ(k

′ + ǫη/2))]
∣∣−1

dkdk′, ǫ ∈ (0, 1].

46



We need to prove that the right hand side vanishes, as ǫ → 0. Similarly to what has been done in

the proof of Lemma B.4, it suffices only to show that

lim
ǫ→0

Jǫ = 0, (B.51)

where

Jǫ := ǫ2
∫

R

dξ

∫

R

ϕ(η)dη

∫

T2

|[ǫλ/2− i(ξ + ω(k))]

×[ǫλ/2− i(ξ + ω(k′ − ǫη/2))][ǫλ/2 + i(ξ − ω(k′ + ǫη/2))]
∣∣−1

dkdk′

Changing variables ξ + ω(k) := ǫξ′ we conclude that

Jǫ ≈
∫

R

dξ

∫

R

ϕ(η)dη

∫

T2

{
(1 + |ξ|)(1 + |ξ + ǫ−1(ω(k′ − ǫη/2) − ω(k))|)

(1 + |ξ + ǫ−1(ω(k)− ω(k′ + ǫη/2)))

}−1

dkdk′ ≤ J1
ǫ + J2

ǫ ,

with

J1
ǫ :=

1

2

∫

R

dξ

∫

R

ϕ(η)dη

∫

T2

{
(1 + |ξ|)(1 + |ξ + ǫ−1(ω(k′ − ǫη/2) − ω(k))|)2

}−1
dkdk′

and

J2
ǫ :=

1

2

∫

R

dξ

∫

R

ϕ(η)dη

∫

T2

{
(1 + |ξ|)(1 + |ξ + ǫ−1(ω(k) − ω(k′ + ǫη/2)))2

}−1
dkdk′

Using an elementary estimate

∫

R

1

1 + |x+ a| ×
dx

1 + x2
� 1

1 + |a| , a ∈ R (B.52)

we conclude that

J1
ǫ � 1

2

∫

R

ϕ(η)dη

∫

T2

{
1 + |ǫ−1(ω(k′ − ǫη/2) − ω(k))|

}−1
dkdk′ → 0,

by virtue of the dominated convergence theorem. Estimates for J2
ǫ are similar. �

B.4.3 Proof of formula (B.36)

From (B.35) we have

2Re d̄2ǫ (λ, k) = −γ1ǫ
〈∫ +∞

0
e−λǫte−2γ0ǫR(k)t d

dt

{[∫ t

0
eγ0ǫR(k)ts cos(ωǫ(k)s)gǫ ∗ p̄00(s)ds

]2

+

[∫ t

0
eγ0ǫR(k)ts sin(ω(k)s)gǫ ∗ p̄00(s)ds

]2}
dt

〉

µǫ

.
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Integrating by parts, we obtain

2Re d2ǫ (λ, k) = Cǫ(λ, k) + Sǫ(λ, k).

The first term in the right side is

Cǫ(λ, k) = − γ1
4π
ǫ(λ+ 2γ0ǫR(k))

∫

R

dξ

∫

T2

ǫ〈ψ̂(ℓ)ψ̂∗(ℓ′)〉µǫ
Ξǫ(ℓ, k, λ, ξ)Ξ

⋆
ǫ (ℓ

′, k, λ, ξ)dℓdℓ′, (B.53)

with

Ξǫ(ℓ, k, λ, ξ) :=

∫ +∞

0
eγ0ǫR(k)s cos(ωǫ(k)s)ds

{∫ s

0
e−iωǫ(ℓ)(s−τ)gǫ(dτ)

∫ +∞

s
e−[(λ/2+γ0R(k))ǫ−iξ]tdt

}
.

Integrating out first the t variable, and then the s varable, we obtain

Ξǫ(ℓ, k, λ, ξ) =
1

2[(λ/2 + γ0R(k))ǫ− iξ]

{
g̃ǫ (λǫ/2− i[ξ + ωǫ(k)])

λǫ/2 − i(ξ + ωǫ(k) − ωǫ(ℓ))
+

g̃ǫ (λǫ/2− i[ξ − ωǫ(k))])

λǫ/2− i[ξ + ωǫ(k) + ωǫ(ℓ)]

}
.

Hence, after a change of variables ξ := ǫξ′, we get

Cǫ(λ, k) = −γ1(λ+ 2γ0ǫR(k))

24 · πǫ2
∫

R

dξ

(λ/2 + γ0R(k))2 + ξ2

∫

T2

dℓdℓ′ǫ〈ψ̂(ℓ)ψ̂∗(ℓ′)〉µǫ
(B.54)

×
{

g̃ǫ (λǫ/2− i[ǫξ + ωǫ(k)])

λ/2− i{ξ + ǫ−1[ωǫ(k)− ωǫ(ℓ)]}
+

g̃ǫ (λǫ/2− i[ǫξ − ωǫ(k)])

λ/2− i{ξ + ǫ−1[ωǫ(k) + ωǫ(ℓ)]}

}

×
{

g̃ǫ (λǫ/2 + i[ǫξ + ωǫ(k)])

λ/2 + i{ξ + ǫ−1[ωǫ(k)− ωǫ(ℓ′)]}
+

g̃ (λǫ/2 + i[ǫξ + ωǫ(k)]))

λ/2 + i{ξ + ǫ−1[ωǫ(k) + ωǫ(ℓ′)]}

}
.

A similar calculation leads to

Sǫ(λ, k) =
γ1(λ+ 2γ0ǫR(k))

24πǫ2

∫

R

dξ

(λ/2 + γ0R(k))2 + ξ2

∫

T2

dℓdℓ′ǫ〈ψ̂(ℓ)ψ̂∗(ℓ′)〉µǫ
(B.55)

×
{

g̃ǫ (λǫ/2− i[ǫξ + ωǫ(k)])

λ/2 − i{ξ + ǫ−1[ωǫ(k)− ωǫ(ℓ)]}
− g̃ǫ (λǫ/2− i[ǫξ − ωǫ(k)])

λ/2− i{ξ + ǫ−1[ωǫ(k) + ωǫ(ℓ)]}

}

×
{

g̃ǫ (λǫ/2 + i(ǫξ − ωǫ(k)]))

λ/2 + i{ξ − ǫ−1[ωǫ(k) + ωǫ(ℓ′)]}
− g̃ǫ (λǫ/2 + i[ǫξ + ωǫ(k)])

λ/2 + i{ξ + ǫ−1[ωǫ(k)− ωǫ(ℓ′)]}

}
.

Putting (B.53) – (B.55) together, gives (B.36).

C Proof of Proposition 3.1

Let (cf (3.13))

j̃ǫ(λ, k) :=

∫ +∞

0
e−λtjǫ(t, k)dt, Reλ > 0. (C.1)

From (C.1) and (3.13) it follows that

j̃ǫ(λ, k) =
λ
√

1− (ǫβ)2

2(λ+ ǫγ0R(k))

{
1

λ+ ǫγ0R(k) + iωǫ(k)
+

1

λ+ ǫγ0R(k)− iωǫ(k)

}
. (C.2)
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Also, since Ω0(k)− Ωǫ(k) = ǫγ0R(k)f⊗ g (see (3.4)) we have

j̃0(λ, k) − j̃ǫ(λ, k) =
1
2

[
(λ− Ω0(k))

−1 − (λ− Ωǫ(k))
−1
]
f · f (C.3)

= 1
2(λ− Ω0(k))

−1(Ω0(k)− Ωǫ(k))(λ − Ωǫ(k))
−1f · f = 1

2ǫγ0R(k)j̃ǫ(λ, k)j̃0(λ, k).

The following result holds.

Proposition C.1 We have

J̃(λ) = J̃ǫ(λ) + ǫγ0R̃ǫ(λ), ǫ ∈ (0, 1], λ ∈ C+, (C.4)

where

R̃ǫ(λ) =

∫

T

R(k)j̃ǫ(λ, k)j̃0(λ, k)dk, λ ∈ C+. (C.5)

In addition, for any p ∈ (1, 2) and a uniformly continuous and bounded function ξ : R → R+

satisfying

ξ(η) ≥ ξ0, η ∈ R (C.6)

we have

lim
ǫ→0

ǫp
∫

R

|R̃ǫ(ǫξ(η) + iη)|pdη = 0. (C.7)

Proof. Identity (C.4) follows directly from (C.3). Letting λ := ǫξ(η) + iη, using (C.2) together with

(C.5) and the change of variables k 7→ v = ω(k) we can write

J̃(ǫξ(η) + iη)− J̃ǫ(ǫξ(η) + iη) =
1

2

∑

ι=±

{∫

R

χι,ǫ(v)dv

ǫξ(η) + i(η + v)
+

∫

R

χι,ǫ(v)dv

ǫξ(η) + i(η − v)

}
, (C.8)

with

χι,ǫ(v) = ιǫγ0R(ω+(v))j̃ǫ(ǫξ(η) + iη, ω+(v))
1[ωmin,ωmax](v)

ω′(ω+(v))
.

Here, (see Section 2.3.1) ω± are the two branches of inverses of the unimodal dispersion relation ω,

with ω+ : [ωmin, ωmax] → [0, 1/2] and ω− := −ω+. In addition to (B.49), in the optical case, we also

have

|ω′(ω±(u))| ≈ (u− ωmin)
1/2, for u− ωmin ≪ 1. (C.9)

Hence,

ǫγ0R(k)|j̃ǫ(ǫξ(η) + iη, k)| (C.10)

≤ 1

2

{∣∣∣∣
ǫγ0R(k)

ǫ(ξ(η) + γ0R(k)) + i(η + ωǫ(k))

∣∣∣∣+
∣∣∣∣

ǫγ0R(k)

ǫ(ξ(η) + γ0R(k)) + i(η − ωǫ(k))

∣∣∣∣
}
.
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The above allows us to conclude that

ǫγ0R(k)|j̃ǫ(ǫξ(η) + iη, k)| ≤ C

for some C > 0 independent of η, ǫ, k and, as a result,

|χι,ǫ(v)| ≤
C1[ωmin,ωmax](v)

ω′(ω+(v))
.

Thus

lim
ǫ→0+

χι,ǫ(v) = 0 (C.11)

both a.s. and in the Lp sense for any p ∈ [1, 2), see (B.49) and (C.9). Let ξ0 be as in (C.6). Note

that for any η ∈ R

∣∣∣
∫

R

χι,ǫ(v − η)dv

ǫξ(η) + iv

∣∣∣ ≤
∣∣∣
∫

[|v|≥ǫξ0]

χι,ǫ(v − η)dv

iv

∣∣∣

+
∣∣∣
∫

[|v|≥ǫξ0]

χι,ǫ(v − η)dv

ǫξ(η) + iv
−
∫

[|v|≥ǫξ0]

χι,ǫ(v − η)dv

iv

∣∣∣+
∣∣∣
∫

[|v|<ǫξ0]

χι,ǫ(v − η)dv

ǫξ(η) + iv

∣∣∣

Denote the expressions in the utmost right hand side by J1,ǫ(η), J2,ǫ(η) and J3,ǫ(η), respectively.

Using Theorem 3.2, p. 35 of [7] we conclude that for any p ∈ (1,+∞) there exists a constant

C > 0, independent of ǫ > 0 such that

‖J1,ǫ‖Lp(R) ≤ C‖χι,ǫ‖Lp(R). (C.12)

Considering J3,ǫ, there exists C > 0 such that

1[|v|<ǫξ0]

|ǫξ(ǫ) + iv| ≤
C1[|v|<ǫξ0]

ǫ

thus, again (using Young’s inequality) for any p ∈ (1,+∞) there exists C > 0 such that

‖J3,ǫ‖Lp(R) ≤ C‖χι,ǫ‖Lp(R), ǫ ∈ (0, 1]. (C.13)

For ρ ∈ (0, 1) we can write

|J2,ǫ(η)| ≤
∫

[|v|≥ǫξ0]

ǫξ(η)|χι,ǫ(v − η)|dv
[(ǫξ(η))2 + v2]1/2|v| ≤ ‖ξ‖∞

∫

[|v|≥ǫξ0]

ǫρ|χι,ǫ(v − η)|dv
|v|1+ρ

.

By an application of Young’s inequality for convolutions we have

‖J2,ǫ‖Lp(R) ≤ 2ǫρ‖ξ‖∞‖χι,ǫ‖Lp(R)

∫ +∞

ǫξ0

dv

v1+ρ
≤ C‖χι,ǫ‖Lp(R), ǫ ∈ (0, 1], (C.14)

with constant C > 0 independent of ǫ.
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Taking into account all the above we conclude that

lim
ǫ→0+

∫

R

|J̃(ǫξ(η) + iη)− J̃ǫ(ǫξ(η) + iη)|pdη = 0

for any p ∈ (1, 2). �

Proposition 3.1 follows from the following result.

Proposition C.2 Suppose that ξ : R → R+ is a uniformly continuous and bounded function satis-

fying

inf
η∈R

ξ(η) > 0 (C.15)

and r̃ǫ(λ) is given by (3.21). Then, for any p ∈ (1,+∞), we have

lim
ǫ→0+

ǫp
∫

R

|r̃ǫ(ǫξ(η) + iη)|pdη = 0,

Indeed, assume the above result and let K be as in the statement of Proposition 3.1. Define ξ±(η) :=

K(ω±(η)), η ∈ T̄± and ξ±(η) = 1, elsewhere. We conclude that in particular ǫ|r̃ǫ(ǫξ±(η) + iη)

converges to 0 in the Lebesgue measure on [ωmin, ωmax]. This obviously implies that ǫ|r̃ǫ(ǫK(k) −
iω(k)) convergence in the Lebesgue measure on T to 0. The Lp convergence follows from the fact

that the functions are bounded.

Proof of Proposition C.2

We have (cf (C.5))

g̃ǫ(λ)− g̃(λ) = ǫγ0γ1

(
1 + γ1J̃ǫ(λ)

)−1 (
1 + γ1J̃(λ)

)−1
R̃ǫ(λ).

From the above identity we conclude that

|g̃ǫ(ǫξ(η) + iη)− g̃(ǫξ(η) + iη)| ≤ ǫγ0γ1|R̃ǫ(ǫξ(η) + iη)|.

From (C.7) we conclude that

lim
ǫ→0+

∫

R

∣∣∣g̃ǫ(ǫξ(η) + iη)− g̃(ǫξ(η) + iη)
∣∣∣
p
dη = 0

for any p ∈ (1, 2). On the other hand, thanks to (3.18), for p ≥ 2 we get

∫

R

|g̃ǫ(ǫξ(η) + iη)− g̃(ǫξ(η) + iη)|pdη ≤ 2p−3/2

∫

R

|g̃ǫ(ǫξ(η) + iη)− g̃(ǫξ(η) + iη)|3/2dη → 0

as ǫ→ 0+. �
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