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# Approximation of critical regularity functions on stratified homogeneous groups 

Eduard Curcă


#### Abstract

Let $G$ be a stratified homogeneous group with homogeneous dimension $Q$ and whose Lie algebra is generated by the left-invariant vector fields $X_{1}, \ldots, X_{d_{1}}$. Let $1<p, q<\infty$, $\alpha=Q / p$ and $\delta>0$. We prove that for any function $f \in \dot{F}_{q}^{\alpha, p}(G)$ there exists a function $F \in L^{\infty}(G) \cap \dot{F}_{q}^{\alpha, p}(G)$ such that $$
\begin{aligned} \sum_{i=1}^{\mathrm{k}}\left\|X_{i}(f-F)\right\|_{\dot{F}_{q}^{\alpha-1, p}(G)} & \leq \delta\|f\|_{\dot{F}_{q}^{\alpha, p}(G)} \\ \|F\|_{L^{\infty}(G)}+\|F\|_{\dot{F}_{q}^{\alpha, p}(G)} & \leq C_{\delta}\|f\|_{\dot{F}_{q}^{\alpha, p}(G)} \end{aligned}
$$ where $\mathbf{k}$ is the largest integer smaller than $\min \left(p, d_{1}\right)$ and $C_{\delta}$ is a positive constant only depending on $\delta$. Here, $\dot{F}_{q}^{\alpha, p}(G)$ is a Triebel-Lizorkin type space adapted to $G$.

This generalizes earlier results of Bourgain, Brezis [4] and of Bousquet, Russ, Wang, Yung [6] in the Euclidean case and answers an open problem in [6].
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## 1 Introduction

Let $B \subset \mathbf{R}^{d}(d \geq 2)$ be a Euclidean ball. It is well-known that, if $f \in L_{l o c}^{p}(B, \mathbf{R})$ with $1<p<\infty$, then the equation $\operatorname{div} Y=f$ has a solution $X \in W_{l o c}^{1, p}\left(B, \mathbf{R}^{d}\right)$. When $p=d$, this $Y$ "almost" belongs to $L_{l o c}^{\infty}\left(B, \mathbf{R}^{d}\right)$. A striking result obtained by Bourgain and Brezis (in [3]) asserts that is possible to find $Y \in W_{l o c}^{1, d}\left(B, \mathbf{R}^{d}\right) \cap L_{l o c}^{\infty}\left(B, \mathbf{R}^{d}\right)$. Their argument relies on a new type of approximation results.

This seminal work has been followed by a number of approximation results of similar type [4], [5], [13], [6]. Our work is primarily motivated by two types of developments of the results in [13], [6] concerning functions in critical Sobolev spaces that barely fail the embedding in $L^{\infty}$.

The first of these results (Lemma 1.7 in [13]) deals with the extension of the approximation result given in [4] (Theorem 11) in the Euclidean case, to the more general case of stratified homogeneous groups. Somewhat informally this reads (see Section 2 for definitions):

Theorem 1.1 Suppose $G$ is a stratified homogeneous group whose homogeneous dimension is $Q$ and let $X_{1}, \ldots, X_{n_{1}}$ be a minimal family of vector fields generating the Lie algebra of $G$. Then, for any Schwartz function $f$ on $G$ and any $\delta>0$ there exists a function $F$ such that:

$$
\begin{aligned}
\sum_{i=1}^{n_{1}-1}\left\|X_{i}(f-F)\right\|_{L^{Q}(G)} & \leq \delta\left\|\nabla_{b} f\right\|_{L^{Q}(G)} \\
\|F\|_{L^{\infty}(G)}+\left\|\nabla_{b} F\right\|_{L^{Q}(G)} & \leq C_{\delta}\left\|\nabla_{b} f\right\|_{\dot{F}_{q}^{\alpha, p}(G)}
\end{aligned}
$$

where $C_{\delta}$ is a constant only depending on $\delta$.

Here, $\nabla_{b} f=\left(X_{1} f, \ldots, X_{n_{1}} f\right)$. Theorem 11 in [4] corresponds to the Euclidean case.
On the other hand, it was proved in [6] (Theorem 1.1) that Theorem 11 in [4] remains true, in the Euclidean case if we replace the critical Sobolev space $\dot{W}^{1, d}\left(\mathbf{R}^{d}\right)$ by more general critical spaces such as $\dot{F}_{q}^{d / p, p}\left(\mathbf{R}^{d}\right)$. More precisely, we have the following:

Theorem 1.2 Consider the parameters $1<p, q<\infty, \alpha=d / p$ and let $\mathbf{k}$ be the largest positive integer with $\mathbf{k}<\min (p, d)$. Then, for every $\delta>0$ there exists a constant $C_{\delta}>0$ only depending on $\delta$, such that for every function $f \in \dot{F}_{q}^{\alpha, p}\left(\mathbf{R}^{d}\right)$ there exists $F \in L^{\infty}\left(\mathbf{R}^{d}\right) \cap \dot{F}_{q}^{\alpha, p}\left(\mathbf{R}^{d}\right)$ satisfying the following estimates:

$$
\begin{aligned}
& \sum_{i=1}^{\mathbf{k}}\left\|\partial_{i}(f-F)\right\|_{\dot{F}_{q}^{\alpha-1, p}\left(\mathbf{R}^{d}\right)} \leq \delta\|f\|_{\dot{F}_{q}^{\alpha, p}\left(\mathbf{R}^{d}\right)} \\
&\|F\|_{L^{\infty}\left(\mathbf{R}^{d}\right)}+\|F\|_{\dot{F}_{q}^{\alpha, p}\left(\mathbf{R}^{d}\right)} \leq C_{\delta}\|f\|_{\dot{F}_{q}^{\alpha, p}\left(\mathbf{R}^{d}\right)}
\end{aligned}
$$

Note that here we have a somewhat unnatural technical condition on $\mathbf{k}$, which does not seem to be optimal. Namely, we impose $\mathbf{k}<\min (p, d)$ instead of only imposing $\mathbf{k}<d$. (See [6] for a discussion on this assumption.)

The purpose of this paper is to find a common roof to Theorem 1.1 and Theorem 1.2 and to give an affirmative answer to Open question 1.4 in [6]. Our generalisation is an adaptation of Theorem 1.2 above to the stratified homogeneous groups context of Theorem 1.1. In this case the role of the Euclidean dimension is played by the homogeneous dimension $Q$ of the group and the critical regularity becomes, in this case, $\alpha=Q / p$. The role of the derivatives is played by the vector fields that generate the full Lie algebra of $G$.

The statement of our main result is:

Theorem 1.3 Consider the parameters $1<p, q<\infty, \alpha=Q / p$ and let $\mathbf{k}$ be the largest positive integer with $\mathbf{k}<\min \left(p, d_{1}\right)$. Then, for every $\delta>0$ there exists a constant $C_{\delta}>0$ only depending on $\delta$, such that, for every function $f \in \dot{F}_{q}^{\alpha, p}(G)$, there exists $F \in L^{\infty}(G) \cap \dot{F}_{q}^{\alpha, p}(G)$ satisfying the following estimates:

$$
\begin{aligned}
\sum_{i=1}^{\mathbf{k}}\left\|X_{i}(f-F)\right\|_{\dot{F}_{q}^{\alpha-1, p}(G)} & \leq \delta\|f\|_{\dot{F}_{q}^{\alpha, p}(G)} \\
\|F\|_{L^{\infty}(G)}+\|F\|_{\dot{F}_{q}^{\alpha, p}(G)} & \leq C_{\delta}\|f\|_{\dot{F}_{q}^{\alpha, p}(G)}
\end{aligned}
$$

We will give in Section 2 precise definition of the function spaces we consider on $G$. For the time being, let us mention that we cover the case of the more familiar anisotropic homogeneous Sobolev spaces $\dot{N} L^{m, p}$, defined informally as containing the functions $f$ on $G$ for which $\nabla_{b}^{m} f \in L^{p}$.

Despite the fact that we also have the unnatural restriction $\mathbf{k}<\min \left(p, d_{1}\right)$, as in the Euclidean case, this suffices for some applications to divergence-like systems. Basically, all the applications to such systems presented in [4] can be easily adapted to the stratified homogeneous group setting and higher order Sobolev spaces. We give one example, formulated for simplicity for spaces of integer regularity.

Theorem 1.4 Let $m<Q$ be a positive integer. Suppose $f \in \dot{N} L^{m-1, Q / m}(G)$ and there exist functions $v_{1}, \ldots, v_{d_{1}} \in \dot{N} L^{m, Q / m}(G)$ such that

$$
X_{1} v_{1}+\ldots+X_{d_{1}} v_{d_{1}}=f
$$

Then, there exist $u_{1}, \ldots, u_{d_{1}} \in L^{\infty}(G) \cap \dot{N} L^{m, Q / m}(G)$ such that

$$
X_{1} u_{1}+\ldots+X_{d_{1}} u_{d_{1}}=f .
$$

The paper is divided into two parts. The first one (Section 2) deals with the construction of the Triebel-Lizorkin spaces on stratified homogeneous groups. We mention that the Euclidean analogues of these spaces coincide with the classical ones and that in the general stratified homogeneous group setting, they also satisfy similar interpolation and duality properties as their classical analogues.

Spaces of a similar kind were already defined and studied for example in [1], [10] and other works (see also [9] for a construction of inhomogenous spaces in the more general context of Lie groups of polynomial volume growth). Our construction is very similar to the one given in [10] (it turns out that our spaces essentially coincide with the ones introduced in [10], as a consequence of our Proposition 2.10). While the construction in [10] is based on spectral decomposition of sublaplacians, our construction is based only on the relatively elementary technique developed in [13] for obtaining a Littlewood-Paley decomposition for functions defined on the group. (We also notice that our purpose is not to explore the properties of these spaces, but rather to prove a minimal number of their properties, required in the proof of Theorem 1.3.)

While in [13] Littlewood-Paley decomposition is obtained by a Calderón reproducing formula with two convolutions, we will also need similar reproducing formulas with three convolutions (we will prove that all the definitions of the spaces with two or more convolutions coincide). This allows us to prove the full analogue of the Littlewood-Paley inequality as well as other inequalities needed in the proof of Theorem 1.3.

The second part (Sections 3 and 4) is devoted to the proof of Theorem 1.3. We follow closely the proof in [6]. Several relatively minor modifications were made in order to simplify the exposition. Some more substantial adaptations were required in order to bypass the lack of commutativity of the vector fields. In some cases the arguments are easily adapted to the group setting, and in these situations we only sketch the arguments or refer to the proofs in [6]. In the Appendix we recall the Calderón-Zygmund theory on stratified homogeneous groups in order to give a direct proof of an inequality (Proposition A1) whose Euclidean analogue was proved in the Appendix of [6] by similar but more complicated means.

## 2 Function spaces on stratified homogeneous groups

### 2.1 Basic facts on stratified homogeneous groups

Here, we follow mainly Folland and Stein [8] and Stein [12]. We also present some auxiliary results, possibly known to experts, that we will need in order to develop the Littlewood-Paley theory of function spaces on stratified homogeneous groups. We will consider homogeneous groups as defined in ([12], p. 618). For such a group $G$, we write the following decomposition of its Lie algebra $\mathfrak{g}$ :

$$
\mathfrak{g}=V_{1} \oplus V_{2} \oplus \ldots \oplus V_{\ell},
$$

where $V_{1}, \ldots, V_{\ell}$ are vector spaces of left-invariant vector fields such that
(i) $\left[V_{i}, V_{j}\right] \subseteq V_{i+j}$ (making the convention that $V_{\ell}$ is not trivial and any $V_{j}$ with $j>\ell$ is trivial),
(ii) $V_{1}$ generates the whole algebra $\mathfrak{g}$ (this is the so called Hörmander condition).

Dimension. We write $d_{j}:=\operatorname{dim} V_{j}$ and $d:=d_{1}+\ldots+d_{\ell}$; the number $Q=d_{1}+2 d_{2}+\ldots+\ell d_{\ell}$ is called the homogeneous dimension of $G$. As sets, we identify $G$ with $\mathbf{R}^{d}$. In view of this identification, we consider the following dilation rule: if $x=\left(x_{1}, \ldots, x_{d}\right) \in G$ and $\lambda>0$, then $\lambda x=\left(\lambda^{a_{1}} x_{1}, \ldots, \lambda^{a_{d}} x_{d}\right)$, where

$$
\begin{equation*}
a:=\left(a_{1}, \ldots, a_{d}\right)=(1, \ldots, 1,2, \ldots, 2, \ldots, \ell, \ldots, \ell) \tag{2.1}
\end{equation*}
$$

is the vector of the homogeneities, each $j \in\{1, \ldots, \ell\}$ appearing $d_{j}$ times. The dilations are known to be automorphisms of $G$ and, with respect to them, the following "norm" on $G$ is homogeneous:

$$
\begin{equation*}
\|x\|_{G}:=\left(\sum_{j=1}^{\ell} \sum_{d_{1}+\ldots+d_{j-1}<i \leq d_{1}+\ldots+d_{j}}\left|x_{i}\right|^{\frac{2!!}{j}}\right)^{\frac{1}{2!}} . \tag{2.2}
\end{equation*}
$$

We have also the quasi-triangle inequality

$$
\|x \cdot y\|_{G} \lesssim\|x\|_{G}+\|y\|_{G}, \text { for } x, y \in G .
$$

Subgradient. We write $X_{1}, X_{2}, \ldots, X_{d}$ for the left-invariant vector fields forming the standard basis of $\mathfrak{g}$, with $X_{1}, X_{2}, \ldots, X_{d_{1}}$ forming a basis of $V_{1}$. We will call full gradient and subgradient respectively the following operators

$$
\nabla:=\left(X_{1}, X_{2}, \ldots, X_{d}\right), \quad \nabla_{b}:=\left(X_{1}, X_{2}, \ldots, X_{d_{1}}\right) .
$$

Note that, whenever $f$ is a Schwartz function on $\mathbf{R}^{d}$ with $\nabla_{b} f \equiv 0$ then, thanks to the Hörmander condition, we get $\nabla f \equiv 0$. Hence, in a sense, the subgradient encodes all the differential information about $f$. We will always be concerned with the subgradient of functions rather than with the full gradient. We will consider for example the Sobolev-type space $\dot{N} L^{1, Q}$, which informally is a space of functions on $G$ whose subgradient is in $L^{Q}$. Note that this space is not the same as $\dot{W}^{1, Q}$ on $G$ seen as a manifold.

Similar considerations hold for right-invariant vector fields. We will write $X_{j}^{R}$ for the rightinvariant analogue of $X_{j}$.

An important aspect is that, with the identification $G=\mathbf{R}^{d}$, we have that $x \cdot y$ is a polynomial in $x, y$ and $(x \cdot y)_{k}=x_{k}+y_{k}$ for any $x, y \in G$ as long as $1 \leq k \leq d_{1}$. Also we have $x^{-1}=-x$ for all $x \in G$.

Balls and the maximal function. We consider balls on $G$ defined by the quasimetric $\rho$ on $G$, given by

$$
\rho(x, y)=\left\|y^{-1} \cdot x\right\|_{G}
$$

for $x, y \in G$. The open ball centered in $x$ and of radius $\delta>0$ is the set

$$
B(x, \delta)=\{y \in G \mid \rho(y, x)<\delta\}
$$

whose Lebesgue measure is $|B(x, \delta)| \sim \delta^{Q}$. For all balls $B=B(x, \delta)$ and $\lambda>0$ we will write $\lambda B=B(x, \lambda \delta)$.

We also consider the Hardy-Littlewood maximal function $M$ on $G$, defined by

$$
M f(x)=\sup _{B \ni x} \frac{1}{|B|} \int_{B}|f(y)| d y
$$

for all functions $f \in L_{l o c}^{1}(G)$, where the supremum is taken over all balls $B \subset G$ containing $x$.
We recall the following classical facts (for proofs see Chapter 2 in [12]):

Proposition 2.1 (i) If $\varphi$ is a nonnegative decreasing function on $[0, \infty)$, such that $C=\int_{G} \varphi\left(\|y\|_{G}\right) d y<$ $\infty$ and $\phi$ is a measurable function on $G$ such that $|\phi(y)| \leq \varphi\left(\|y\|_{G}\right)$ on $G$, then

$$
|f * \phi| \lesssim C M f \quad \text { on } \quad G,
$$

for any Schwartz f. Here the convolution on $G$ is defined by

$$
f * \phi(x)=\int_{\mathbf{R}^{d}} f(y) \phi\left(y^{-1} \cdot x\right) d y=\int_{\mathbf{R}^{d}} f\left(x \cdot y^{-1}\right) \phi(y) d y .
$$

(ii) $M$ is of weak type $(1,1)$ and of strong type $(p, p)$ for all $1<p \leq \infty$.
(iii) (the Fefferman-Stein inequality) Consider a sequence of Schwartz functions $\left(f_{j}\right)_{j \in \mathbf{Z}}$. Then, for $1<p, q<\infty$, we have

$$
\left\|\left\|M f_{j}\right\|_{l_{j}^{q}}\right\|_{L^{p}} \lesssim_{p, q}\| \| f_{j}\left\|_{l_{j}^{q}}\right\|_{L^{p}}
$$

Vector fields and polynomials. We remind the following elementary formula ([12], p. 621):

$$
\begin{equation*}
X_{j} f(x):=\left.\frac{\partial f(x \cdot y)}{\partial y_{j}}\right|_{y=0}=\partial_{j} f(x)+\sum_{k>j} q_{j, k}(x) \partial_{k} f(x) \tag{2.3}
\end{equation*}
$$

where $y=\left(0, \ldots 0, y_{j}, 0, \ldots 0\right)$ and $q_{j, k}$ are homogeneous polynomials of degree $a_{k}-a_{j}$.
Another elementary fact is that the integral of the functions of the form $X_{j} f$, where $f$ is a Schwartz function is, as in the Euclidean case, equal to 0 . Here is a proof of this fact. For any $y=\left(0, \ldots 0, y_{j}, 0, \ldots 0\right) \in G$, with $y_{j} \neq 0$, using the fact that the Lebesgue measure on $\mathbf{R}^{d}$ is a bi-invariant Haar measure on $G$ ([8], Proposition (1.2), p. 3), we have

$$
\int_{\mathbf{R}^{d}} \frac{f(x \cdot y)-f(x)}{y_{j}} d x=\frac{1}{y_{j}}\left(\int_{\mathbf{R}^{d}} f(x \cdot y) d x-\int_{\mathbf{R}^{d}} f(x) d x\right)=0 .
$$

Using now the formula (2.3), the classical mean value theorem in the (Euclidean) $\mathbf{R}^{d}$ and the dominated convergence theorem, we can pass to the limit when $y_{j} \rightarrow 0$ in the above formula to obtain

$$
\int_{\mathbf{R}^{d}} X_{j} f(x) d x=0
$$

A similar formula holds for right-invariant vector fields. As an immediate consequence of this and the Leibniz rule we get the formula (see [8], p. 21)

$$
\begin{equation*}
\int_{\mathbf{R}^{d}}\left(X_{j} f\right) g d x=-\int_{\mathbf{R}^{d}} f\left(X_{j} g\right) d x \tag{2.4}
\end{equation*}
$$

whenever $f$ and $g$ are Schwartz functions or one of them is Schwartz and the other one is polynomial.

Before going to the next step let us fix some notation. For a real valued function $f$ sufficiently smooth on $G$ and a positive integer $m$, we write $\nabla_{b}^{m} f$ for the vector valued function whose components are

$$
\begin{equation*}
\nabla_{b}^{\gamma} f:=\left(X_{1}^{\gamma_{1}^{1}} X_{2}^{\gamma_{2}^{1}} \ldots X_{d_{1}}^{\gamma_{d_{1}}^{1}}\right)\left(X_{1}^{\gamma_{1}^{2}} X_{2}^{\gamma_{2}^{2}} \ldots X_{d_{1}}^{\gamma_{d_{1}}^{2}}\right) \ldots\left(X_{1}^{\gamma_{1}^{m}} X_{2}^{\gamma_{2}^{m}} \ldots X_{d_{1}}^{\gamma_{d_{1}}^{m}}\right) f \tag{2.5}
\end{equation*}
$$

listed in the lexicographic order given by $\gamma=\left(\gamma_{1}^{1}, \ldots, \gamma_{d_{1}}^{m}\right) \in \mathbf{N}^{d_{1}} \times \ldots \times \mathbf{N}^{d_{1}}$ ( $m$ times) with $|\gamma|=\sum_{i, j} \gamma_{j}^{i}=m$. Note that by embedding $\mathbf{N}^{d_{1}} \times \ldots \times \mathbf{N}^{d_{1}}$ in $\left(\mathbf{N}^{d_{1}}\right)^{\mathbf{N}}$, we can define $\nabla_{b}^{\gamma} f$ by the above formula whenever $|\gamma|<\infty$.

We will also use many times the notation $\nabla_{b}^{m} \cdot \varphi$ where $\varphi=\left(\varphi_{\gamma}\right)_{|\gamma|=m}$ is a finite family of Schwartz functions. This has the following meaning

$$
\begin{equation*}
\nabla_{b}^{m} \cdot \varphi:=\sum_{|\gamma|=m} \nabla_{b}^{\gamma} \varphi_{\gamma} . \tag{2.6}
\end{equation*}
$$

Let us see that high powers of the subgradient are able to anihilate low degree polynomials. More specifically,

Proposition 2.2 Suppose $p \in \mathbf{R}\left[x_{1}, \ldots, x_{d}\right]$ is a polynomial and consider $m \in \mathbf{N}^{*}$. Then $\nabla_{b}^{m} p$ is a vector valued polynomial with $\operatorname{deg} \nabla_{b}^{m} p \leq \ell \operatorname{deg} p-m$. In particular, if $m$ is such that $m>\ell \operatorname{deg} p$, then we have that $\nabla_{b}^{m} p \equiv 0$.

The similar assertion for the right-invariant subgradient also holds.
Proof. It suffices to prove the statement when $p$ is a monomial. Suppose $p(x)=x^{\alpha}=x_{1}^{\alpha_{1}} \ldots x_{d}^{\alpha_{d}}$ for some $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbf{N}^{d}$ and consider the function $q=\nabla_{b}^{m} p$. We can see from the formula (2.3) that $q$ is a vector valued polynomial on $\mathbf{R}^{d}$. Writing $\lambda x$ for the group dilation of
$x \in G$ with the parameter $\lambda>0$, we immediately see from the definition of the subgradient that $\nabla_{b}^{m}(p(\lambda x))=\lambda^{m} \nabla_{b}^{m} p(\lambda x)$. Also, we have

$$
p(\lambda x)=\left(\lambda^{a_{1}} x\right)_{1}^{\alpha_{1}} \ldots\left(\lambda^{a_{d}} x\right)_{d}^{\alpha_{d}}=\lambda^{\langle a, \alpha\rangle} p(x) .
$$

From this we conclude that, for all $x \in G$,

$$
q(\lambda x)=\left(\nabla_{b}^{m} p\right)(\lambda x)=\lambda^{-m} \nabla_{b}^{m}(p(\lambda x))=\lambda^{\langle a, \alpha\rangle-m} \nabla_{b}^{m} p(x)=\lambda^{\langle a, \alpha\rangle-m} q(x) .
$$

If $c x^{\beta}$ is a monomial $(c \neq 0)$ of maximum degree in $q$, as before we get $(\lambda x)^{\beta}=\lambda^{\langle a, \beta\rangle} x^{\beta}$ for all $\lambda>0$. Choosing from these monomials one for which $\langle a, \beta\rangle$ is maximum, we get by the above formula that $\langle a, \beta\rangle=\langle a, \alpha\rangle-m$ and hence $\operatorname{deg} q=|\beta| \leq\langle a, \beta\rangle \leq \ell|\alpha|-m$.

Let us next recall a fundamental formula that makes a connection between the derivatives on $\mathbf{R}^{d}$ and the vector fields from $\mathfrak{g}$. More specifically, for any $1 \leq i \leq d$ we have ([8], p. 25)

$$
\begin{equation*}
\partial_{i}=\sum_{k=1}^{d} P_{k, i} X_{k} \tag{2.7}
\end{equation*}
$$

where $P_{k, i}$ are homogeneous polynomials of degree $a_{k}-a_{i}$.
We will also need the following.
Proposition 2.3 We have that

$$
\begin{equation*}
\partial_{i}=\sum_{k=1}^{d_{1}} X_{k} D_{k, i}^{*} . \tag{2.8}
\end{equation*}
$$

where the operators $D_{k, i}^{*}$ are the adjoints of some operators of the form $\sum_{\gamma} p_{\gamma} \nabla_{\mathbf{R}^{d}}^{\gamma}$ for appropriate polynomials $p_{\gamma}$ and multi-indexes $\gamma$ in a finite subset of $\mathbf{N}^{d}$.

Proof. Since the vector fields $X_{1}, X_{2}, \ldots, X_{d_{1}}$ are generating the full Lie algebra of the group, we can write each $X_{j}$ in terms of $X_{1}, X_{2}, \ldots, X_{d_{1}}$ using commutators, which are linear combinations of expressions of the form $\nabla_{b}^{\gamma}=\nabla_{b}^{\gamma^{\prime}} X_{k}$ for some $1 \leq k \leq d_{1}$ and some indexes $\gamma, \gamma^{\prime} \in\left(\mathbf{N}^{d_{1}}\right)^{\mathbf{N}}$. Keeping the last vector field from such an expression and using (2.3) to express $\nabla_{b}^{\gamma^{\prime}}$ in terms of derivatives on $\mathbf{R}^{d}$ and polynomials, we can rewrite (2.7) as

$$
\begin{equation*}
\partial_{i}=\sum_{k=1}^{d_{1}} D_{k, i} X_{k} \tag{2.9}
\end{equation*}
$$

where each operator $D_{k, i}$ is of the form $\sum_{\gamma} p_{\gamma} \nabla_{\mathbf{R}^{d}}^{\gamma}$ for some polynomials $p_{\gamma}$ and $\gamma$ in a finite subset of $\mathbf{N}^{d}$.

Now, if $f$ and $g$ are arbitrary Schwartz functions we can write (see (2.4)):

$$
\int_{\mathbf{R}^{d}} f \partial_{i} g d x=-\int_{\mathbf{R}^{d}}\left(\partial_{i} f\right) g d x=-\sum_{k=1}^{d_{1}} \int_{\mathbf{R}^{d}}\left(D_{k, i} X_{k} f\right) g d x=\sum_{k=1}^{d_{1}} \int_{\mathbf{R}^{d}} f X_{k}\left(D_{k, i}^{*} g\right) d x
$$

and hence, by identification,

$$
\partial_{i}=\sum_{k=1}^{d_{1}} X_{k} D_{k, i}^{*},
$$

which proves the Proposition 2.3.

Proposition 2.4 Let $m \in \mathbf{N}$ and $f$ be a Schwartz function.
(i) If $f=\nabla_{b}^{m} \cdot \varphi$ for a family of Schwartz functions $\varphi$, then for any polynomial $p$ with $\operatorname{deg} p<m / \ell$ we have $\int_{G} p f d x=0$.
(ii) There exists an $m^{\prime} \in \mathbf{N}$ only depending on $m$ and $G$ such that if we have $\int_{G} p f d x=0$ for any polynomial $p$ with $\operatorname{deg} p \leq m^{\prime}$, then there exists a family of Schwartz functions $\varphi$ such that $f=\nabla_{b}^{m} \cdot \varphi$.

The same is also true in the case of the right-invariant subgradient.
Remarks. (1) Since the assertion of (ii) in the above proposition remains true for any integer larger than $m^{\prime}$, when applying this part of the proposition, we will assume for technical reasons that $m^{\prime}>m \ell$.
(2) In particular, Proposition 2.4 gives the following (informally speaking): if $\varphi_{1}$ is a Schwartz family, then there exists another Schwartz family $\varphi_{2}$ such that:

$$
\left(\nabla_{b}^{R}\right)^{m^{\prime}} \cdot \varphi_{1}=\nabla_{b}^{m} \cdot \varphi_{2}
$$

This property will be used several times.
Proof. Part (i) follows from Proposition 2.2 and by a repeated application of the formula (2.4). Part (ii) will be proved by induction on $m$. The case $m=0$ is trivial (we take by convention $m^{\prime}=0$ ). Fix $m \geq 1$ and suppose we have the statement of (ii) for $m-1$. Consider the number $m^{\prime}:=(m-1)^{\prime}+M+2$, where $M$ is the maximum degree reached by a polynomial $p_{\gamma}$ entering in the expression of the operators $D_{k, i}$ that occur in (2.9). If $\int_{G} p f d x=0$ for any polynomial $p$ of degree at most $m^{\prime}$, then we can use the well-known fact that in the Euclidean case there exists a collection of Schwartz families $\left(\phi_{i}\right)_{1 \leq i \leq d}$ such that

$$
f=\sum_{i=1}^{d} \partial_{i}\left(\nabla_{\mathbf{R}^{d}}^{m^{\prime}-1} \cdot \phi_{i}\right) .
$$

Using now formula (2.8) we can write:
$f=\sum_{i=1}^{d} \partial_{i}\left(\nabla_{\mathbf{R}^{d}}^{m^{\prime}-1} \cdot \phi_{i}\right)=\sum_{i=1}^{d} \sum_{k=1}^{d_{1}} X_{k} D_{k, i}^{*}\left(\nabla_{\mathbf{R}^{d}}^{m^{\prime}-1} \cdot \phi_{i}\right)=\sum_{k=1}^{d_{1}} X_{k}\left(\sum_{i=1}^{d} D_{k, i}^{*} \nabla_{\mathbf{R}^{d}}^{m^{\prime}-1} \cdot \phi_{i}\right)=\sum_{k=1}^{d_{1}} X_{k} \tilde{\phi}_{k}$, where $\tilde{\phi}_{k}$ are the Schwartz functions $\tilde{\phi}_{k}=\sum_{i=1}^{d} D_{k, i}^{*} \nabla_{\mathbf{R}^{d}}^{m^{\prime}-1} \cdot \phi_{i}$. It is easy to see that $\int_{G} p \tilde{\phi}_{k} d x=0$ for all polynomials $p$ of degree at most $(m-1)^{\prime}$. By the induction hypothesis, we get that for each $k$ there exists a family of Schwartz functions $\varphi_{k}$ such that $\tilde{\phi}_{k}=\nabla_{b}^{m-1} \cdot \varphi_{k}$. From this and the above formula, we get the conclusion.

Convolutions. We recall that, for two Schwartz functions $f, g$ their convolution is defined by the formula:

$$
f * g(x)=\int_{\mathbf{R}^{d}} f(y) g\left(y^{-1} \cdot x\right) d y=\int_{\mathbf{R}^{d}} f\left(x \cdot y^{-1}\right) g(y) d y
$$

It can be verified directly that the convolution is associative.
Concerning the interaction of vector fields with the convolution, it is known that ([8], p. 22):
Proposition 2.5 For all Schwartz functions $f, g$ we have:

$$
\begin{equation*}
X_{j}(f * g)=f *\left(X_{j} g\right), \quad X_{j}^{R}(f * g)=\left(X_{j}^{R} f\right) * g, \quad\left(X_{j} f\right) * g=f *\left(X_{j}^{R} g\right) \tag{2.10}
\end{equation*}
$$

We have also the following elementary fact.

Proposition 2.6 If $\Phi_{1}, \Phi_{2}$ are two Schwartz functions, then $\Phi_{1} * \Phi_{2}$ is also Schwartz.

Proof. We can easily observe that, since each component of $x \cdot y$ is a polynomial in $x$ and $y$, we can find a large number $n_{G} \in \mathbf{N}^{*}$ such that $1+|x \cdot y| \lesssim(1+|x|)^{n_{G}}(1+|y|)^{n_{G}}$ for all $x, y \in \mathbf{R}^{d}$. This implies that, for example, we have

$$
\begin{aligned}
\sup _{x}(1+|x|)^{N}\left|\Phi_{1} * \Phi_{2}(x)\right| & \leq \sup _{x} \int_{\mathbf{R}^{d}}\left(1+\left|x \cdot y^{-1} \cdot y\right|\right)^{N}\left|\Phi_{1}\left(x \cdot y^{-1}\right)\right|\left|\Phi_{2}(y)\right| d y \\
& \lesssim \sup _{x} \int_{\mathbf{R}^{d}}\left(1+\left|x \cdot y^{-1}\right|\right)^{N n_{G}}\left|\Phi_{1}\left(x \cdot y^{-1}\right)\right|(1+|y|)^{N n_{G}}\left|\Phi_{2}(y)\right| d y \\
& \lesssim \int_{\mathbf{R}^{d}}(1+|y|)^{N n_{G}}\left|\Phi_{2}(y)\right| d y<\infty
\end{aligned}
$$

More generally, the estimate of $\sup _{x}(1+|x|)^{N}\left|\partial^{\beta}\left(\Phi_{1} * \Phi_{2}\right)(x)\right|$ is reduced to the above calculation using the connection between the derivatives and the vector fields on $G$ via (2.7) and (2.3).

### 2.2 The Littlewood-Paley decomposition

We introduce the following notation. Whenever $\Lambda$ is a Schwartz function on $G$ and $j$ is an integer, we write $\Lambda_{j}$ for the function defined by $\Lambda_{j}(x)=2^{j Q} \Lambda\left(2^{j} x\right)$. Also, if $f$ is another Schwartz function, we write $\Lambda_{j} f=f * \Lambda_{j}$.

Proposition 2.7 Given $m \in \mathbf{N}$, there exist Schwartz families $\Lambda^{1}, \Lambda^{2}$, $\Lambda^{3}$ on $\mathbf{R}^{d}$ such that $\int_{\mathbf{R}^{d}} P(x) \Lambda^{1}(x) d x=\int_{\mathbf{R}^{d}} P(x) \Lambda^{2}(x) d x=\int_{\mathbf{R}^{d}} P(x) \Lambda^{3}(x) d x=0$ for all the polynomials $P$ of $d e-$ gree $\leq m^{\prime}$ (with $m^{\prime}$ as in Proposition 2.4) and such that for all Schwartz functions $f$ we have

$$
\begin{equation*}
f=\sum_{j \in \mathbf{Z}} f * \Lambda_{j}^{1} * \Lambda_{j}^{2} * \Lambda_{j}^{3}=\sum_{j \in \mathbf{Z}} \Lambda_{j}^{3} \Lambda_{j}^{2} \Lambda_{j}^{1} f \tag{2.11}
\end{equation*}
$$

the convergence being in any $L^{p}\left(\mathbf{R}^{d}\right)$ for $1<p<\infty$. In particular, according to Proposition 2.4 (ii), there exist families of Schwartz families $\varphi_{i}, \phi_{i}(i=1,2,3)$ such that $\Lambda^{i}=\nabla_{b}^{m} \cdot \varphi_{i}=\left(\nabla_{b}^{R}\right)^{m} \cdot \phi_{i}$ for each $i=1,2,3$.

Remark. Some explanations are in order. The proposition literally states that there exist three finite Schwartz families $\Lambda^{i}=\left(\Lambda^{i, a}\right)_{a \in A}$ ( $A$ is a finite set), $i=1,2,3$, such that all the moments of order up to $m^{\prime}$ of each $\Lambda^{i, a}$ are zero and

$$
f=\sum_{j \in \mathbf{Z}} \sum_{a \in A} f * \Lambda_{j}^{1, a} * \Lambda_{j}^{2, a} * \Lambda_{j}^{3, a}=\sum_{j \in \mathbf{Z}} \sum_{a \in A} \Lambda_{j}^{3, a} \Lambda_{j}^{2, a} \Lambda_{j}^{1, a} f .
$$

The last assertion means that there exists $6|A|$ Schwartz families $\varphi_{i, a}, \phi_{i, a}$ such that

$$
\Lambda^{i, a}=\nabla_{b}^{m} \cdot \varphi_{i, a}=\left(\nabla_{b}^{R}\right)^{m} \cdot \phi_{i, a}
$$

for all $a \in A$ and $i=1,2,3$ (see (2.6)). Since the use of the familly $A$ leads to heavy notation, we prefer the form of the above proposition which turns out to be more convenient in the calculations
that follow. This can be compared with the summation convention in geometry. We also note that the absolute value of expressions like $\Lambda_{j} f$, where $\Lambda=\left(\Lambda_{a}\right)_{a \in A}$ is a Schwartz family, will have the following meaning:

$$
\left|\Lambda_{j}^{1} f\right|=\sum_{a \in A}\left|\Lambda_{j}^{1, a} f\right| .
$$

Similarly, we set

$$
\left|\Lambda_{j}^{2} \Lambda_{j}^{1} f\right|=\sum_{a \in A}\left|\Lambda_{j}^{2, a} \Lambda_{j}^{1, a} f\right|,
$$

and so on.
These conventions, together with (2.6), will enable us to estimate expressions involving Schwartz families as if they were functions. We will also abuse the notation in other situations, where the distinction between functions and finite families of functions will be clearly irrelevant (see also the conventions in [13]).

Proof. This proof follows the lines of Proposition 5.5 in [13]. We consider a radial Schwartz function $\Psi$ with $\hat{\Psi} \equiv 1$ on $B_{\mathbf{R}^{d}}(0,1)$ and supp $\hat{\Psi} \subseteq B_{\mathbf{R}^{d}}(0,2)$ (here $B_{\mathbf{R}^{d}}(0,1)$ and $B_{\mathbf{R}^{d}}(0,2)$ are Euclidean balls). We need now the easy argument of Proposition 5.1 from [13] which we reproduce below for the convenience of the reader.

Lemma 2.8 Let $\Phi$ be a Schwartz function on $\mathbf{R}^{d}$ such that $\int_{\mathbf{R}^{d}} \Phi d x=1$ and fix some $1<p<\infty$. Then, for any Schwartz function $f$, we have

$$
f=\sum_{j \in \mathbf{Z}} f *\left(\Phi_{j}-\Phi_{j-1}\right),
$$

the convergence being in $L^{p}$.
Proof. We have, for any $N \in \mathbf{N}^{*}$,

$$
\sum_{|j| \leq N} f *\left(\Phi_{j}-\Phi_{j-1}\right)=f * \Phi_{N}-f * \Phi_{-N-1} .
$$

Hence it remains to see that $f * \Phi_{N} \rightarrow f$ and $f * \Phi_{-N} \rightarrow 0$ in $L^{p}$ when $N \rightarrow \infty$. In order to prove the first claim we write, using Minkowski's inequality,

$$
\begin{aligned}
\left\|f * \Phi_{N}-f\right\|_{L^{p}} & =\left\|\int_{\mathbf{R}^{d}}\left(f\left(x \cdot\left(2^{-N} y\right)^{-1}\right)-f(x)\right) \Phi(y) d y\right\|_{L_{x}^{p}} \\
& \leq \int_{\mathbf{R}^{d}}\left\|f\left(x \cdot\left(2^{-N} y\right)^{-1}\right)-f(x)\right\|_{L_{x}^{p}}|\Phi(y)| d y \rightarrow 0
\end{aligned}
$$

(this can be seen by using the dominated convergence theorem).
In order to prove the second claim, again by Minkowski's inequality we have

$$
\left\|f * \Phi_{-N}\right\|_{L^{p}} \leq\|f\|_{L^{1}}\left\|\Phi_{-N}\right\|_{L^{p}}=2^{-N Q(1-1 / p)}\|f\|_{L^{1}} \rightarrow 0
$$

proving the lemma.

Proof of Proposition 2.7 continued.

The above Lemma applied to $\Phi=\Psi * \Psi * \Psi$ (see Proposition 2.6) yields

$$
\begin{align*}
f & =\sum_{j \in \mathbf{Z}} f *\left((\Psi * \Psi * \Psi)_{j}-\left(\Psi_{-1} * \Psi_{-1} * \Psi_{-1}\right)_{j}\right)=\sum_{j \in \mathbf{Z}} f *\left(\Psi * \Psi * \Psi-\Psi_{-1} * \Psi_{-1} * \Psi_{-1}\right)_{j} \\
& =\sum_{j \in \mathbf{Z}} f *\left(\Psi * \Psi *\left(\Psi-\Psi_{-1}\right)+\Psi *\left(\Psi-\Psi_{-1}\right) * \Psi_{-1}+\left(\Psi-\Psi_{-1}\right) * \Psi_{-1} * \Psi_{-1}\right)_{j}, \tag{2.12}
\end{align*}
$$

the convergence being in $L^{p}\left(\mathbf{R}^{d}\right)$ with $1<p<\infty$. Since we have $\hat{\Psi}-\hat{\Psi}_{-1} \equiv 0$ in a neighborhood of 0 , the function $\Psi-\Psi_{-1}$ is orthogonal to all polynomials. By applying Proposition 2.4 (ii) we can find a Schwartz family $\varphi$ such that $\Psi-\Psi_{-1}=\left(\nabla_{b}^{R}\right)^{2 n_{2}} \cdot \varphi$, with $n_{2}:=\left(2 n_{1}\right)^{\prime}$ where $n_{1}:=\left(m^{\prime}\right)^{\prime}$. Using (2.10) we can write schematically, abusing the notation,

$$
\begin{aligned}
\Psi * \Psi *\left(\Psi-\Psi_{-1}\right) & =\Psi * \Psi *\left(\nabla_{b}^{R}\right)^{2 n_{2}} \cdot \varphi=\Psi * \nabla_{b}^{n_{2}} \Psi *\left(\nabla_{b}^{R}\right)^{n_{2}} \varphi \\
& =\Psi *\left(\nabla_{b}^{R}\right)^{2 n_{1}} \tilde{\Psi} *\left(\nabla_{b}^{R}\right)^{n_{2}} \varphi=\nabla_{b}^{n_{1}} \Psi *\left(\nabla_{b}^{R}\right)^{n_{1}} \tilde{\Psi} *\left(\nabla_{b}^{R}\right)^{n_{2}} \varphi
\end{aligned}
$$

where $\tilde{\Psi}$ is a Schwartz family such that $\left(\nabla_{b}^{R}\right)^{2 n_{1}} \tilde{\Psi}=\nabla_{b}^{n_{2}} \Psi$; this can be seen to exist thanks to Proposition 2.4 (see Remark (2)). The other terms in (2.12), namely $\Psi *\left(\Psi-\Psi_{-1}\right) * \Psi_{-1}$ and $\left(\Psi-\Psi_{-1}\right) * \Psi_{-1} * \Psi_{-1}$ can be handled in a similar way. We find that each one of them is a finite sum in which each term is of the form $Y_{1}^{\left(m^{\prime}\right)^{\prime}} \cdot \phi_{1} * Y_{2}^{\left(m^{\prime}\right)^{\prime}} \cdot \phi_{2} * Y_{3}^{\left(m^{\prime}\right)^{\prime}} \cdot \phi_{3}$ where $\phi_{i}$ are Schwartz families and $Y_{i}$ is $\nabla_{b}$ or $\nabla_{b}^{R}$. This implies (2.11) via Proposition 2.4 (i), once we note that $\left(m^{\prime}\right)^{\prime}>m^{\prime} \ell$ (see the Remark (1) after Proposition 2.4).

Remarks. (1) We will use sometimes the function $\Delta=\Psi * \Psi * \Psi-\Psi_{-1} * \Psi_{-1} * \Psi_{-1}$ for which, as we can see in the above proof, we have the estimate $\left|\Delta_{j} f\right| \leq\left|\Lambda_{j}^{3} \Lambda_{j}^{2} \Lambda_{j}^{1} f\right|$ for all integers $j$ and all Schwartz functions $f$. From (2.12), we have

$$
f=\sum_{j \in \mathbf{Z}} \Delta_{j} f \quad \text { in } L^{p}, 1<p<\infty .
$$

Schematically we write $\Delta=\Lambda^{3} \Lambda^{2} \Lambda^{1}$. We will also consider its weaker analogue,

$$
\begin{equation*}
\Delta^{1}:=\Lambda^{2} \Lambda^{1} \tag{2.13}
\end{equation*}
$$

(2) It is easy to see that we can obtain decompositions of the form

$$
f=\sum_{j \in \mathbf{Z}} \Lambda_{j}^{k} \ldots \Lambda_{j}^{3} \Lambda_{j}^{2} \Lambda_{j}^{1} f
$$

with arbitrary $k \geq 1$ and $\Lambda^{1}, \ldots, \Lambda^{k}$ as in Proposition 2.7. It turns out that, for the estimates we need in this work, convolutions involving $k \geq 3$ terms are in some cases very convenient. Note that a decomposition formula as above with $k \geq 2$ convolutions implies a decomposition with $k-1$ convolutions. In this regard we note that even if in most cases a decomposition formula with two convolutions suffices (to define Triebel-Lizorkin spaces and to prove several of their properties), the proof of Theorem 1.3 relies on decomposition formulas with three convolutions (this will be used, for example to prove the Bernstein type inequalities (3.3)).

### 2.3 Definition of function spaces on stratified homogeneous groups

Let $s \in \mathbf{R}, p, q \in(1, \infty)$ and fix $m>|s|$ and some Schwartz families $\Lambda^{1}, \Lambda^{2}$ whose moments up to order $m^{\prime}$ are zero (see Proposition 2.7 and the Remarks after) and such that we have the following decomposition formula with two convolutions:

$$
f=\sum_{j \in \mathbf{Z}} \Lambda_{j}^{2} \Lambda_{j}^{1} f,
$$

for any Schwartz function $f$.
We define the spaces $\dot{F}_{q}^{s, p}$ and $\dot{B}_{q}^{s, p}$ as being the spaces of tempered distributions $f$ on $\mathbf{R}^{d}$ whose (semi)norms, respectively defined as:

$$
\begin{aligned}
\|f\|_{\dot{F}_{q}^{s, p}} & =\left\|\left(\sum_{j \in \mathbf{Z}} 2^{s j q}\left|\Lambda_{j}^{1} f\right|^{q}\right)^{1 / q}\right\|_{L^{p}} \\
\|f\|_{\dot{B}_{q}^{s, p}} & =\left(\sum_{j \in \mathbf{Z}} 2^{s j q}\left\|\Lambda_{j}^{1} f\right\|_{L^{p}}^{q}\right)^{1 / q}
\end{aligned}
$$

are finite.
We notice that at first sight these definitions seem to depend on the families $\Lambda^{1}, \Lambda^{2}$. We will show however (Proposition 2.10), that the definition of $\dot{F}_{q}^{s, p}$ (and of $\dot{B}_{q}^{s, p}$ ) does not depend on $\Lambda^{1}$, $\Lambda^{2}$. We will also show (Proposition 2.14) that, as expected, the space $\dot{F}_{2}^{n, p}$ with $n$ a nonnegative integer, is the same as the more "classical" Sobolev space $\dot{N} L^{n, p}$.

Independence of the definition. We will need the following simple lemma:
Lemma 2.9 Consider a sequence $\left(f_{k}\right)_{k \in \mathbf{Z}}$ of Schwartz functions such that all but a finite number of them are zero. Consider also an $s \in \mathbf{R}$, an integer $m>|s|$ and two finite Schwartz families $\Lambda$ and $\Theta$ for which all the moments up to the order $m^{\prime}$ are zero. Then, for $1<p, q<\infty$, we have:

$$
\begin{equation*}
\left\|\left(\sum_{k} 2^{s k q}\left|\Lambda_{k} \sum_{j} \Theta_{j} f_{j}\right|^{q}\right)^{1 / q}\right\|_{L^{p}} \lesssim\left\|\left(\sum_{k} 2^{s k q}\left|f_{k}\right|^{q}\right)^{1 / q}\right\|_{L^{p}} \tag{2.14}
\end{equation*}
$$

Proof. From the assumptions on $\Theta$ and $\Lambda$, and Proposition 2.4, we know there are some Schwartz families $\phi$ and $\varphi$ such that $\Theta=\nabla_{b}^{m} \cdot \phi$ and $\Lambda=\left(\nabla_{b}^{R}\right)^{m} \cdot \varphi$. With compact notation,

$$
\Theta_{j} * \Lambda_{k}=\left(\Theta * \Lambda_{k-j}\right)_{j}=\left(\nabla_{b}^{m} \cdot \phi * \Lambda_{k-j}\right)_{j}=2^{m(k-j)}\left(\phi *\left(\left(\nabla_{b}^{R}\right)^{m} \Lambda\right)_{k-j}\right)_{j}
$$

hence,

$$
\begin{equation*}
\Theta_{j} * \Lambda_{k}=2^{m(k-j)} \phi_{j} *\left(\left(\nabla_{b}^{R}\right)^{m} \Lambda\right)_{k} \tag{2.15}
\end{equation*}
$$

In a similar way, we get

$$
\begin{equation*}
\Theta_{j} * \Lambda_{k}=2^{m(j-k)}\left(\left(\nabla_{b}\right)^{m} \Theta\right)_{j} * \varphi_{k} . \tag{2.16}
\end{equation*}
$$

Note that, if $g, \phi$ and $\psi$ are Schwartz and $j, k$ are two integers, then

$$
\left|g * \phi_{j} * \psi_{k}\right| \lesssim M\left(g * \phi_{j}\right) \lesssim M M g
$$

where the implicit multiplicative constants only depend on $\phi$ and $\psi$. Using this observation and (2.15), (2.16), we can write

$$
\left|\Lambda_{k} \Theta_{j} f_{j}\right| \lesssim 2^{-m|k-j|} M M f_{j}
$$

Choosing $\beta \in(0,1)$ such that $\beta m>|s|$, and using Hölder's inequality, we can write:

$$
\begin{aligned}
\sum_{k} 2^{s k q}\left|\sum_{j} \Lambda_{k} \Theta_{j} f_{j}\right|^{q} & \lesssim \sum_{k} 2^{s k q}\left(\sum_{j} 2^{-m|k-j|} M M f_{j}\right)^{q} \\
& =\sum_{k} 2^{s k q}\left(\sum_{j} 2^{-(1-\beta) m|k-j|} 2^{-\beta m|k-j|} M M f_{j}\right)^{q} \\
& \lesssim \sum_{k} 2^{s k q} \sum_{j} 2^{-q \beta m|k-j|}\left|M M f_{j}\right|^{q}=\sum_{j}\left(\sum_{k} 2^{s k q} 2^{-q \beta m|k-j|}\right)\left(M M f_{j}\right)^{q}
\end{aligned}
$$

where we had used, in the third line, the fact that

$$
\left(\sum_{j} 2^{-q^{\prime}(1-\beta) m|k-j|}\right)^{q / q^{\prime}}<\infty
$$

We have now, for all $j \in \mathbf{Z}$,

$$
\sum_{k} 2^{s k q} 2^{-q \beta m|k-j|}=\sum_{k \geq j} \ldots+\sum_{k<j} \ldots=\sum_{k \geq 0} 2^{s q j} 2^{(s-\beta m) q k}+\sum_{k<0} 2^{s q j} 2^{(s+\beta m) q k} \sim 2^{s j q}
$$

and, as a consequence of the above inequality,

$$
\left(\sum_{k} 2^{s k q}\left|\sum_{j} \Lambda_{k} \Theta_{j} f_{j}\right|^{q}\right)^{1 / q} \lesssim\left(\sum_{j} 2^{s j q}\left(M M f_{j}\right)^{q}\right)^{1 / q}
$$

Applying twice the Fefferman-Stein inequality we get (2.14).
Now we can see that the above lemma implies the independence of the definition of the spaces of Triebel-Lizorkin type with respect to the choice of $\Lambda^{1}, \Lambda^{2}$. (The following statement is similar to Theorem 7 in [10].)

Proposition 2.10 Given the parameters $s \in \mathbf{R}, p, q \in(1, \infty)$, the space $\dot{F}_{q}^{s, p}$ does not depend on the auxiliary functions $\Lambda^{1}, \Lambda^{2}$.

Proof. Indeed, let $s \in \mathbf{R}, p, q \in(1, \infty)$, and $m_{1}, m_{2}>|s|$. Consider, as in the definition of the Triebel-Lizorkin spaces, two couples of functions $\Lambda^{1}, \Lambda^{2}$ and $\Theta^{1}, \Theta^{2}$ corresponding to $m_{1}, m_{2}$ respectively. We can construct, using the first and the second couples of functions, the spaces $\left(\dot{F}_{q}^{s, p}\right)_{\Lambda}$ and $\left(\dot{F}_{q}^{s, p}\right)_{\Theta}$ respectively. Using Proposition 2.7 and Lemma 2.9 for $\Lambda=\Lambda^{1}, \Theta=\Theta^{2}$ and $f_{j}=\Theta_{j}^{1} f$ for a Schwartz function $f$, we get, after a limiting argument that:

$$
\left.\|f\|_{\left(\dot{F}_{q}^{s, p}\right)_{\Lambda}}=\left\|\left(\sum_{k} 2^{s k q}\left|\Lambda_{k}^{1} \sum_{j} \Theta_{j}^{2}\left(\Theta_{j}^{1} f\right)\right|^{q}\right)^{1 / q}\right\|_{L^{p}} \lesssim\left\|\left(\sum_{k} 2^{s k q}\left|\Theta_{k}^{1} f\right|^{q}\right)^{1 / q}\right\|_{L^{p}}=\|f\|_{\left(\dot{F}_{q}^{s, p}\right.}\right)_{\Theta} .
$$

Note that in a similar way we can obtain the converse inequality. Hence, by density, we have that $\left(\dot{F}_{q}^{s, p}\right)_{\Lambda}=\left(\dot{F}_{q}^{s, p}\right)_{\Theta}$ with equivalent norms.

Remarks. (1) The same type of independence can be proved, in a very similar way, for the Besov spaces $\dot{B}_{q}^{s, p}$. In this case the analogue of Lemma 2.9 is

Lemma 2.11 Consider a sequence $\left(f_{k}\right)_{k \in \mathbf{Z}}$ of Schwartz functions such that all but a finite number of them are zero. Consider also an $s \in \mathbf{R}$, an integer $m>|s|$ and two finite Schwartz families $\Lambda$ and $\Theta$ for which all the moments up to the order $m^{\prime}$ are zero. Then, for $1<p, q \leq \infty$, we have:

$$
\left(\sum_{k} 2^{s k q}\left\|\Lambda_{k} \sum_{j} \Theta_{j} f_{j}\right\|_{L^{p}}^{q}\right)^{1 / q} \lesssim\left(\sum_{k} 2^{s k q}\left\|f_{k}\right\|_{L^{p}}^{q}\right)^{1 / q}
$$

Note that here we allow the values $p=\infty, q=\infty$. This is due to the fact that the FeffermanStein inequality is no longer needed.
(2) Lemma 2.9 can also be used to prove real and complex interpolation results for the TriebelLizorkin spaces with the same method of retract as for the classical spaces. In this case, the extension and retract operators $E: \dot{F}_{q}^{s, p} \rightarrow L^{p}\left(i_{s}^{q}\right)$ and $R: L^{p}\left(i_{s}^{q}\right) \rightarrow \dot{F}_{q}^{s, p}$ are defined by $E f:=$ $\left(\Lambda_{k}^{1} f\right)_{k \in \mathbf{Z}}$ and $R\left(f_{k}\right)_{k \in \mathbf{Z}}:=\sum_{j \in \mathbf{Z}} \Lambda_{j}^{2} f_{j}$. Lemma 2.9 is used to prove that $R$ is well-defined and bounded, while these properties are obvious for $E$. Similarly for Besov spaces, relying on Lemma 2.11.

Inspecting the above proof of Proposition 2.10, we can see immediately that, by a very similar reasoning, we get the following:

Corollary 2.12 Consider some parameters $1<p, q<\infty, s \in \mathbf{R}$. Also consider an integer $m>|s|$ and a Schwartz family $\tilde{\Lambda}$ such that all its moments of order up to $m^{\prime}$ are zero. Then, for any Schwartz function $f$, we have:

$$
\left\|\left(\sum_{k} 2^{s k q}\left|\tilde{\Lambda}_{k} f\right|^{q}\right)^{1 / q}\right\|_{L^{p}} \lesssim\|f\|_{\dot{F}_{q}^{s, p}}
$$

The lifting property. Let us now see how Corollary 2.12 implies the lifting property for the spaces $\dot{F}_{q}^{s, p}$ (the following statement is similar to Corollary 21 in [10]).

Proposition 2.13 For any Schwartz function f, we have

$$
\left\|\nabla_{b} f\right\|_{\dot{F}_{q}^{s, p}}^{s} \sim\|f\|_{\dot{F}_{q}^{s+1, p}}
$$

Proof. Consider some Schwartz functions $\Lambda_{j}^{1}, \Lambda_{j}^{2}$ for which all the moments of order up to $m^{\prime}$ are zero ( $s \in \mathbf{R}$ and the integer $m>|s|$ being fixed) and such that

$$
f=\sum_{j \in \mathbf{Z}} \Lambda_{j}^{2} \Lambda_{j}^{1} f,
$$

for any Schwartz function $f$. Combining the definition of the Triebel-Lizorkin spaces, Proposition 2.5 and Corollary 2.12, we have

$$
\begin{aligned}
\left\|\nabla_{b} f\right\|_{\dot{F}_{q}^{s, p}} & \sim\left\|\left(\sum_{j \in \mathbf{Z}} 2^{s q j}\left|\left(\nabla_{b} f\right) * \Lambda_{j}^{1}\right|^{q}\right)^{1 / q}\right\|_{L^{p}}=\left\|\left(\sum_{j \in \mathbf{Z}} 2^{s q j}\left|f *\left(\nabla_{b}^{R} \Lambda_{j}^{1}\right)\right|^{q}\right)^{1 / q}\right\|_{L^{p}} \\
& =\left\|\left(\sum_{j \in \mathbf{Z}} 2^{(s+1) q j}\left|f *\left(\nabla_{b}^{R} \Lambda^{1}\right)_{j}\right|^{q}\right)^{1 / q}\right\|_{L^{p}}=\left\|\left(\sum_{j \in \mathbf{Z}} 2^{(s+1) q j}\left|\tilde{\Lambda}_{j}^{1} f\right|^{q}\right)^{1 / q}\right\|_{L^{p}} \\
& \lesssim\|f\|_{\dot{F}_{q}^{s+1, p}},
\end{aligned}
$$

where $\tilde{\Lambda}^{1}=\nabla_{b}^{R} \Lambda^{1}$.

For the opposite inequality, using Proposition 2.4 and the independence of the definition (Proposition 2.10), we can assume that $\Lambda^{1}=\nabla_{b}^{R} \phi$ where $\phi=\left(\nabla_{b}^{R}\right)^{m^{\prime}} \psi$ for some Schwartz function $\psi$, and then we have:

$$
\begin{aligned}
\|f\|_{\tilde{F}_{q}^{s+1, p}} & \sim\left\|\left(\sum_{j \in \mathbf{Z}} 2^{(s+1) q j}\left|f * \Lambda_{j}^{1}\right|^{q}\right)^{1 / q}\right\|_{L^{p}}=\left\|\left(\sum_{j \in \mathbf{Z}} 2^{(s+1) q j}\left|f *\left(\nabla_{b}^{R} \phi\right)_{j}\right|^{q}\right)^{1 / q}\right\|_{L^{p}} \\
& =\left\|\left(\sum_{j \in \mathbf{Z}} 2^{s q j}\left|f * \nabla_{b}^{R} \phi_{j}\right|^{q}\right)^{1 / q}\right\|_{L^{p}}=\left\|\left(\sum_{j \in \mathbf{Z}} 2^{s q j}\left|\nabla_{b} f * \phi_{j}\right|^{q}\right)^{1 / q}\right\|_{L^{p}} \\
& =\left\|\left(\sum_{j \in \mathbf{Z}} 2^{s q j}\left|\phi_{j}\left(\nabla_{b} f\right)\right|^{q}\right)^{1 / q}\right\|_{L^{p}} \lesssim\left\|\nabla_{b} f\right\|_{\dot{F}_{q}^{s, p}} .
\end{aligned}
$$

Hence, for all Schwartz functions $f$ we have $\left\|\nabla_{b} f\right\|_{\dot{F}_{q}^{s, p}} \sim\|f\|_{\dot{F}_{q}^{s+1, p}}$.
The identification $\dot{F}_{2}^{n, p}=\dot{N} L^{n, p}$. The following statement is a generalisation of Proposition 5.7 in [13].

Proposition 2.14 Fix an $m \in \mathbf{N}^{*}$ and consider Schwartz families $\Lambda^{1}$, $\Lambda^{2}$ corresponding to $m$ as in Proposition 2.7. Then, for any Schwartz function $f$ we have

$$
\left\|\left(\sum_{j \in \mathbf{Z}} 2^{2 n j}\left|\Lambda_{j}^{1} f\right|^{2}\right)^{1 / 2}\right\|_{L^{p}} \sim\left\|\nabla_{b}^{n} f\right\|_{L^{p}}
$$

for all $n \in \mathbf{N}$ with $n \leq m-1$ and $1<p<\infty$. In other words, we have $\dot{F}_{2}^{n, p}=\dot{N} L^{n, p}$ with equivalent norms.

Proof. We follow the lines of Proposition 5.7 in [13], which proves a similar statement in the case $n=1$. The estimate " $\lesssim$ " easily follows by writing $\Lambda^{1}=\left(\nabla_{b}^{R}\right)^{n+1} \cdot \varphi$ for a Schwartz family $\varphi$ and then applying Proposition 5.4 in [13], whose statement is reproduced below in a simplified form (see also [12], Chapter 13, section 5.3):

Lemma 2.15 If $D$ is a Schwartz function such that $\int_{G} D d x=0$, then for a fixed $1<p<\infty$ and any Schwartz function $f$ we have:

$$
\left\|\left(\sum_{j \in \mathbf{Z}}\left|D_{j} f\right|^{2}\right)^{1 / 2}\right\|_{L^{p}} \lesssim\|f\|_{L^{p}}
$$

Using this we immediately obtain:

$$
\left\|\left(\sum_{j \in \mathbf{Z}}\left|2^{n j} \Lambda_{j}^{1} f\right|^{2}\right)^{1 / 2}\right\|_{L^{p}}=\left\|\left(\sum_{j \in \mathbf{Z}}\left|\nabla_{b}^{n} f *\left(\nabla_{b}^{R} \cdot \varphi\right)_{j}\right|^{2}\right)^{1 / 2}\right\|_{L^{p}} \lesssim\left\|\nabla_{b}^{n} f\right\|_{L^{p}}
$$

For the reverse estimate we need to observe that, according to the proof of Proposition 5.5 in [13], whenever we have a decomposition of the form $f=\sum_{j} f * \Lambda_{j} * \Theta_{j}$ with $\Lambda$ and $\Theta$ Schwartz and having zero integral, we get for any Schwartz function $f$ that

$$
\begin{equation*}
\|f\|_{L^{p}} \lesssim\left\|\left(\sum_{j \in \mathbf{Z}}\left|\Lambda_{j} f\right|^{2}\right)^{1 / 2}\right\|_{L^{p}} . \tag{2.17}
\end{equation*}
$$

Before going further, we sketch, for the convenience of the reader the standard duality argument to prove (2.17). For all Schwartz functions $g$ write, using the above Lemma 2.15,

$$
\begin{align*}
\langle f, g\rangle & =\sum_{j}\left\langle\Theta_{j} \Lambda_{j} f, g\right\rangle=\sum_{j}\left\langle\Lambda_{j} f, \Theta_{j}^{*} g\right\rangle \leq \int_{G}\left(\sum_{j}\left|\Lambda_{j} f\right|^{2}\right)^{1 / 2}\left(\sum_{j}\left|\Theta_{j}^{*} g\right|^{2}\right)^{1 / 2} d x \\
& \leq\left\|\left(\sum_{j \in \mathbf{Z}}\left|\Lambda_{j} f\right|^{2}\right)^{1 / 2}\right\|\left\|\left(\sum_{L^{p}}\left|\Theta_{j}^{*} g\right|^{2}\right)^{1 / 2}\right\|_{L^{p^{\prime}}} \lesssim\left\|\left(\sum_{j \in \mathbf{Z}}\left|\Lambda_{j} f\right|^{2}\right)^{1 / 2}\right\|_{L^{p}}\|g\|_{L^{p}} . \tag{2.18}
\end{align*}
$$

We obtain (2.17) by taking, in (2.18), the supremum over $g$ such that $\|g\|_{L^{p^{\prime}}} \leq 1$.

Using (2.17) with $\Lambda=\Lambda^{1}$ and $\Theta=\Lambda^{2}$, replacing $f$ by $\nabla_{b}^{n} f$ and using (2.10) together with Corollary 2.12, we obtain:

$$
\begin{aligned}
\left\|\nabla_{b}^{n} f\right\|_{L^{p}} & \lesssim\left\|\left(\sum_{j \in \mathbf{Z}}\left|\nabla_{b}^{n} f * \Lambda_{j}^{1}\right|^{2}\right)^{1 / 2}\right\|_{L^{p}}=\left\|\left(\sum_{j \in \mathbf{Z}}\left|f *\left(\left(\nabla_{b}^{R}\right)^{n} \Lambda_{j}^{1}\right)\right|^{2}\right)^{1 / 2}\right\|_{L^{p}} \\
& =\left\|\left(\sum_{j \in \mathbf{Z}}\left|2^{j n} f *\left(\left(\nabla_{b}^{R}\right)^{n} \Lambda^{1}\right)_{j}\right|^{2}\right)^{1 / 2}\right\|_{L^{p}}=\left\|\left(\sum_{j \in \mathbf{Z}}\left|2^{j n} \tilde{\Lambda}_{j}^{1} f\right|^{2}\right)^{1 / 2}\right\|_{L^{p}} \\
& \lesssim\|f\|_{\tilde{F}_{2}^{n, p}} \sim\left\|\left(\sum_{j \in \mathbf{Z}}\left|2^{j n} \Lambda_{j}^{1} f\right|^{2}\right)^{1 / 2}\right\|_{L^{p}}
\end{aligned}
$$

where $\tilde{\Lambda}^{1}=\left(\nabla_{b}^{R}\right)^{n} \Lambda^{1}$. This proves the proposition.

## 3 Estimates of the auxiliary functions

### 3.1 Remark concerning the approximations

Following [6], our purpose is to prove the approximation property stated in Theorem 1.3. In the remaining part of the paper we will use decompositions formulas with three convolutions, as in Proposition 2.7.

It suffices to prove this approximation property for functions of a special form:

$$
f_{J}:=\sum_{|j| \leq J} \Lambda_{j}^{3} \Lambda_{j}^{2} \Lambda_{j}^{1} f=\sum_{|j| \leq J} \Delta_{j} f,
$$

where $\Lambda_{j}^{1}, \Lambda_{j}^{2}, \Lambda_{j}^{3}$ and $m>\alpha$ are fixed. (This particular form of the functions $f_{J}$ will ensure, as we will see, that some expressions involving infinite sums and products are well-defined.) Indeed,
suppose that $f$ is a fixed Schwartz function and for each positive integer $J$ we can find an $F_{J}$ satisfying the estimates:

$$
\begin{aligned}
\sum_{i=1}^{\mathbf{k}}\left\|X_{i}\left(f_{J}-F_{J}\right)\right\|_{\dot{F}_{q}^{\alpha-1, p}} & \leq \delta\left\|f_{J}\right\|_{\dot{F}_{q}^{\alpha, p}} \\
\left\|F_{J}\right\|_{L^{\infty}}+\left\|F_{J}\right\|_{\dot{F}_{q}^{\alpha, p}} & \leq C_{\delta}\left\|f_{J}\right\|_{\dot{F}_{q}^{\alpha, p}}
\end{aligned}
$$

Note that Lemma 2.9 immediately implies that $\left\|f-f_{J}\right\|_{\dot{F}_{q}^{\alpha, p}} \rightarrow 0$ when $J \rightarrow \infty$. By the sequential Banach-Alaoglu theorem, we can choose a subsequence $\left(J_{k}\right)_{k \geq 1}$ such that $F_{J_{k}}$ converges weakly star in $L^{\infty}$ to a function $F \in L^{\infty}$. Together with the last estimate and the above observation, this easily implies that $F \in \dot{F}_{q}^{\alpha, p}$ as follows. For any positive integer $N$ and any compact set $K \subset G$ we have

$$
\left\|\left(\sum_{|j| \leq N} 2^{\alpha q j}\left|\Lambda_{j}^{1} F_{J_{k}}\right|^{q}\right)^{1 / q}\right\|_{L^{p}(K)} \leq C_{\delta}\left\|f_{J_{k}}\right\|_{\dot{F}_{q}^{\alpha, p}} \lesssim \delta\|f\|_{\dot{F}_{q}^{\alpha, p}}
$$

where by $\lesssim \delta$ we indicate that the implicit multiplicative constany may depend on $\delta$.
Since, $\left\|F_{J_{k}}\right\|_{L^{\infty}} \lesssim \delta\|f\|_{\dot{F}_{q}^{\alpha, p}}$ we get $\left\|\Lambda_{j}^{1} F_{J_{k}}\right\|_{L^{\infty}} \lesssim \delta\|f\|_{\dot{F}_{q}^{\alpha, p}}$ for all $j$. We also can see that $\Lambda_{j}^{1} F_{J_{k}}(x) \rightarrow \Lambda_{j}^{1} F(x)$ for every $x \in G$. Hence, the above inequality and the dominated convergence theorem imply that

$$
\left\|\left(\sum_{|j| \leq N} 2^{\alpha q j}\left|\Lambda_{j}^{1} F\right|^{q}\right)^{1 / q}\right\|_{L^{p}(K)} \lesssim \delta\|f\|_{\dot{F}_{q}^{\alpha, p}},
$$

and from this we get the claim. Also we obtain that

$$
\|F\|_{L^{\infty}}+\|F\|_{\dot{F}_{q}^{\alpha, p}} \lesssim \delta\|f\|_{\dot{F}_{q}^{\alpha, p}}
$$

and, in a similar way,

$$
\sum_{i=1}^{\mathbf{k}}\left\|X_{i}(f-F)\right\|_{\dot{F}_{q}^{\alpha-1, p}} \leq \delta\|f\|_{\dot{F}_{q}^{\alpha, p}} .
$$

From now, we consider $J$ is a fixed positive integer.

### 3.2 Definitions and properties of some auxiliary functions

For a real number $\sigma$ and $x \in G$ we will write $x_{\sigma}:=\left(2^{-\sigma} x_{1}, \ldots, 2^{-\sigma} x_{\mathbf{k}}, x_{\mathbf{k}+1}, \ldots, x_{d}\right)$. Consider the functions $S, E: G \rightarrow \mathbf{R}$ defined by:

$$
S(x):=\min \left(1,\|x\|_{G}^{-Q-1}\right) \text { and } E(x):=\exp \left(-\left(1+\left\|x_{\sigma}\right\|_{G}^{2!!}\right)^{1 / 2!!}\right)
$$

We will also consider the functions

$$
S_{j}(x):=2^{j Q} S\left(2^{j} x\right), \quad E_{j}(x):=2^{j Q} E\left(2^{j} x\right)
$$

and set $S_{j} f=f * S_{j}$. With this notation we introduce the new functions (where $\Delta^{1}$ was defined in (2.13)):

$$
\omega_{j}(x):=\left(\int_{\mathbf{R}^{d}}\left[\left(S_{j}\left|\Delta_{j}^{1} f\right|\right)\left(2^{-j} r\right) E\left(r^{-1} \cdot\left(2^{j} x\right)\right)\right]^{p} d r\right)^{1 / p}, \text { if }|j| \leq J \text { and } 0 \text { otherwise. }
$$

Consider a smooth function $\zeta:[0, \infty) \rightarrow[0,1]$ such that $\zeta \equiv 1$ on $[0,1 / 2]$ and $\zeta \equiv 0$ on $[1, \infty)$. Following [13], we define the functions $\zeta_{j}$ as follows:

$$
\zeta_{j}:= \begin{cases}\zeta\left(\frac{2^{\alpha j} \omega_{j}}{\sum_{k<j, k \equiv j(\bmod R)} 2^{\alpha k} \omega_{k}}\right), & \text { if } \sum_{k<j, k \equiv j(\bmod R)} 2^{\alpha k} \omega_{k} \neq 0, \\ 0, & \text { otherwise },\end{cases}
$$

where $R$ is a large positive integer that will be chosen later.
Using the $\zeta_{j}$ 's, we decompose a finite sum $f_{J}=\sum_{|j| \leq J} \Delta_{j} f$ as follows:

$$
f_{J}=\sum_{|j| \leq J} \Delta_{j} f=\sum_{|j| \leq J}\left(1-\zeta_{j}\right) \Delta_{j} f+\sum_{|j| \leq J} \zeta_{j} \Delta_{j} f=\sum_{j} h_{j}+\sum_{j} g_{j}=h+g
$$

where

$$
\begin{aligned}
h:=\sum_{j} h_{j}, \text { with } h_{j}:=\left(1-\zeta_{j}\right) \Delta_{j} f \text { if }|j| \leq J \text { and } 0 \text { otherwise, } \\
g:=\sum_{j} g_{j}, \text { with } g_{j}:=\zeta_{j} \Delta_{j} f \text { if }|j| \leq J \text { and } 0 \text { otherwise. }
\end{aligned}
$$

Then we put

$$
\begin{array}{r}
\tilde{h}:=\sum_{j} h_{j} \prod_{j^{\prime}>j}\left(1-U_{j^{\prime}}\right), \quad \text { with } \quad U_{j}:=\left(1-\zeta_{j}\right) \omega_{j}, \\
\tilde{g}:=\sum_{c=0}^{R-1} \sum_{j \equiv c(\bmod R)} g_{j} \prod_{\substack{j^{\prime}>j \\
j^{\prime} \equiv c(\bmod R)}}\left(1-G_{j^{\prime}}\right), \text { with } G_{j}:=\sum_{\substack{t>0 \\
t \equiv 0(\bmod R)}} 2^{-\alpha t} \omega_{j-t} .
\end{array}
$$

The heart of the proof of Theorem 1.3 consists in establishing the fact that $F_{J}:=\tilde{h}+\tilde{g}$ is a "good approximation" of $f_{J}=h+g$.

Pointwise and integral estimates on $\omega_{j}$. Here we collect several useful estimates on $\omega_{j}$ in which we will see an instance of the role played by the critical condition on the exponents: $\alpha p=Q$.

In what follows we will need the following elementary approximation property proved in [13] (Proposition 3.6):

Proposition 3.1 For any $\sigma \in \mathbf{R}$ and $x, \theta \in G$ we have:

$$
\left|\left\|(x \cdot \theta)_{\sigma}\right\|_{G}-\left\|x_{\sigma}\right\|_{G}\right| \leq C\|\theta\|_{G} \quad \text { and } \quad\left|\left\|(\theta \cdot x)_{\sigma}\right\|_{G}-\left\|x_{\sigma}\right\|_{G}\right| \leq C\|\theta\|_{G} .
$$

In particular

$$
\left|\|x \cdot \theta\|_{G}-\|x\|_{G}\right| \leq C\|\theta\|_{G} \quad \text { and } \quad\left|\|\theta \cdot x\|_{G}-\|x\|_{G}\right| \leq C\|\theta\|_{G} .
$$

Proposition 3.2 Let $\sigma>0$. With the above notation we have:
(i) $\omega_{j} \lesssim E_{j} S_{j}\left|\Delta_{j}^{1} f\right| \lesssim 2^{Q \sigma} M M\left(\Delta_{j}^{1} f\right)$ for all $j \in \mathbf{Z}$;
(ii) $\left|\Delta_{j} f\right| \lesssim \omega_{j}$ for all $j \in \mathbf{Z}$;
(iii) $\left\|\omega_{j}\right\|_{L^{\infty}} \lesssim 2^{\mathbf{k} \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}}$ for all $j \in \mathbf{Z}$;
(iv) $\left\|U_{j}\right\|_{L^{\infty}} \lesssim 2^{\mathbf{k} \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}}$ for all $j \in \mathbf{Z}$;
(v) $\left\|\left\|2^{\alpha j} \omega_{j}\right\|_{l_{j}^{q}}\right\|_{L^{p}} \lesssim 2^{Q \sigma}\|f\|_{\tilde{F}_{q}^{\alpha, p}}$.

Proof. It is not hard to see that there exist measurable pairwise disjoint sets $M_{1}, M_{2}, \ldots$ covering $G$, such that we have $B_{i} \subseteq M_{i} \subseteq 3 C \cdot B_{i}$ for some balls $B_{i}$ of radius $1 / 3$ in $G$, where $3 C \cdot B_{i}$ is the ball of the same center as $B_{i}$ and of radius $3 C$. (Here $C>1$ is a constant such that $\rho(x, y) \leq C(\rho(x, z)+\rho(z, y))$ for all $x, y, z \in G$.) Indeed, let $\left(x_{n}\right)_{n \geq 1}$ be a $C$-net in $G$. That is, the balls $\left(B\left(x_{n}, C\right)\right)_{n \geq 1}$ cover $G$, and $\rho\left(x_{i}, x_{j}\right) \geq C$ for all $i \neq j$. We note that, if $i \neq j$, then the balls $B\left(x_{i}, 1 / 3\right)$ and $B\left(x_{j}, 1 / 3\right)$ are disjoint. Now we put $B_{i}:=B\left(x_{i}, 1 / 3\right)$ and $M_{1}:=$ $B\left(x_{1}, C\right) \backslash\left(\cup_{j \neq 1} B_{j}\right)$, and $M_{k}:=\left(B\left(x_{k}, C\right) \backslash\left(M_{1} \cup \ldots \cup M_{k-1}\right)\right) \backslash\left(\cup_{j \neq k} B_{j}\right)$ for all $k \geq 2$.

We observe that Proposition 3.1 implies that, for each $x, \theta \in G$ with $\|\theta\|_{G} \lesssim 1$ we have $E(x \cdot \theta) \sim E(\theta \cdot x) \sim E(x)$ and $S(x \cdot \theta) \sim S(\theta \cdot x) \sim S(x)$. It follows, that

$$
\begin{aligned}
S_{j}\left|\Delta_{j}^{1} f\right|(x \cdot \theta) & =2^{j Q} \int_{\mathbf{R}^{d}}\left|\Delta_{j}^{1} f\right|(y) S\left(\left(2^{j} y^{-1}\right) \cdot\left(2^{j} x\right) \cdot\left(2^{j} \theta\right)\right) d y \\
& \sim 2^{j Q} \int_{\mathbf{R}^{d}}\left|\Delta_{j}^{1} f\right|(y) S\left(\left(2^{j} y^{-1}\right) \cdot\left(2^{j} x\right)\right) d y \\
& =S_{j}\left|\Delta_{j}^{1} f\right|(x)
\end{aligned}
$$

for all $x \in G$, provided $\|\theta\|_{G} \lesssim 2^{-j}$.
If $r_{i}$ is the center of $B_{i}$, then for all $r$ in $2 B_{i}$, and hence for all $r$ in $M_{i}$, we can write $r=$ $r_{i} \cdot \theta$ for some $\theta$ depending on $r$ with $\|\theta\|_{G} \leq 2$. Now, considering the above estimates and the decomposition $G=\bigcup_{i} M_{i}$ we can write, since $\left|M_{i}\right| \sim 1$,

$$
\begin{align*}
\omega_{j}(x) & =\left(\sum_{i=1}^{\infty} \int_{M_{i}}\left(S_{j}\left|\Delta_{j}^{1} f\right|\left(2^{-j} r\right) E\left(r^{-1} \cdot\left(2^{j} x\right)\right)\right)^{p} d r\right)^{1 / p} \\
& \sim\left(\sum_{i=1}^{\infty}\left(S_{j}\left|\Delta_{j}^{1} f\right|\left(2^{-j} r_{i}\right) E\left(r_{i}^{-1} \cdot\left(2^{j} x\right)\right)\right)^{p}\right)^{1 / p} \\
& \leq \sum_{i=1}^{\infty} S_{j}\left|\Delta_{j}^{1} f\right|\left(2^{-j} r_{i}\right) E\left(r_{i}^{-1} \cdot\left(2^{j} x\right)\right) \\
& \sim \sum_{i=1}^{\infty} \int_{M_{i}} S_{j}\left|\Delta_{j}^{1} f\right|\left(2^{-j} r\right) E\left(r^{-1} \cdot\left(2^{j} x\right)\right) d r \\
& =\int_{G} S_{j}\left|\Delta_{j}^{1} f\right|\left(2^{-j} r\right) E\left(r^{-1} \cdot\left(2^{j} x\right)\right) d r=E_{j} S_{j}\left|\Delta_{j}^{1} f\right|(x) \tag{3.1}
\end{align*}
$$

Next we note that $E(x) \leq \tilde{E}(x):=\exp \left(-\left\|2^{-\sigma} x\right\|_{G}\right)$ and therefore (using Proposition 2.1)

$$
\begin{equation*}
E_{j} S_{j}\left|\Delta_{j}^{1} f\right| \leq \tilde{E}_{j} S_{j}\left|\Delta_{j}^{1} f\right| \lesssim \tilde{E}_{j} M\left|\Delta_{j}^{1} f\right| \lesssim\left\|\tilde{E}_{j}\right\|_{L^{1}} M M\left|\Delta_{j}^{1} f\right| \lesssim 2^{Q \sigma} M M\left|\Delta_{j}^{1} f\right| \tag{3.2}
\end{equation*}
$$

We obtain (i), from (3.1) and (3.2).
Now we prove (ii). By the change of variables $s^{-1}=r^{-1} \cdot\left(2^{j} x\right)$ we can write, as before,

$$
\begin{aligned}
\omega_{j}(x) & =\left(\sum_{i=1}^{\infty} \int_{M_{i}}\left(S_{j}\left|\Delta_{j}^{1} f\right|\left(x \cdot\left(2^{-j} s\right)\right) E\left(s^{-1}\right)\right)^{p} d s\right)^{1 / p} \\
& \geq\left(\int_{M_{1}}\left(S_{j}\left|\Delta_{j}^{1} f\right|\left(x \cdot\left(2^{-j} s\right)\right) E\left(s^{-1}\right)\right)^{p} d s\right)^{1 / p} \sim S_{j}\left|\Delta_{j}^{1} f\right|(x) .
\end{aligned}
$$

To conclude we observe that, for all $j \in \mathbf{Z}$,

$$
\begin{aligned}
\left|\Delta_{j} f\right| & \leq\left|\Lambda_{j}^{3} \Lambda_{j}^{2} \Lambda_{j}^{1} f\right|=\left|\left(\Lambda_{j}^{2} \Lambda_{j}^{1} f\right) * \Lambda_{j}^{3}\right| \leq\left|\Lambda_{j}^{2} \Lambda_{j}^{1} f\right| *\left|\Lambda_{j}^{3}\right| \\
& =\left|\Delta_{j}^{1} f\right| *\left|\Lambda_{j}^{3}\right| \lesssim\left|\Delta_{j}^{1} f\right| * S_{j}=S_{j}\left|\Delta_{j}^{1} f\right|,
\end{aligned}
$$

where we used the fact that, since $\Lambda^{3}$ is Schwartz, we have $\left|\Lambda^{3}\right| \lesssim S$ and hence $\left|\Lambda_{j}^{3}\right| \lesssim S_{j}$.
In order to prove (iii) we observe that, since $\alpha p=Q$,

$$
\begin{align*}
\left\|\Delta_{j}^{1} f\right\|_{L^{\infty}} & \lesssim\left\|\Lambda_{j}^{1} f * \Lambda_{j}^{2}\right\|_{L^{\infty}} \lesssim\left\|\Lambda_{j}^{1} f\right\|_{L^{p}}\left\|\Lambda_{j}^{2}\right\|_{L^{p^{\prime}}} \\
& \lesssim 2^{\alpha j}\left\|\Lambda_{j}^{1} f\right\|_{L^{p}} \lesssim\|f\|_{\tilde{F}_{q}^{\alpha, p}} \tag{3.3}
\end{align*}
$$

which together with (i), the fact that $\left\|E_{j}\right\|_{L^{1}} \lesssim 2^{\mathbf{k} \sigma}$ and the Young inequality gives the estimate.
Item (iii) and the definition of $U_{j}$ immediately imply (iv).
In order to prove (v), we observe that

$$
\begin{align*}
\left\|\left\|2^{\alpha j} \Delta_{j}^{1} f\right\|_{l_{j}^{q}}\right\|_{L^{p}} & =\| \| 2^{\alpha j} \Lambda_{j}^{2} \Lambda_{j}^{1} f\left\|_{l^{q}}\right\|_{L^{p}} \lesssim\| \| 2^{\alpha j} M \Lambda_{j}^{1} f\left\|_{l_{j}^{q}}\right\|_{L^{p}} \\
& \lesssim\left\|\left\|2^{\alpha j} \Lambda_{j}^{1} f\right\|_{l_{j}^{q}}\right\|_{L^{p}}=\|f\|_{\dot{F}_{q}^{\alpha, p}} \tag{3.4}
\end{align*}
$$

which, again, together with (i) and the Fefferman-Stein inequality, gives the estimate.
Remark. Items (i), (ii) and (v) do not use the fact that $\alpha=Q / p$. In contrast, (iii) and (iv) require $\alpha=Q / p$.

Proposition 3.3 We have $\left\|\sup _{j \in \mathbf{Z}} 2^{\alpha j} \omega_{j}\right\|_{L^{p}} \lesssim \sigma 2^{\frac{\mathrm{k} \sigma}{p}}\|f\|_{\dot{F}_{q}^{\alpha, p}}$.

Proof. We follow the proof in [6] of Proposition 4.7. We have

$$
\begin{aligned}
\left|\sup _{j \in \mathbf{Z}} 2^{\alpha j} \omega_{j}(x)\right|^{p} & =\sup _{j \in \mathbf{Z}} \int_{\mathbf{R}^{d}}\left(2^{\alpha j} S_{j}\left|\Delta_{j}^{1} f\right|\left(2^{-j} r\right) E\left(r^{-1} \cdot\left(2^{j} x\right)\right)\right)^{p} d r \\
& \leq \int_{\mathbf{R}^{d}} E^{p}\left(r^{-1}\right)\left(\sup _{j \in \mathbf{Z}} 2^{\alpha j} S_{j}\left|\Delta_{j}^{1} f\right|\left(x \cdot\left(2^{-j} r\right)\right)\right)^{p} d r \\
& \leq \int_{\mathbf{R}^{d}} E^{p}\left(r^{-1}\right)\left\|2^{\alpha j} S_{j}\left|\Delta_{j}^{1} f\right|\left(x \cdot\left(2^{-j} r\right)\right)\right\|_{l_{j}^{q}}^{p} d r .
\end{aligned}
$$

We note that, according to (3.4), $\left\|\left\|2^{\alpha j} \Delta_{j}^{1} f\right\|_{l_{j}^{q}}\right\|_{L^{p}} \lesssim\|f\|_{\dot{F}_{q}^{\alpha, p}}$, and hence, using Proposition A1 (see the Appendix) we get

$$
\begin{aligned}
\left\|\sup _{j \in \mathbf{Z}} 2^{\alpha j} \omega_{j}\right\|_{L^{p}}^{p} & \leq \int_{\mathbf{R}^{d}} E^{p}\left(r^{-1}\right)\| \| 2^{\alpha j} S_{j}\left|\Delta_{j}^{1} f\right|\left(x \cdot\left(2^{-j} r\right)\right)\left\|_{l_{j}^{q}}\right\|_{L_{x}^{p}}^{p} d r \\
& \lesssim\left(\int_{\mathbf{R}^{d}} E^{p}\left(r^{-1}\right) \ln ^{p}\left(2+\|r\|_{G}\right) d r\right)\|f\|_{\tilde{F}_{q}^{\alpha, p}}^{p}
\end{aligned}
$$

By a change of variables, we can write

$$
\int_{\mathbf{R}^{d}} E^{p}\left(r^{-1}\right) \ln ^{p}\left(2+\|r\|_{G}\right) d r=2^{\mathbf{k} \sigma} \int_{\mathbf{R}^{d}} \exp \left(-p\left(1+\|y\|_{G}^{2!!}\right)^{1 / 2!}\right) \ln ^{p}\left(2+\left\|y_{-\sigma}\right\|_{G}\right) d y \lesssim \sigma^{p} 2^{\mathbf{k} \sigma}
$$

and we get the claim.
To make the notation more compact we introduce the functions $\mathbf{I}_{m}(x)=1_{A_{m}}(x)$, where

$$
A_{m}:=\left\{y \in \mathbf{R}^{d} \left\lvert\, 2^{\alpha m} \omega_{m}(y)>\frac{1}{2} \sum_{k<m, k \equiv m(\bmod R)} 2^{\alpha k} \omega_{k}(y)\right.\right\}, m \in \mathbf{Z}
$$

With this we have:

Proposition $3.4\left\|\left\|2^{\alpha m} \omega_{m} \mathbf{I}_{m}\right\|_{l_{m}^{q}}\right\|_{L^{p}} \lesssim R \sigma 2^{\frac{\mathbf{k} \sigma}{p}}\|f\|_{\dot{F}_{q}^{\alpha, p}}$.

Proof. Fix a $j \in\{0,1, \ldots, R-1\}$. Since $\omega_{m} \equiv 0$ for all but a finite number of $m \in \mathbf{Z}$, we can choose for each $x \in G$, the largest integer $m_{x} \equiv j(\bmod R)$ with the property that $x \in A_{m_{x}}$, i.e $2^{\alpha m_{x}} \omega_{m_{x}}(x)>\frac{1}{2} \sum_{k<m_{x}, k \equiv m_{x}(\bmod R)} 2^{\alpha k} \omega_{k}(x)$. Using this, we can write

$$
\begin{aligned}
\sum_{m \equiv j(\bmod R)} 2^{\alpha m} \omega_{m}(x) \mathbf{I}_{m}(x) & \leq 2^{\alpha m_{x}} \omega_{m_{x}}(x)+\sum_{k<m_{x}, k \equiv j(\bmod R)} 2^{\alpha k} \omega_{k}(x) \\
& \leq 3 \cdot 2^{\alpha m_{x}} \omega_{m_{x}}(x) \leq 3 \sup _{m} 2^{\alpha m} \omega_{m}(x)
\end{aligned}
$$

and hence,

$$
\left\|\left\|2^{\alpha m} \omega_{m} \mathbf{I}_{m}\right\|_{l_{m}^{q}}\right\|_{L^{p}} \leq\left\|\sum_{m} 2^{\alpha m} \omega_{m} \mathbf{I}_{m}\right\|_{L^{p}} \leq \sum_{j=0}^{R-1}\left\|\sum_{m \equiv j(\bmod R)} 2^{\alpha m} \omega_{m} \mathbf{I}_{m}\right\|_{L^{p}} \leq 3 R\left\|\sup _{m} 2^{\alpha m} \omega_{m}\right\|_{L^{p}}
$$

By using Proposition 3.3, we get the claim.
Estimates involving derivatives. Consider a smooth function $u$ on $G$ and $\lambda>0$. If $a:=$ $(1, \ldots 1,2, \ldots, 2, \ldots \ell, \ldots, \ell)$ is the vector of the homogeneities of $G$ defined in (2.1) and $\gamma$ is a multiindex, then we easily see that

$$
\nabla^{\gamma}(u(\lambda x))=\lambda^{\langle\gamma, a\rangle}\left(\nabla^{\gamma} u\right)(\lambda x)
$$

(where $x \rightarrow \lambda x$ is the group dilation). If moreover $u$ is homogeneous of degree 1 , we have

$$
\lambda\left(\nabla_{b}^{\gamma} u\right)(x)=\nabla_{b}^{\gamma}(\lambda u(x))=\nabla_{b}^{\gamma}(u(\lambda x))=\lambda^{|\gamma|}\left(\nabla_{b}^{\gamma} u\right)(\lambda x)
$$

and hence

$$
\left(\nabla_{b}^{\gamma} u\right)(\lambda x)=\lambda^{1-|\gamma|}\left(\nabla_{b}^{\gamma} u\right)(x), \text { for all } x \in G \text { and } \lambda>0 .
$$

Then, for all $x \neq 0$, writing $x=\lambda \nu$ where $\lambda=\|x\|_{G}, \nu=x /\|x\|_{G}$, we get by the above formula that

$$
\left(\nabla_{b}^{\gamma} u\right)(x)=\lambda^{1-|\gamma|}\left(\nabla_{b}^{\gamma} u\right)(\nu),
$$

which implies in particular that if $\|x\|_{G} \geq 1$ and $|\gamma| \geq 1$ then

$$
\begin{equation*}
\left|\nabla_{b}^{\gamma} u(x)\right| \lesssim_{\gamma}\|x\|_{G}^{1-|\gamma|} \lesssim_{\gamma} 1 \tag{3.5}
\end{equation*}
$$

Let us also note that if $t: \mathbf{R} \rightarrow \mathbf{R}$ and $v: G \rightarrow \mathbf{R}$ are some smooth functions, then

$$
X_{j}(t(v(x)))=t^{\prime}(v(x)) X_{j} v(x) \text { for all } 1 \leq j \leq d
$$

Iterating this, we get

$$
\begin{equation*}
\left|\nabla_{b}^{\gamma}(t(v(x)))\right| \lesssim_{\gamma} \sum_{\substack{m_{1}, m_{2}, \ldots, m_{n} \geq 0 \\ m_{1}+2 m_{2}+\ldots+n m_{n}=n}}\left|t^{\left(m_{1}+\ldots+m_{n}\right)}(v(x))\right| \sum_{\substack{\gamma_{1}, \ldots, \gamma_{n} \leq \gamma \\\left|\gamma_{k}\right|=k}} \prod_{j=1}^{n}\left|\nabla_{b}^{\gamma_{j}} v(x)\right|^{m_{j}} \tag{3.6}
\end{equation*}
$$

for all multi-indexes $\gamma \in\left(\mathbf{N}^{d_{1}}\right)^{\mathbf{N}}$ with $|\gamma|=n$.
These observations are the basis for proving the following proposition.

Proposition 3.5 For every $\gamma^{\prime} \in\left(\mathbf{N}^{\mathbf{k}} \times\{0\}^{d_{1}-\mathbf{k}}\right)^{\mathbf{N}}$ and $\gamma \in\left(\mathbf{N}^{d_{1}}\right)^{\mathbf{N}}$ with $|\gamma|+\left|\gamma^{\prime}\right|<\infty$ (see (2.5)), we have

$$
\left|\nabla_{b}^{\gamma+\gamma^{\prime}} \omega_{j}\right| \lesssim_{\gamma, \gamma^{\prime}} 2^{j|\gamma|} 2^{(j-\sigma)\left|\gamma^{\prime}\right|} \omega_{j} .
$$

Proof. Replacing $G$ with $\mathbf{R} \times G$, and considering

$$
u(t, x)=\|(t, x)\|_{\mathbf{R} \times G}=\left(|t|^{2!!}+\|x\|_{G}^{2 \ell!}\right)^{1 / 2 \ell!},
$$

we get by the above observation (3.5) that when $t=1,\left|\nabla_{b}^{\gamma}\left(1+\|x\|_{G}^{22!}\right)^{1 / 2!!}\right| \lesssim 1$ for all finite $\gamma \in\left(\mathbf{N}^{d_{1}}\right)^{\mathbf{N}}, \gamma \neq 0$ as above.

By (3.6) we obtain

$$
\left|\nabla_{b}^{\gamma} \exp \left(-p\left(1+\|x\|_{G}^{2!!}\right)^{1 / 2 \ell!}\right)\right| \lesssim \exp \left(-p\left(1+\|x\|_{G}^{2 \ell!}\right)^{1 / 2 \ell!}\right)
$$

and as in [6], by differentiating the composition,

$$
\left|\nabla_{b}^{\gamma+\gamma^{\prime}} E^{p}\left(r^{-1} \cdot\left(2^{j} x\right)\right)\right| \lesssim 2^{j|\gamma|} 2^{(j-\sigma)\left|\gamma^{\prime}\right|} E^{p}\left(r^{-1} \cdot\left(2^{j} x\right)\right)
$$

Consequently we have

$$
\left|\nabla_{b}^{\gamma+\gamma^{\prime}} \omega_{j}^{p}\right| \lesssim 2^{j|\gamma|} 2^{(j-\sigma)\left|\gamma^{\prime}\right|} \omega_{j}^{p}
$$

and by writing $\omega_{j}=\left(\omega_{j}^{p}\right)^{1 / p}$ we get the estimate by using (3.6) again.

Proposition 3.6 For every $\gamma^{\prime} \in\left(\mathbf{N}^{\mathbf{k}} \times\{0\}^{d_{1}-\mathbf{k}}\right)^{\mathbf{N}}$ and $\gamma \in\left(\mathbf{N}^{d_{1}}\right)^{\mathbf{N}}$ with $|\gamma|+\left|\gamma^{\prime}\right|<\infty$, we have

$$
\begin{equation*}
\left|\nabla_{b}^{\gamma+\gamma^{\prime}} \zeta_{j}\right| \lesssim_{\gamma, \gamma^{\prime}} 2^{j|\gamma|} 2^{(j-\sigma)\left|\gamma^{\prime}\right|} \tag{3.7}
\end{equation*}
$$

Proof. Since the proof of (3.7) follows very closely the similar estimate in [6], we only sketch the argument.

We suppose $\zeta_{j} \neq 0$ and write $\zeta_{j}=\zeta\left(2^{\alpha j} \omega_{j} / v_{j}\right)$, where $v_{j}=\sum_{k<j, k \equiv j(\bmod R)} 2^{\alpha k} \omega_{k}$. From Proposition 3.5 we get

$$
\begin{equation*}
\left|\nabla_{b}^{\gamma+\gamma^{\prime}} v_{j}\right| \lesssim 2^{j|\gamma|} 2^{(j-\sigma)\left|\gamma^{\prime}\right|} v_{j} . \tag{3.8}
\end{equation*}
$$

Since $\nabla_{b}^{\gamma+\gamma^{\prime}}\left(v_{j} / v_{j}\right)=0$, the Leibniz rule gives us,

$$
\begin{align*}
\left|v_{j} \nabla_{b}^{\gamma+\gamma^{\prime}}\left(\frac{1}{v_{j}}\right)\right| & \lesssim \sum_{\substack{\beta \leq \gamma+\gamma^{\prime} \\
|\beta|<|\gamma|+\left|\gamma^{\prime}\right|}}\left|\nabla_{b}^{\gamma+\gamma^{\prime}-\beta} v_{j}\right|\left|\nabla_{b}^{\beta}\left(\frac{1}{v_{j}}\right)\right| \\
& \leq \sum_{\substack{\beta_{1} \leq \gamma, \beta_{2} \leq \gamma^{\prime} \\
\left|\beta_{1}\right|+\left|\beta_{2}\right|<|\gamma|+\left|\gamma^{\prime}\right|}}\left|\nabla_{b}^{\left(\gamma-\beta_{1}\right)+\left(\gamma^{\prime}-\beta_{2}\right)} v_{j}\right|\left|\nabla_{b}^{\beta_{1}+\beta_{2}}\left(\frac{1}{v_{j}}\right)\right| . \tag{3.9}
\end{align*}
$$

The inequality (3.9) used in conjunction with (3.8) leads by a straightforward induction on $|\gamma|+\left|\gamma^{\prime}\right|$, to

$$
\left|\nabla_{b}^{\gamma+\gamma^{\prime}}\left(\frac{1}{v_{j}}\right)\right| \lesssim 2^{j|\gamma| 2^{(j-\sigma)\left|\gamma^{\prime}\right|} \frac{1}{v_{j}} . . . ~}
$$

Using this, Proposition 3.5 and the Faà di Bruno type formula (3.6) for the functions $\zeta$ and $2^{\alpha j} \omega_{j} / v_{j}$, we can conclude as in [6].

## 4 Estimates of the approximation function

### 4.1 Estimates of the $L^{\infty}$ norm

In this subsection we are going to verify that the functions $\tilde{h}$ and $\tilde{g}$ are well-defined and, under a smallness condition on $\|f\|_{\dot{F}_{q}^{\alpha, p}}\left((4.2)\right.$ below), obey the $L^{\infty}$ estimates:

$$
\begin{equation*}
\|\tilde{h}\|_{L^{\infty}} \lesssim 1, \quad\|\tilde{g}\|_{L^{\infty}} \lesssim R . \tag{4.1}
\end{equation*}
$$

In the remaining part of the paper we assume that $f$ satisfies

$$
\begin{equation*}
\|f\|_{\dot{F}_{q}^{\alpha, p}} \leq \eta \tag{4.2}
\end{equation*}
$$

where $\eta$ is a sufficiently small number (only depending on $\sigma, R$ and $\delta$ ) that will be chosen later. We also assume that $R>1 / \alpha$.

In order to obtain the bounds (4.1), we will need the following observation. If $\left(a_{k}\right)_{k \in \mathbf{Z}}$ is a sequence of finite support, then we have the identity (Lemma 3.2 in [6]):

$$
\begin{equation*}
\sum_{j^{\prime}>j} a_{j^{\prime}} \prod_{j<j^{\prime \prime}<j^{\prime}}\left(1-a_{j^{\prime \prime}}\right)+\prod_{j^{\prime}>j}\left(1-a_{j^{\prime}}\right)=1 . \tag{4.3}
\end{equation*}
$$

An immediate consequence of this equality is that, whenever $a_{k} \in[0,1]$, we must have, for all j,

$$
\begin{equation*}
\sum_{j^{\prime}>j} a_{j^{\prime}} \prod_{j<j^{\prime \prime}<j^{\prime}}\left(1-a_{j^{\prime \prime}}\right) \leq 1 . \tag{4.4}
\end{equation*}
$$

The boundedness of $\tilde{h}$. First of all we easily see that $\tilde{h}$ is well-defined (as a consequence of the fact that only a finite number of functions $h_{j}, \omega_{j}$ and $U_{j}$ are nonzero). Recalling the definition of $h_{j}$ and using Proposition 3.2 (ii), we can write:

$$
\left|h_{j}\right|=\left(1-\zeta_{j}\right)\left|\Delta_{j} f\right| \lesssim\left(1-\zeta_{j}\right) \omega_{j}=U_{j} .
$$

If $f$ satisfies (4.2) with small $\eta$ then, by Proposition 3.2 (iv), we get $U_{j} \in[0,1]$ for all $j \in \mathbf{Z}$ and hence, by using (4.4) and the definition of $\tilde{h}$, we get the estimate:

$$
|\tilde{h}| \leq \sum_{j}\left|h_{j}\right| \prod_{j^{\prime}>j}\left(1-U_{j^{\prime}}\right) \lesssim \sum_{j} U_{j} \prod_{j^{\prime}>j}\left(1-U_{j^{\prime}}\right) \lesssim 1 .
$$

The boundedness of $\tilde{g}$. Let us see first that $\tilde{g}$ is well-defined. We have that all but a finite number of the functions $g_{j}$ are identically zero, hence it remains to discuss the nature of the products of the form

$$
\begin{equation*}
\prod_{j^{\prime}>j}\left(1-G_{j^{\prime}}\right) . \tag{4.5}
\end{equation*}
$$

Following [6], we show that these products converge uniformly. Indeed, we have $\omega_{j} \equiv 0$ for all $j>J$. For small $\eta$ in (4.2), by Proposition 3.2 (iii), we have $\left|\omega_{j}\right|<1$ and thus we can write:

$$
0 \leq G_{j}<\sum_{\substack{t>0, t \geq j-J \\ t=0(\bmod R)}} 2^{-\alpha t} \leq \frac{\min \left(2^{-\alpha R}, 2^{-\alpha(j-J)}\right)}{1-2^{-\alpha R}}
$$

If $j$ is large, then we have $G_{j} \lesssim_{R} 2^{-\alpha(j-J)}$ which proves the uniform convergence of (4.5).
Now we estimate the $L^{\infty}$ norm of $\tilde{g}$. When $R>1 / \alpha$, from the above inequality we get $G_{j} \in[0,1]$ for all $j$. By the definition of $\zeta_{j}$, we see that $\zeta_{j}(x) \neq 0$ only if

$$
2^{\alpha j} \omega_{j}(x) \leq \sum_{\substack{k<j \\ k \equiv j(\bmod R)}} 2^{\alpha k} \omega_{k}(x)
$$

Hence,

$$
\left|g_{j}(x)\right| \lesssim \zeta_{j}(x) \omega_{j}(x) \lesssim \sum_{\substack{k<j \\ k \equiv j(\bmod R)}} 2^{\alpha(k-j)} \omega_{k}(x)=G_{j}
$$

and by using (4.4) and the definition of $\tilde{g}$ we obtain,

$$
|\tilde{g}| \leq \sum_{c=0}^{R-1} \sum_{j \equiv c(\bmod R)}\left|g_{j}\right| \prod_{\substack{j^{\prime}>j \\ j^{\prime} \equiv c(\bmod R)}}\left(1-G_{j^{\prime}}\right) \lesssim \sum_{c=0}^{R-1} \sum_{j \equiv c(\bmod R)} G_{j} \prod_{\substack{j^{\prime}>j \\ j^{\prime} \equiv c(\bmod R)}}\left(1-G_{j^{\prime}}\right) \leq R .
$$

### 4.2 Estimating $h-\tilde{h}$

Our goal in this subsection is to prove the following estimates:

Proposition 4.1 Suppose $\alpha, p, q$ and $\mathbf{k}$ are as in Theorem 1.3. Then we have
(i) $\sum_{i=1}^{\mathbf{k}}\left\|X_{i}(h-\tilde{h})\right\|_{\dot{F}_{q}^{\alpha-1, p}} \lesssim R \sigma^{2} 2^{-\sigma \min (1, \alpha)+\frac{\mathbf{k} \sigma}{p}}\|f\|_{\dot{F}_{q}^{\alpha, p}}+R \sigma^{2} 2^{\sigma \max (1-\alpha, 0)+\left(1+[\alpha]+\frac{1}{p}\right) \mathbf{k} \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}}^{2}$;
(ii) $\sum_{i=1}^{d_{1}}\left\|X_{i}(h-\tilde{h})\right\|_{\dot{F}_{q}^{\alpha-1, p}} \lesssim R \sigma^{2} 2^{\frac{\mathbf{k} \sigma}{p}}\|f\|_{\dot{F}_{q}^{\alpha, p}}+R \sigma^{2} 2^{\sigma \max (1-\alpha, 0)+\left(1+[\alpha]+\frac{1}{p}\right) \mathbf{k} \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}}^{2}$.
(Here, $[\alpha]$ stands for the integer part of $\alpha$.)
Before starting the proof, we note that, writing:

$$
V_{j}:=\sum_{j^{\prime}<j} h_{j^{\prime}} \prod_{j^{\prime}<j^{\prime \prime}<j}\left(1-U_{j^{\prime \prime}}\right),
$$

and by using the definition of $\tilde{h}$ together with the identity (4.3) (as in [13], p. 19), one obtains

$$
\begin{equation*}
h-\tilde{h}=\sum_{j} V_{j} U_{j} . \tag{4.6}
\end{equation*}
$$

In order to obtain Proposition 4.1, we first collect some estimates satisfied by $U_{j}$ and $V_{j}$.

Lemma 4.2 For every $\gamma^{\prime} \in\left(\mathbf{N}^{\mathbf{k}} \times\{0\}^{d_{1}-\mathbf{k}}\right)^{\mathbf{N}}$ and $\gamma \in\left(\mathbf{N}^{d_{1}}\right)^{\mathbf{N}}$ with $|\gamma|+\left|\gamma^{\prime}\right|<\infty$, we have
(i) $\left|\nabla_{b}^{\gamma+\gamma^{\prime}} U_{m}\right| \lesssim 2^{m|\gamma|} 2^{(m-\sigma)\left|\gamma^{\prime}\right|} \omega_{m} \mathbf{I}_{m}$;
(ii) $\left\|\nabla_{b}^{\gamma} U_{m}\right\|_{L^{\infty}} \lesssim 2^{m|\gamma|} 2^{\mathbf{k} \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}}$.

Proof. As in [6], this follows from Propositions 3.2, 3.5 and 3.6.

Lemma 4.3 For all $m \in \mathbf{Z}, \gamma \in\left(\mathbf{N}^{d_{1}}\right)^{\mathbf{N}}$ with $|\gamma|<\infty$ we have

$$
\left\|\nabla_{b}^{\gamma} h_{m}\right\|_{L^{\infty}} \lesssim 2^{m|\gamma|}\|f\|_{\dot{F}_{q}^{\alpha, p}} .
$$

Proof. This is a direct consequence of the definition of $h_{m},(3.7)$ and of the Bernstein type inequality (3.3), since we have

$$
\begin{equation*}
\left\|\Delta_{j} f\right\|_{L^{\infty}}=\left\|\Lambda_{j}^{3} \Delta_{j}^{1} f\right\|_{L^{\infty}} \lesssim\left\|\Delta_{j}^{1} f\right\|_{L^{\infty}} \lesssim\|f\|_{\dot{F}_{q}^{\alpha, p}}, \tag{4.7}
\end{equation*}
$$

for all $j$.

Lemma 4.4 Under the smallness assumption (4.2), we have
(i) $\left|V_{m}\right| \lesssim 1$,
(ii) for all $\gamma \in\left(\mathbf{N}^{d_{1}}\right)^{\mathbf{N}}$ with $|\gamma|<\infty,\left\|\nabla_{b}^{\gamma} V_{m}\right\|_{L^{\infty}} \lesssim 2^{m|\gamma|} 2^{\sigma|\gamma| \mathbf{k}}\|f\|_{\dot{F}_{q}^{\alpha, p}}$.

Proof. We just follow the proof in [6]. Item (i) follows directly from the construction and by using (4.4). The arguments are very similar to the ones used to prove (4.1). This item is also already proved in [13] (the inequality (6.6)).

We prove now item (ii). By induction we can write (see [6] or [13], Section 6)

$$
\begin{equation*}
\nabla_{b}^{\gamma} V_{m}=\sum_{m^{\prime}<m}\left(\nabla_{b}^{\gamma} h_{m^{\prime}}-\sum_{0<\beta \leq \gamma} c_{\gamma^{\prime}, \gamma} \nabla_{b}^{\beta} U_{m^{\prime}} \nabla_{b}^{\gamma-\beta} V_{m^{\prime}}\right) \prod_{m^{\prime}<m^{\prime \prime}<m}\left(1-U_{m^{\prime \prime}}\right) . \tag{4.8}
\end{equation*}
$$

This can be seen as follows. Suppose $\left(A_{m}\right)_{m \in \mathbf{Z}}$ and $\left(B_{m}\right)_{m \in \mathbf{Z}}$ are two sequences of smooth functions on $G$, such that for all integers $m$ we have

$$
\begin{equation*}
A_{m}=\sum_{m^{\prime}<m} B_{m^{\prime}} \prod_{m^{\prime}<m^{\prime \prime}<m}\left(1-U_{m^{\prime \prime}}\right) \tag{4.9}
\end{equation*}
$$

(also we assume "good" convergence properties for all the derivatives).
Then, if $X$ is a left-invariant vector field from the Lie algebra of $G$, we can write

$$
\begin{aligned}
X A_{m}= & \sum_{m^{\prime}<m}\left(X B_{m^{\prime}}\right) \prod_{m^{\prime}<m^{\prime \prime}<m}\left(1-U_{m^{\prime \prime}}\right) \\
& -\sum_{m^{\prime}} B_{m^{\prime}} \sum_{m^{\prime}<\nu<m}^{\nu}\left(X U_{\nu}\right) \prod_{m^{\prime}<m^{\prime \prime}<\nu}\left(1-U_{m^{\prime \prime}}\right) \prod_{\nu<m^{\prime \prime}<m}\left(1-U_{m^{\prime \prime}}\right) \\
= & \sum_{m^{\prime}<m}\left(X B_{m^{\prime}}\right) \prod_{m^{\prime}<m^{\prime \prime}<m}\left(1-U_{m^{\prime \prime}}\right) \\
& -\sum_{\nu<m}^{\nu}\left(X U_{\nu}\right) \sum_{\substack{m^{\prime}}} B_{m^{\prime}} \prod_{m^{\prime}<m^{\prime \prime}<m}\left(1-U_{m^{\prime \prime}}\right) \prod_{\nu<m^{\prime \prime}<m}\left(1-U_{m^{\prime \prime}}\right) \\
= & \sum_{m^{\prime}<m}\left(X B_{m^{\prime}}\right) \prod_{m^{\prime}<m^{\prime \prime}<m}\left(1-U_{m^{\prime \prime}}\right)-\sum_{\nu}^{\nu}\left(X U_{\nu}\right) A_{\nu} \prod_{\nu<m^{\prime \prime}<m}\left(1-U_{m^{\prime \prime}}\right) \\
= & \sum_{m^{\prime}<m}\left(X B_{m^{\prime}}\right) \prod_{m^{\prime}<m^{\prime \prime}<m}\left(1-U_{m^{\prime \prime}}\right)-\sum_{m^{\prime}<m}\left(X U_{m^{\prime}}\right) A_{m^{\prime}} \prod_{m^{\prime}<m^{\prime \prime}<m}\left(1-U_{m^{\prime \prime}}\right),
\end{aligned}
$$

and hence, we get

$$
X A_{m}=\sum_{m^{\prime}<m}\left(\left(X B_{m^{\prime}}\right)-\left(X U_{m^{\prime}}\right) A_{m^{\prime}}\right) \prod_{m^{\prime}<m^{\prime \prime}<m}\left(1-U_{m^{\prime \prime}}\right) .
$$

We observe that this equality is of the same form as (4.9); in the sense that, if we now define

$$
A_{m}^{1}:=X A_{m} \quad \text { and } \quad B_{m}^{1}:=\left(X B_{m}\right)-\left(X U_{m}\right) A_{m}
$$

then

$$
A_{m}^{1}=\sum_{m^{\prime}<m} B_{m^{\prime}}^{1} \prod_{m^{\prime}<m^{\prime \prime}<m}\left(1-U_{m^{\prime \prime}}\right) .
$$

Appliyng this iteratively, using the definition of $V_{m}$, we get (4.8).

Now, by using Lemmas 4.3 and 4.2,

$$
\begin{aligned}
\left\|\nabla_{b}^{\gamma} V_{m}\right\|_{L^{\infty}} & \lesssim \sum_{m^{\prime}<m}\left(\left\|\nabla_{b}^{\gamma} h_{m^{\prime}}\right\|_{L^{\infty}}+\sum_{0<\gamma^{\prime} \leq \gamma}\left\|\nabla_{b}^{\beta} U_{m^{\prime}}\right\|_{L^{\infty}}\left\|\nabla_{b}^{\gamma-\beta} V_{m^{\prime}}\right\|_{L^{\infty}}\right)\|f\|_{\dot{F}_{q}^{\alpha, p}} \\
& \lesssim \sum_{m^{\prime}<m}\left(2^{m^{\prime}|\gamma|}+\sum_{0<\beta \leq \gamma} 2^{m^{\prime}|\beta|} 2^{\mathbf{k} \sigma}\left\|\nabla_{b}^{\gamma-\beta} V_{m^{\prime}}\right\|_{L^{\infty}}\right)\|f\|_{\dot{F}_{q}^{\alpha, p}}
\end{aligned}
$$

and by induction on $|\gamma|$ we get the inequality in item (ii). (Recall that we work under the smallness assumption (4.2).)

We are now in position to complete the proof of Proposition 4.1.

Proof of Proposition 4.1. We prove (i) in detail, following closely [6]. As in [6], for all $1 \leq k \leq \mathbf{k}$, we write

$$
\begin{aligned}
\left\|X_{k}(h-\tilde{h})\right\|_{\dot{F}_{q}^{\alpha-1, p}} & =\| \| 2^{(\alpha-1) m} \Lambda_{m}^{1} X_{k}(h-\tilde{h})\left\|_{l_{m}^{q}}\right\|_{L^{p}} \\
& =\| \| 2^{(\alpha-1) m} \Lambda_{m}^{1} X_{k}\left(\sum_{j \in \mathbf{Z}} V_{j} U_{j}\right)\left\|_{l_{m}^{q}}\right\|_{L^{p}} \| \\
& =\| \| 2^{(\alpha-1) m} \Lambda_{m}^{1} X_{k}\left(\sum_{r \in \mathbf{Z}} V_{r+m} U_{r+m}\right)\left\|_{l_{m}^{q}}\right\|_{L^{p}} \\
& \leq \sum_{r \in \mathbf{Z}}\| \| 2^{(\alpha-1) m} \Lambda_{m}^{1} X_{k}\left(U_{r+m} V_{r+m}\right)\left\|_{l_{m}^{q}}\right\|_{L^{p}}
\end{aligned}
$$

We split this last sum in three terms $\sum_{r>\sigma}, \sum_{r<0}, \sum_{0 \leq r \leq \sigma}$.
(I) Estimate of $\sum_{r>\sigma}$. Following [6] and using (2.10), we have:

$$
\begin{align*}
\left\|\left\|2^{(\alpha-1) m} \Lambda_{m}^{1} X_{k}\left(U_{r+m} V_{r+m}\right)\right\|_{l^{q}}\right\|_{L^{p}} & =\| \| 2^{(\alpha-1) m}\left(U_{r+m} V_{r+m}\right) * X_{k}^{R} \Lambda_{m}^{1}\left\|_{l_{m}^{q}}\right\|_{L^{p}} \\
& =\| \| 2^{\alpha m}\left(U_{r+m} V_{r+m}\right) *\left(X_{k}^{R} \Lambda^{1}\right)_{m}\left\|_{l_{m}^{q}}\right\|_{L^{p}} \\
& \lesssim\left\|\left\|2^{\alpha m} M\left(U_{r+m} V_{r+m}\right)\right\|_{l_{m}^{q}}\right\|_{L^{p}} \\
& \lesssim\left\|\left\|2^{\alpha m}\left(U_{r+m} V_{r+m}\right)\right\|_{l_{m}^{q}}\right\|_{L^{p}} \lesssim\| \| 2^{\alpha m} U_{r+m}\left\|_{l_{m}^{q}}\right\|_{L^{p}} \\
& =2^{-\alpha r}\| \| 2^{\alpha m} U_{m}\left\|_{l_{m}^{q}}\right\|_{L^{p}} . \tag{4.10}
\end{align*}
$$

Recalling that $U_{j}=\left(1-\zeta_{j}\right) \omega_{j}$ and using Proposition 3.4 we get

$$
\left\|\left\|2^{\alpha m} U_{m}\right\|_{l_{m}^{q}}\right\|_{L^{p}} \lesssim\| \| 2^{\alpha m} \omega_{m} \mathbf{I}_{m}\left\|_{l_{m}^{q}}\right\|_{L^{p}} \lesssim R \sigma 2^{\mathbf{k} \sigma / p}\|f\|_{\dot{F}_{q}^{\alpha, p}}
$$

and summing up,

$$
\sum_{r>\sigma} \ldots \lesssim \sum_{r>\sigma}\left(2^{-\alpha r} R \sigma 2^{\mathbf{k} \sigma / p}\|f\|_{\dot{F}_{q}^{\alpha, p}}\right) \lesssim R \sigma 2^{-\alpha \sigma+\mathbf{k} \sigma / p}\|f\|_{\dot{F}_{q}^{\alpha, p}}
$$

(II) Estimate of $\sum_{r<0}$. If $a:=[\alpha]$ then, as we have already seen, we can write $\Lambda^{1}=\left(\nabla_{b}^{R}\right)^{a} \varphi$ for a Schwartz family $\varphi$, and then $\Lambda_{m}^{1}=2^{-m a}\left(\nabla_{b}^{R}\right)^{a} \varphi_{m}$. Hence, if $X_{k}$ is a vector field in a "good" direction, i.e. $1 \leq k \leq \mathbf{k}$, we have

$$
\begin{aligned}
\left\|\left\|2^{(\alpha-1) m} \Lambda_{m}^{1} X_{k}\left(U_{m+r} V_{m+r}\right)\right\|_{l_{m}^{q}}\right\|_{L^{p}} & =\| \| 2^{(\alpha-1) m} 2^{-m a} X_{k}\left(U_{m+r} V_{m+r}\right) *\left(\nabla_{b}^{R}\right)^{a} \varphi_{m}\left\|_{l_{m}^{q}}\right\|_{L^{p}} \\
& =\| \| 2^{(\alpha-1) m} 2^{-m a}\left[\nabla_{b}^{a} X_{k}\left(U_{m+r} V_{m+r}\right)\right] * \varphi_{m}\left\|_{l^{q}}\right\|_{L^{p}} \\
& \lesssim\left\|\left\|2^{(\alpha-1) m} 2^{-m a} M \nabla_{b}^{a} X_{k}\left(U_{m+r} V_{m+r}\right)\right\|_{l_{m}^{q}}\right\|_{L^{p}} \\
& \lesssim\left\|\left\|2^{(\alpha-1) m} 2^{-m a} \nabla_{b}^{a} X_{k}\left(U_{m+r} V_{m+r}\right)\right\|_{l_{m}^{q}}\right\|_{L^{p}} \\
& \lesssim 2^{-(\alpha-1-a) r}\| \| 2^{(\alpha-1-a) m} \nabla_{b}^{a} X_{k}\left(U_{m} V_{m}\right)\left\|_{l_{m}^{q}}\right\|_{L^{p}},
\end{aligned}
$$

where we have used the Fefferman-Stein inequality in the third line.

As in [6], using the Leibniz rule and Lemmas 4.2 and 4.4, we obtain

$$
\begin{aligned}
\left|\nabla_{b}^{a} X_{k}\left(U_{m} V_{m}\right)\right| & \lesssim\left|V_{m}\left(\nabla_{b}^{a} X_{k} U_{m}\right)\right|+\sum_{l=0}^{a}\left|\nabla_{b}^{l} U_{m}\right|\left|\nabla_{b}^{a+1-l} V_{m}\right| \\
& \lesssim 2^{m a} 2^{m-\sigma} \omega_{m} \mathbf{I}_{m}+\sum_{l=0}^{a}\left(2^{m l} \omega_{m} \mathbf{I}_{m}\right)\left(2^{m(a+1-l)} 2^{\mathbf{k}(a+1-l) \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}}\right) \\
& \lesssim 2^{m(a+1)}\left(2^{-\sigma}+2^{\mathbf{k}(a+1) \sigma}\|f\|_{\tilde{F}_{q}^{\alpha, p}}\right) \omega_{m} \mathbf{I}_{m}
\end{aligned}
$$

Now we get, via Proposition 3.4,

$$
\begin{aligned}
\left\|\left\|2^{(\alpha-1) m} \Lambda_{m}^{1} X_{k}\left(U_{m+r} V_{m+r}\right)\right\|_{l^{q}}\right\|_{L^{p}} & \lesssim 2^{-(\alpha-1-a) r}\left(2^{-\sigma}+2^{\mathbf{k}(a+1) \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}}\right)\| \| 2^{\alpha m} \omega_{m} \mathbf{I}_{m}\left\|_{l_{m}^{q}}\right\|_{L^{p}} \\
& \lesssim R \sigma 2^{\frac{\mathbf{k} \sigma}{p}}\|f\|_{\dot{F}_{q}^{\alpha, p}} 2^{-(\alpha-1-a) r}\left(2^{-\sigma}+2^{\mathbf{k}(a+1) \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}}\right)
\end{aligned}
$$

and, summing up,

$$
\sum_{r<0} \ldots \lesssim R \sigma\left(2^{-\sigma+\frac{\mathbf{k} \sigma}{p}}\|f\|_{\dot{F}_{q}^{\alpha, p}}+2^{\mathbf{k}\left(a+1+\frac{1}{p}\right) \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}}^{2}\right)
$$

(III) Estimate of $\sum_{0 \leq r \leq \sigma}$. This is similar to the preceding estimate. Here, instead of taking $a$ to be the integer part of $\alpha$, we consider $a=0$. As above we conclude that

$$
\left\|\left\|2^{(\alpha-1) m} \Lambda_{m}^{1} X_{k}\left(U_{m+r} V_{m+r}\right)\right\|_{l_{m}^{q}}\right\|_{L^{p}} \lesssim R \sigma 2^{\frac{\mathbf{k} \sigma}{p}}\|f\|_{\dot{F}_{q}^{\alpha, p}} 2^{-(\alpha-1) r}\left(2^{-\sigma}+2^{\mathbf{k} \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}}\right),
$$

and by summing up,

$$
\sum_{0 \leq r \leq \sigma} \ldots \lesssim C_{\alpha}(\sigma) R \sigma\left(2^{-\sigma+\frac{\mathbf{k} \sigma}{p}}\|f\|_{\dot{F}_{q}^{\alpha, p}}+2^{\mathbf{k}\left(1+\frac{1}{p}\right) \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}}^{2}\right)
$$

where $C_{\alpha}(\sigma) \sim 1$ if $\alpha>1, C_{\alpha}(\sigma) \sim \sigma$ if $\alpha=1$ and $C_{\alpha}(\sigma) \sim 2^{(1-\alpha) \sigma}$ if $\alpha<1$.

With this we have proved (i). The proof of (ii) follows the same lines as the one of (i). The main difference is that since we are no longer restricted to the case of derivatives in "good" directions, we have to use, instead of Lemma 4.2 (i) applied with $\left|\gamma^{\prime}\right|=1$ (as in (II) and implicitly in (III) above), the weaker statement for the case $\left|\gamma^{\prime}\right|=0$. This will produce almost the same estimates, the difference being that the coefficient $2^{-\sigma+\frac{\mathrm{k} \sigma}{p}}$ of $\|f\|_{\dot{F}_{q}^{\alpha, p}}$ in the corresponding parts (I), (II) becomes $2^{\frac{\mathrm{k} \sigma}{p}}$.

### 4.3 Estimating $g-\tilde{g}$

Our goal in this section is to prove the following counterpart of Proposition 4.1.

Proposition 4.5 Consider $1<p, q<\infty$ and $\alpha=Q / p$. Also consider $a_{\alpha} \in(0, \alpha]$ such that $a_{\alpha}<\alpha /(1-\alpha)$ if $\alpha<1$ and $a_{\alpha}=1$ if $\alpha \geq 1$. We have

$$
\left\|\nabla_{b}(g-\tilde{g})\right\|_{\dot{F}_{q}^{\alpha-1, p}} \lesssim 2^{Q \sigma} R 2^{-\min \left(1, \alpha a_{\alpha}\right) R}\|f\|_{\dot{F}_{q}^{\alpha, p}}+2^{([\alpha]+1) Q \sigma} R^{2} 2^{-\min \left(1, \alpha a_{\alpha}\right) R}\|f\|_{\dot{F}_{q}^{\alpha, p}}^{2}
$$

We recall the definition of $G_{j}$ :

$$
G_{j}:=\sum_{\substack{t>0 \\ t \equiv 0(\bmod R)}} 2^{-\alpha t} \omega_{j-t} .
$$

The starting point is the identity (similar to (4.6))

$$
g-\tilde{g}=\sum_{j} G_{j} H_{j},
$$

where

$$
H_{j}:=\sum_{\substack{j^{\prime}<j \\ j^{\prime} \equiv j(\bmod R)}} g_{j^{\prime}} \prod_{\substack{j^{\prime}<j^{\prime \prime}<j \\ j^{\prime \prime} \equiv j(\bmod R)}}\left(1-G_{j^{\prime \prime}}\right)
$$

and $g_{j}=\zeta_{j} \Delta_{j} f$.

Lemma 4.6 For all $m \in \mathbf{Z}, \gamma \in\left(\mathbf{N}^{d_{1}}\right)^{\mathbf{N}}$ with $|\gamma|<\infty$,

$$
\left|\nabla_{b}^{\gamma} G_{m}\right| \lesssim \gamma 2^{Q \sigma} \sum_{\substack{t>0 \\ t \equiv 0(\bmod R)}} 2^{-\alpha t} 2^{|\gamma|(m-t)} M M\left|\Delta_{m-t}^{1} f\right| .
$$

Proof. By the definition of $G_{m}$ and Proposition 3.5,

$$
\left|\nabla_{b}^{\gamma} G_{m}\right| \leq \sum_{\substack{t>0 \\ t \equiv 0(\bmod R)}} 2^{-\alpha t}\left|\nabla_{b}^{\gamma} \omega_{m-t}\right| \lesssim \sum_{\substack{t>0 \\ t \equiv 0(\bmod R)}} 2^{-\alpha t} 2^{|\gamma|(m-t)} \omega_{m-t}
$$

Note now that, according to Proposition 3.2,

$$
\omega_{m-t} \lesssim 2^{Q \sigma} M M\left|\Delta_{m-t}^{1} f\right|
$$

whence the estimate.

Lemma 4.7 For all $m \in \mathbf{Z}, \gamma \in\left(\mathbf{N}^{d_{1}}\right)^{\mathbf{N}}$ with $|\gamma|<\infty$,

$$
\left|\nabla_{b}^{\gamma} g_{m}\right| \lesssim \gamma 2^{|\gamma| m} M\left|\Delta_{m}^{1} f\right| .
$$

Proof. By Proposition 3.6 and the Leibniz rule, recalling the definition of $g_{m}$, we have

$$
\begin{aligned}
\left|\nabla_{b}^{\gamma} g_{m}\right| & \lesssim \sum_{0 \leq \gamma^{\prime} \leq \gamma} 2^{\left|\gamma-\gamma^{\prime}\right| m}\left|\nabla_{b}^{\gamma^{\prime}}\left(\Lambda_{m}^{3}\left(\Delta_{m}^{1} f\right)\right)\right| \lesssim \sum_{0 \leq \gamma^{\prime} \leq \gamma} 2^{\left|\gamma-\gamma^{\prime}\right| m}\left|\left(\Delta_{m}^{1} f\right) * \nabla_{b}^{\gamma^{\prime}} \Lambda_{m}^{3}\right| \\
& \lesssim \sum_{0 \leq \gamma^{\prime} \leq \gamma} 2^{\left|\gamma-\gamma^{\prime}\right| m} 2^{\left|\gamma^{\prime}\right| m} M\left|\Delta_{m}^{1} f\right| \lesssim \gamma 2^{|\gamma| m} M\left|\Delta_{m}^{1} f\right|
\end{aligned}
$$

(since $\left|\gamma-\gamma^{\prime}\right|=|\gamma|-\left|\gamma^{\prime}\right|$ when $0 \leq \gamma^{\prime} \leq \gamma$ ).

Lemma 4.8 For all $m \in \mathbf{Z}, \gamma \in\left(\mathbf{N}^{d_{1}}\right)^{\mathbf{N}}$ with $|\gamma|<\infty$, and under the smallness condition (4.2) on $f$, we have
(i) $\left|H_{m}\right| \lesssim 1$,
(ii) $\left|\nabla_{b}^{\gamma} H_{m}\right| \lesssim 2^{|\gamma| Q \sigma} \sum_{t>0, t \equiv 0(\bmod R)} 2^{|\gamma|(m-t)} M M\left|\Delta_{m-t}^{1} f\right|$.

Proof. Item (i) follows directly from the construction. Also, it is proved in [13] (Section 11).
Item (ii) is obtained following the strategy in [6] (Lemma 6.5). The proof is similar to the one of Lemma 4.4. It is done by induction on $|\gamma|$ and using Lemmas 4.6, 4.7.

Proof of Proposition 4.5. As in the estimate of $h-\tilde{h}$, we can write

$$
\left\|\nabla_{b}(g-\tilde{g})\right\|_{\dot{F}_{q}^{\alpha-1, p}} \leq \sum_{r \in \mathbf{Z}}\| \| 2^{(\alpha-1) m} \Lambda_{m}^{1} \nabla_{b}\left(G_{r+m} H_{r+m}\right)\left\|_{l_{m}^{q}}\right\|_{L^{p}} .
$$

Recalling that

$$
G_{r+m}:=\sum_{\substack{t>0 \\ t \equiv 0(\bmod R)}} 2^{-\alpha t} \omega_{r+m-t}
$$

we get

$$
\begin{aligned}
\left\|\nabla_{b}(g-\tilde{g})\right\|_{\dot{F}_{q}^{\alpha-1, p}} & \leq \sum_{\substack{t>0 \\
t \equiv 0(\bmod R)}} 2^{-\alpha t} \sum_{r \in \mathbf{Z}}\| \| 2^{(\alpha-1) m} \Lambda_{m}^{1} \nabla_{b}\left(\omega_{r+m-t} H_{r+m}\right)\left\|_{l_{m}^{q}}\right\|_{L^{p}} \\
& =\sum_{\substack{t>0 \\
t \equiv 0(\bmod R)}} 2^{-\alpha t} \sum_{r>a_{\alpha} t} \ldots+\sum_{\substack{t>0 \\
t \equiv 0(\bmod R)}} 2^{-\alpha t} \sum_{r \leq 0} \ldots+\sum_{\substack{t>0 \\
t \equiv 0(\bmod R)}} 2^{-\alpha t} \sum_{0<r \leq a_{\alpha} t} \ldots
\end{aligned}
$$

(I) Estimate of $\sum_{r>a_{\alpha}}$. Using the fact that $\left\|H_{m}\right\|_{L^{\infty}} \lesssim 1$ and Proposition 3.2 we have (as in (4.10)) :

$$
\left\|\left\|2^{(\alpha-1) m} \Lambda_{m}^{1} \nabla_{b}\left(\omega_{r+m-t} H_{r+m}\right)\right\|_{l_{m}^{q}}\right\|_{L^{p}} \lesssim 2^{-\alpha(r-t)}\| \| 2^{\alpha m} \omega_{m}\left\|_{l_{m}^{q}}\right\|_{L^{p}} \lesssim 2^{-\alpha(r-t)} 2^{Q \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}} .
$$

Summing up we get:

$$
\begin{aligned}
\sum_{\substack{t>0 \\
t \equiv 0(\bmod R)}} 2^{-\alpha t} \sum_{r>a_{\alpha} t} \ldots & \lesssim\left(\sum_{\substack{t>0 \\
t \equiv 0(\bmod R)}} 2^{-\alpha t} \sum_{r>a_{\alpha} t} 2^{-\alpha(r-t)}\right) 2^{Q \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}} \\
& =\left(\sum_{\substack{t>0 \\
t \equiv 0(\bmod R)}} \sum_{r>a_{\alpha} t} 2^{-\alpha r}\right) 2^{Q \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}} \\
& \lesssim \sum_{\substack{t>0 \\
t \equiv 0(\bmod R)}} 2^{-\alpha a_{\alpha} t} 2^{Q \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}} \lesssim 2^{-\alpha a_{\alpha} R} 2^{Q \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}}
\end{aligned}
$$

(II) Estimate of $\sum_{r \leq 0}$. Let $a \geq 0$ be an integer. As in the estimate (II) for $h-\tilde{h}$ we obtain

$$
\left\|\left\|2^{(\alpha-1) m} \Lambda_{m}^{1} \nabla_{b}\left(\omega_{r+m-t} H_{r+m}\right)\right\|_{l_{m}^{q}}\right\|_{L^{p}} \lesssim 2^{-(\alpha-1-a) r}\| \| 2^{(\alpha-1-a) m} \nabla_{b}^{a+1}\left(\omega_{m-t} H_{m}\right)\left\|_{l_{m}^{q}}\right\|_{L^{p}} .
$$

In order to estimate the right hand side we recall that the following estimates hold (see Proposition 3.2, Proposition 3.5 and Lemma 4.8):

$$
\begin{aligned}
\omega_{m-t} & \lesssim 2^{Q \sigma} M M\left(\Delta_{m-t}^{1} f\right), \quad\left|\nabla_{b}^{l} \omega_{m-t}\right| \lesssim 2^{(m-t) l} \omega_{m-t} ; \\
\left|H_{m}\right| & \lesssim 1, \quad\left|\nabla_{b}^{l} H_{m}\right| \lesssim 2^{l Q \sigma} \sum_{t>0} 2^{(m-t) l} M M\left|\Delta_{m-t}^{1} f\right|
\end{aligned}
$$

for all $l \in \mathbf{N}$. By using now the Leibniz rule we get:

$$
\begin{align*}
\left|\nabla_{b}^{a+1}\left(\omega_{m-t} H_{m}\right)\right| \lesssim & 2^{(m-t)(a+1)} \omega_{m-t}  \tag{4.11}\\
& +2^{(a+1) Q \sigma} \sum_{t^{\prime}>0} \sum_{l=0}^{a} 2^{\left(t^{\prime}-t\right) 2^{(a+1)\left(m-t^{\prime}\right)} M M\left(\Delta_{m-t}^{1} f\right) M M\left(\Delta_{m-t^{\prime}}^{1} f\right) .} .
\end{align*}
$$

Using (3.3), we estimate the double sum from the right hand side as follows:

$$
\begin{aligned}
\sum_{t^{\prime}>0} \sum_{l=0}^{a} \ldots & \lesssim\|f\|_{\dot{F}_{q}^{\alpha, p}}\left(\sum_{0<t^{\prime} \leq t} 2^{(a+1)\left(m-t^{\prime}\right)} M M\left(\Delta_{m-t^{\prime}}^{1} f\right)+\sum_{t^{\prime}>t} 2^{\left(t^{\prime}-t\right) a} 2^{(a+1)\left(m-t^{\prime}\right)} M M\left(\Delta_{m-t}^{1} f\right)\right) \\
& \lesssim\|f\|_{\dot{F}_{q}^{\alpha, p}}^{\alpha, p} \sum_{0<t^{\prime} \leq t} 2^{(a+1)\left(m-t^{\prime}\right)} M M\left(\Delta_{m-t^{\prime}}^{1} f\right) .
\end{aligned}
$$

Going back to (4.11), we obtain

$$
\left|\nabla_{b}^{a+1}\left(\omega_{m-t} H_{m}\right)\right| \lesssim 2^{(m-t)(a+1)} \omega_{m-t}+2^{(a+1) Q \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}} \sum_{0<t^{\prime} \leq t} 2^{(a+1)\left(m-t^{\prime}\right)} M M\left(\Delta_{m-t^{\prime}}^{1} f\right)
$$

and hence, using Proposition 3.2, the term $\left\|\left\|2^{(\alpha-1-a) m} \nabla_{b}^{a+1}\left(\omega_{m-t} H_{m}\right)\right\|_{l_{m}^{q}}\right\|_{L^{p}}$ is bounded by

$$
\begin{aligned}
& 2^{(\alpha-1-a) t}\| \| 2^{\alpha(m-t)} \omega_{m-t}\left\|_{l_{m}^{q}}\right\|_{L^{p}}+2^{(a+1) Q \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}} B_{a, \alpha}(t)\| \| 2^{\alpha m} M M\left(\Delta_{m}^{1} f\right)\left\|_{l_{m}^{q}}\right\|_{L^{p}} \\
\lesssim & 2^{(\alpha-1-a) t}\| \| 2^{\alpha m} \omega_{m}\left\|_{l_{m}^{q}}\right\|_{L^{p}}+2^{(a+1) Q \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}} B_{a, \alpha}(t)\| \| 2^{\alpha m} \Delta_{m}^{1} f\left\|_{l_{m}^{q}}\right\|_{L^{p}} \\
\lesssim & 2^{Q \sigma} 2^{(\alpha-1-a) t}\|f\|_{\dot{F}_{q}^{\alpha, p}}+2^{(a+1) Q \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}} B_{a, \alpha}(t)\| \| 2^{\alpha m} \Lambda_{m}^{1} f\left\|_{l_{m}^{q}}\right\|_{L^{p}} \\
\lesssim & 2^{Q \sigma} 2^{(\alpha-1-a) t}\|f\|_{\dot{F}_{q}^{\alpha, p}}+2^{(a+1) Q \sigma} B_{a, \alpha}(t)\|f\|_{\dot{F}_{q}^{\alpha, p}}^{2},
\end{aligned}
$$

where $B_{a, \alpha}(t)=\sum_{0<t^{\prime} \leq t} 2^{(\alpha-1-a) t^{\prime}}$. Finally, we obtain

$$
\begin{align*}
\left\|\left\|2^{(\alpha-1) m} \Lambda_{m}^{1} \nabla_{b}\left(\omega_{r+m-t} H_{r+m}\right)\right\|_{l_{m}^{q}}\right\|_{L^{p}} \lesssim & 2^{-(\alpha-1-a) r} 2^{Q \sigma} 2^{(\alpha-1-a) t}\|f\|_{\dot{F}_{q}^{\alpha, p}} \\
& +2^{-(\alpha-1-a) r} 2^{(a+1) Q \sigma} B_{a, \alpha}(t)\|f\|_{\dot{F}_{q}^{\alpha, p}}^{2} \tag{4.12}
\end{align*}
$$

If we choose now $a=[\alpha]$ and we observe that in this case we have $B_{a, \alpha}(t) \lesssim 1$, we can write

$$
\sum_{\substack{t>0 \\ t \equiv 0(\bmod R)}} 2^{-\alpha t} \sum_{r \leq 0} \ldots \lesssim 2^{Q \sigma} 2^{-(a+1) R}\|f\|_{\dot{F}_{q}^{\alpha, p}}^{\alpha, p}+2^{(a+1) Q \sigma} 2^{-\alpha R}\|f\|_{\dot{F}_{q}^{\alpha, p}}^{2 \alpha}
$$

(III) Estimate of $\sum_{0 \leq r \leq a_{\alpha} t}$. Using the estimate (4.12) above with $a=0$, we get

$$
\sum_{0 \leq r \leq a_{\alpha} t}\| \| 2^{(\alpha-1) m} \Lambda_{m}^{1} \nabla_{b}\left(\omega_{r+m-t} H_{r+m}\right)\left\|_{l_{m}^{q}}\right\|_{L^{p}} \lesssim A_{\alpha}(t)\left(2^{Q \sigma} 2^{(\alpha-1) t}\|f\|_{\dot{F}_{q}^{\alpha, p}}+2^{Q \sigma} B_{0, \alpha}(t)\|f\|_{\dot{F}_{q}^{\alpha, p}}^{2}\right),
$$

where

$$
A_{\alpha}(t) \lesssim\left\{\begin{array} { l l } 
{ 2 ^ { ( 1 - \alpha ) a _ { \alpha } t } } & { \text { if } \alpha < 1 , } \\
{ a _ { \alpha } t } & { \text { if } \alpha = 1 , } \\
{ 1 } & { \text { if } \alpha > 1 , }
\end{array} \quad \text { and } B _ { 0 , \alpha } ( t ) \lesssim \left\{\begin{array}{ll}
1 & \text { if } \alpha<1 \\
t & \text { if } \alpha=1 \\
2^{(1-\alpha) t} & \text { if } \alpha>1
\end{array}\right.\right.
$$

Now summing up we get three possible bounds:
(1) if $\alpha<1$, we have $a_{\alpha}<\frac{\alpha}{1-\alpha}$ and

$$
\sum_{\substack{t>0 \\ t \equiv 0(\bmod R)}} 2^{-\alpha t} \sum_{0 \leq r \leq a_{\alpha} t} \ldots \lesssim 2^{Q \sigma} 2^{-R\left(1-(1-\alpha) a_{\alpha}\right)}\|f\|_{\dot{F}_{q}^{\alpha, p}}+2^{Q \sigma} 2^{-R\left(\alpha-(1-\alpha) a_{\alpha}\right)}\|f\|_{\dot{F}_{q}^{\alpha, p}}^{2} ;
$$

(2) if $\alpha=1$, we have $a_{\alpha}=1$ and

$$
\sum_{\substack{t>0 \\ t \equiv 0(\bmod R)}} 2^{-\alpha t} \sum_{0 \leq r \leq a_{\alpha} t} \ldots \lesssim 2^{Q \sigma} R 2^{-R}\|f\|_{\dot{F}_{q}^{\alpha, p}}^{\alpha,}+2^{Q \sigma} R^{2} 2^{-R}\|f\|_{\dot{F}_{q}^{\alpha, p}}^{2}
$$

(3) if $\alpha>1$, we have $a_{\alpha}=1$ and

$$
\sum_{\substack{t>0 \\ t \equiv 0(\bmod R)}} 2^{-\alpha t} \sum_{0 \leq r \leq a_{\alpha} t} \ldots \lesssim 2^{Q \sigma} 2^{-R}\|f\|_{\dot{F}_{q}^{\alpha, p}}^{\alpha}+2^{Q \sigma} 2^{-R}\|f\|_{\dot{F}_{q}^{\alpha, p}}^{2} .
$$

Now from the above estimates, since $0<a_{\alpha}<\alpha$, we have

$$
\sum_{\substack{t>0 \\ t \equiv 0(\bmod R)}} 2^{-\alpha t} \sum_{0 \leq r \leq a_{\alpha} t} \ldots \lesssim 2^{Q \sigma} R 2^{-R \min \left(1, \alpha a_{\alpha}\right)}\|f\|_{\tilde{F}_{q}^{\alpha, p}}+2^{Q \sigma} R^{2} 2^{-R \min \left(1, \alpha a_{\alpha}\right)}\|f\|_{\dot{F}_{q}^{\alpha, p}}^{2}
$$

Toghether with (I) and (II), this gives Proposition 4.5.

### 4.4 Proof of Theorem 1.3

Now we can estimate the Triebel-Lizorkin norm of $f_{J}-F_{J}=(h-\tilde{h})+(g-\tilde{g})$. By Proposition 4.1 (i) and Proposition 4.5, we have

$$
\begin{aligned}
\sum_{i=1}^{\mathbf{k}}\left\|X_{i}\left(f_{J}-F_{J}\right)\right\|_{\dot{F}_{q}^{\alpha-1, p}} & \lesssim \sum_{i=1}^{\mathbf{k}}\left\|X_{i}(h-\tilde{h})\right\|_{\dot{F}_{q}^{\alpha-1, p}}+\sum_{i=1}^{\mathbf{k}}\left\|X_{i}(g-\tilde{g})\right\|_{\dot{F}_{q}^{\alpha-1, p}} \\
& \lesssim\left(R \sigma^{2} 2^{-\sigma \min (1, \alpha)-\frac{\mathbf{k} \sigma}{p}}+2^{Q \sigma} R 2^{-\min \left(1, \alpha a_{\alpha}\right) R}\right)\|f\|_{\dot{F}_{q}^{\alpha, p}}+D_{R, \sigma}\|f\|_{\dot{F}_{q}^{\alpha, p}}^{2},
\end{aligned}
$$

where $D_{R, \sigma}$ is a large constant depending on $R$ and $\sigma$.
As in [6], for $\sigma \in \mathbf{N}$, we set

$$
R=R_{\sigma}:=\left[\frac{100 Q}{\min \left(1, \alpha a_{\alpha}\right)}\right] \sigma .
$$

If $\delta>0$ is fixed, then it is easy to see that (using the fact that $\mathbf{k} / p<\min (1, \alpha)$ ) for a $\sigma$ large enough, we have

$$
R \sigma^{2} 2^{-\sigma \min (1, \alpha)+\frac{\mathrm{k} \sigma}{p}} \lesssim \delta / 4 \quad \text { and } \quad 2^{Q \sigma} R 2^{-\min \left(1, \alpha a_{\alpha}\right) R} \lesssim \delta / 4
$$

Hence, for a large $D_{\delta}$ we have

$$
\sum_{i=1}^{\mathbf{k}}\left\|X_{i}\left(f_{J}-F_{J}\right)\right\|_{\dot{F}_{q}^{\alpha-1, p}} \leq \frac{\delta}{2}\|f\|_{\dot{F}_{q}^{\alpha, p}}+D_{\delta}\|f\|_{\dot{F}_{q}^{\alpha, p}}^{2}
$$

and since we assumed that $\|f\|_{\dot{F}_{q}^{\alpha, p}}$ is small (see (4.2)), then we may take $D_{\delta}\|f\|_{\dot{F}_{q}^{\alpha, p}} \leq \delta / 2$ obtaining

$$
\begin{equation*}
\sum_{i=1}^{\mathbf{k}}\left\|X_{i}\left(f_{J}-F_{J}\right)\right\|_{\dot{F}_{q}^{\alpha-1, p}} \leq \delta\|f\|_{\dot{F}_{q}^{\alpha, p}} \tag{4.13}
\end{equation*}
$$

In a similar way, using Proposition 4.1 (ii) and Proposition 4.5 we get

$$
\begin{aligned}
\sum_{i=1}^{d_{1}}\left\|X_{i}\left(f_{J}-F_{J}\right)\right\|_{\dot{F}_{q}^{\alpha-1, p}} & \lesssim \sum_{i=1}^{d_{1}}\left\|X_{i}(h-\tilde{h})\right\|_{\dot{F}_{q}^{\alpha-1, p}}+\sum_{i=1}^{d_{1}}\left\|X_{i}(g-\tilde{g})\right\|_{\dot{F}_{q}^{\alpha-1, p}} \\
& \lesssim D_{R, \sigma}^{\prime}\|f\|_{\dot{F}_{q}^{\alpha, p}}+D_{R, \sigma}^{\prime \prime}\|f\|_{\dot{F}_{q}^{\alpha, p}}^{2}
\end{aligned}
$$

and hence, as above,

$$
\begin{equation*}
\sum_{i=1}^{d_{1}}\left\|X_{i}\left(f_{J}-F_{J}\right)\right\|_{\dot{F}_{q}^{\alpha-1, p}} \lesssim_{\delta}\|f\|_{\dot{F}_{q}^{\alpha, p}} \tag{4.14}
\end{equation*}
$$

provided that $\|f\|_{\dot{F}_{q}^{\alpha, p}}$ is small enough. From (4.14) and the lifting property (Proposition 2.13) of the Triebel-Lizorkin norm, we get

$$
\begin{equation*}
\left\|F_{J}\right\|_{\dot{F}_{q}^{\alpha, p}} \leq\left\|\left(f_{J}-F_{J}\right)\right\|_{\dot{F}_{q}^{\alpha, p}}+\left\|f_{J}\right\|_{\dot{F}_{q}^{\alpha, p}} \sim \sum_{i=1}^{d_{1}}\left\|X_{i}(f-F)\right\|_{\dot{F}_{q}^{\alpha-1, p}}+\|f\|_{\dot{F}_{q}^{\alpha, p}} \lesssim \delta\|f\|_{\dot{F}_{q}^{\alpha, p}} . \tag{4.15}
\end{equation*}
$$

Now (4.13) and (4.15) together with the $L^{\infty}$ estimates (4.1) give Theorem 1.3 under the smallness assumption on $\|f\|_{\dot{F}_{q}^{\alpha, p}}$ (observing that the bounds proved do not depend on $J$ and taking $J \rightarrow \infty)$. We complete the proof of Theorem 1.3 via the homogeneity of the norms.

Remarks. (1) Following the same lines, it is also possible (and easier) to prove a version of Theorem 1.3 for the Besov spaces introduced in Subsection 2.3:

Theorem 4.9 Consider the parameters $1<p<\infty, 1<q \leq \infty, \alpha=Q / p$ and let $\mathbf{k}$ be the largest positive integer with $\mathbf{k}<\min \left(p, d_{1}\right)$. Then, for every $\delta>0$ there exists a constant $C_{\delta}>0$ only depending on $\delta$, such that for every function $f \in \dot{B}_{q}^{\alpha, p}(G)$ there exists $F \in L^{\infty}(G) \cap \dot{B}_{q}^{\alpha, p}(G)$ satisfying the following estimates:

$$
\begin{aligned}
\sum_{i=1}^{\mathbf{k}}\left\|X_{i}(f-F)\right\|_{\dot{B}_{q}^{\alpha-1, p}(G)} & \leq \delta\|f\|_{\dot{B}_{q}^{\alpha, p}(G)} \\
\|F\|_{L^{\infty}(G)}+\|F\|_{\dot{B}_{q}^{\alpha, p}(G)} & \leq C_{\delta}\|f\|_{\dot{B}_{q}^{\alpha, p}(G)}
\end{aligned}
$$

(2) To mention one application of Theorem 1.3, we state the following generalisation of Theorem 1.8 in [13] concerning the Hodge systems on the $(2 n+1)$-dimensional Heisenberg group $\mathbf{H}^{n}$. Note that in this case $d=2 n+1, d_{1}=2 n$ and $Q=2 n+2$.

Theorem 4.10 Consider $1<p, q<\infty, \alpha:=(2 n+2) / p$ and let $r$ be an integer with $1 \leq r<$ $\min (p, n)$. For any $(0, r)$-form $\varphi$ in $\dot{F}_{q}^{\alpha, p}\left(\mathbf{H}^{n}\right)$, there exists a $(0, r)$-form $Y$ in $L^{\infty}\left(\mathbf{H}^{n}\right) \cap \dot{F}_{q}^{\alpha, p}\left(\mathbf{H}^{n}\right)$ such that

$$
\bar{\partial}_{b}^{*} Y=\bar{\partial}_{b}^{*} \varphi
$$

and

$$
\|Y\|_{L^{\infty}\left(\mathbf{H}^{n}\right)}+\|Y\|_{\dot{F}_{q}^{\alpha, p}\left(\mathbf{H}^{n}\right)} \lesssim\left\|\bar{\partial}_{b}^{*} \varphi\right\|_{\dot{F}_{q}^{\alpha-1, p}\left(\mathbf{H}^{n}\right)}
$$

(See [13] for notation.)
This is proved by using Theorem 1.3 to approximate in an efficient way the coefficients of the form $\varphi$ and then to conclude by using an iteration argument. Since the proof is very similar to the one given in [13] and its Euclidean analogue in [6] (Theorem 1.2), we omit it. Theorem 1.4 can be proved following the same lines.

## 5 Appendix

We collect here some facts related to the Calderón-Zygmund theory on stratified homogeneous groups for vector-valued functions. These results (Lemma A1 and Theorem A1) are well-known. However, since it is hard to find the exact statements in the literature (see for example [2] for a Euclidean version, or [7] for similar considerations on spaces of homogeneous type) hence, we have chosen to present them here.

Consider a Banach space $A$. In what follows we deal with functions from the space $L_{A}^{p}:=$ $L^{p}(G, A)$ where $1 \leq p \leq \infty$.

A first result is a Calderón-Zygmund decomposition of fuctions on $G$ (see also Théorème 2.2 in [7], Chapitre 3), obtained via the weak $(1,1)$ estimate for the maximal operator:

Lemma A1. Consider a function $f \in L_{A}^{1}$ and a number $\lambda>0$. Then there exist a countable family of measurable sets $\left(\Omega_{n}\right)_{n>1}$ which are pairwise disjoint and a decomposition $f=g+b=$ $g+\sum_{n} b_{n}$ where $g, b, b_{n} \in L_{A}^{1}$ for all $n \geq 1$, and such that:
(i) $\|g\|_{L_{A}^{\infty}} \lesssim \lambda$;
(ii) $\operatorname{supp} b_{n} \subseteq \Omega_{n}, \int b_{n}(x) d x=0$ and $\left\|b_{n}\right\|_{L_{A}^{1}} \lesssim \lambda\left|\Omega_{n}\right|$ for all $n$;
(iii) $\sum_{n}\left|\Omega_{n}\right| \lesssim \frac{1}{\lambda}\|f\|_{L_{A}^{1}}$.

Proof. We adapt the standard proof in the Euclidean case. Consider the open set $\tilde{\Omega}:=$ $\left\{x \in G \mid M\|f\|_{A}(x)>\lambda\right\}$. For each $x \in \tilde{\Omega}$ we consider a ball $B_{x}$ centered in $x$ and such that $B_{x} \subset \tilde{\Omega}$, but $2 \cdot B_{x} \mp \tilde{\Omega}$ (here if $c>0$ and $B$ is a ball in $G$ centered in $x_{B}$ of radius $R_{B}$, then $c \cdot B$ is the ball in $G$ of center $x_{B}$ and of radius $c R_{B}$ ). Notice that, by Proposition 2.1,

$$
\left|B_{x}\right| \leq|\tilde{\Omega}| \leq \frac{1}{\lambda}\|f\|_{L_{A}^{1}}
$$

and hence, the balls $B_{x}$ have uniformly bounded radii. Using the Vitali covering lemma (which has the same proof in $G$ as in the Euclidean case), we can find a countable subfamilly of balls $\left(B_{k}\right)_{k \geq 1}$ of the familly $\left(B_{x}\right)_{x \in \tilde{\Omega}}$, which are pairwise disjoint and such that $\tilde{\Omega}=\bigcup_{x \in \tilde{\Omega}} B_{x} \subseteq \bigcup_{k \geq 1} C \cdot B_{k}$, where $C>2$ is an absolute constant only depending on $G$.

We set

$$
\Omega_{1}:=\left(\tilde{\Omega} \cap C \cdot B_{1}\right) \backslash\left(\bigcup_{j \neq 1} B_{j}\right)
$$

and inductively we define

$$
\Omega_{k}:=\left(\left(\tilde{\Omega} \cap C \cdot B_{k}\right) \backslash \bigcup_{1 \leq i \leq k-1} \Omega_{i}\right) \backslash\left(\bigcup_{j \neq k} B_{j}\right)
$$

for all $k \geq 2$. We see immediately that for all $k \geq 1$ we have $B_{k} \subseteq \Omega_{k} \subseteq C \cdot B_{k}$ and this also give us that $\left|\Omega_{k}\right| \sim\left|B_{k}\right| \sim\left|C \cdot B_{k}\right|$. By definition the sets $\Omega_{k}$ are pairwise disjoint and $\tilde{\Omega}=\bigcup_{k \geq 1} \Omega_{k}$. We can define the functions:

$$
g(x):=\left\{\begin{array}{l}
f(x), \text { if } x \notin \tilde{\Omega} \\
f_{\Omega_{k}}, \text { if } x \in \Omega_{k}
\end{array}\right.
$$

and $b_{k}:=\left(f-f_{\Omega_{k}}\right) 1_{\Omega_{k}}$ for all $k \geq 1$. Here, $f_{\Omega_{k}}:=\left|\Omega_{k}\right|^{-1} \int_{\Omega_{k}} f d x$.
To prove (i), we see that if $x \in \Omega_{k}$ we have

$$
\|g(x)\|_{A}=\left\|f_{\Omega_{k}}\right\|_{A} \leq \frac{1}{\left|\Omega_{k}\right|} \int_{\Omega_{k}}\|f(y)\|_{A} d y \lesssim \frac{1}{\left|C \cdot B_{k}\right|} \int_{C \cdot B_{k}}\|f(y)\|_{A} d y \leq M\|f\|_{A}\left(x_{0}\right) \leq \lambda
$$

where $x_{0}$ is a point in $C \cdot B_{k} \backslash \tilde{\Omega}$. (Such a point exists since $2 \cdot B_{k} \nsubseteq \tilde{\Omega}$ and $2 \cdot B_{x} \subset C \cdot B_{k}$.) If $x \notin \tilde{\Omega}$, by the Lebesgue differentiation theorem, which is a consequence of the weak estimate for the operator $M$, we can write $\|g(x)\|_{A} \leq M\|f\|_{A}(x) \leq \lambda$.

To prove (ii) and (iii), observe that by the above inequality we have

$$
\left\|\left\|b_{k}\right\|_{A}\right\|_{L^{1}} \leq\left|\Omega_{k}\right|\left(\frac{1}{\left|\Omega_{k}\right|} \int_{\Omega_{k}}\|f(y)\|_{A} d y+\left\|f_{\Omega_{k}}\right\|_{A}\right)=2\left|\Omega_{k}\right|\left\|f_{\Omega_{k}}\right\|_{A} \lesssim\left|\Omega_{k}\right| \lambda, \text { for all } k,
$$

and, using the weak estimate for $M$,

$$
\sum_{k}\left|\Omega_{k}\right| \lesssim \sum_{k=1}^{\infty}\left|B_{k}\right|=\left|\bigcup_{k=1}^{\infty} B_{k}\right| \leq|\tilde{\Omega}| \lesssim \frac{1}{\lambda}\| \| f\left\|_{A}\right\|_{L^{1}}
$$

We can also see from these inequalities that

$$
\begin{equation*}
\sum_{k}\left\|b_{k}\right\|_{L_{A}^{1}} \lesssim \lambda \sum_{k}\left|\Omega_{k}\right| \lesssim\|f\|_{L_{A}^{1}} . \tag{5.1}
\end{equation*}
$$

This proves in particular that the series defining $b$ is absolutely convergent in $L_{A}^{1}$ and $b, g \in L_{A}^{1}$ with $\|g\|_{L_{A}^{1}}+\|b\|_{L_{A}^{1}} \lesssim\|f\|_{L_{A}^{1}}$.

Theorem A1. Suppose $A_{1}$ and $A_{2}$ are two Banach spaces and $K \in L_{\text {loc }}^{1}\left(G \backslash\{0\} \rightarrow \mathfrak{L}\left(A_{1}, A_{2}\right)\right)$ has the following properties:
(i) there exists a constant $c>0$ such that $\int_{\|x\|_{G} \geq c\|y\|_{G}}\left\|K(x)-K\left(y^{-1} \cdot x\right)\right\| d x \leq 1$ for all $y \in G$;
(ii) the operator $T f=f * K$ is well-defined and bounded from $L_{A_{1}}^{q}$ to $L_{A_{2}}^{q}$ for some $q \in(1, \infty)$.

Then, $T: L_{A_{1}}^{1} \rightarrow L_{A_{2}}^{1, \infty}$ is well-defined and bounded. By real interpolation and duality we get that $T: L_{A_{1}}^{p} \rightarrow L_{A_{2}}^{p}$ is well-defined and bounded for any $p \in(1, \infty)$.
(Here $\mathfrak{L}\left(A_{1}, A_{2}\right)$ stands for the space of the bounded linear operators from $A_{1}$ to $A_{2}$.)
Proof. We adapt again the proof in the Euclidean case. Using Lemma A1 we can write, for a given $f \in L^{1}\left(A_{1}\right)$ and $\lambda>0$, the decomposition at level $\lambda: f=g+b$. We next note that $\left|\left\{\|T f\|_{A_{2}}>2 \lambda\right\}\right| \leq\left|\left\{\|T g\|_{A_{2}}>\lambda\right\}\right|+\left|\left\{\|T b\|_{A_{2}}>\lambda\right\}\right|$. The size of the set $\left\{\|T g\|_{A_{2}}>\lambda\right\}$ can be bounded using (ii) above and the Markov inequality:

$$
\begin{aligned}
\left|\left\{\|T g\|_{A_{2}}>\lambda\right\}\right| & \leq \lambda^{-q}\| \| T g\left\|_{A_{2}}\right\|_{L^{q}}^{q} \lesssim \lambda^{-q}\| \| g\left\|_{A_{1}}\right\|_{L^{q}}^{q}=\lambda^{-q}\| \| g\left\|_{A_{1}}^{q}\right\|_{L^{1}} \\
& \leq \lambda^{-q} \lambda^{q-1}\| \| g\left\|_{A_{1}}\right\|_{L^{1}}=\lambda^{-1}\|g\|_{L_{A_{1}}^{1}} \lesssim \lambda^{-1}\|f\|_{L_{A_{1}}^{1}}
\end{aligned}
$$

To estimate the size of the set $\left\{\|T b\|_{A_{2}}>\lambda\right\}$ we proceed as follows. Consider the sets $\Omega_{k}$ from the proof of Lemma A1; for each such $\Omega_{k}$ we denote by $y_{B_{k}}$ the center of the ball $B_{k} \subset \Omega_{k}$ and we set $\Omega_{k}^{*}:=\left(C_{1}+C\right) \cdot B_{k} \supset \Omega_{k}$ where $C_{1}>0$ is a large constant only depending on $G$ and $c$. We write now

$$
\begin{aligned}
\left|\left\{\|T b\|_{A_{2}}>\lambda\right\}\right| & \leq\left|\bigcup_{k} \Omega_{k}^{*}\right|+\left|\left\{x \in G \backslash \bigcup_{k} \Omega_{k}^{*} \mid\|T b\|_{A_{2}}>\lambda\right\}\right| \\
& \lesssim \lambda^{-1}\|f\|_{L_{A_{1}}^{1}}+\lambda^{-1} \int_{G \backslash \cup_{k} \Omega_{k}^{*}}\|T b\|_{A_{2}}(x) d x
\end{aligned}
$$

and it remains to estimate the last term. For this purpose, we note that if $x \in G \backslash \Omega_{k}^{*}$ and $y \in$ $\Omega_{k}$, then $\rho\left(x, y_{B_{k}}\right)=\left\|y_{B_{k}}^{-1} \cdot x\right\|_{G} \geq\left(C_{1}+C\right) R_{B_{k}} \geq C^{-1}\left(C_{1}+C\right) \rho\left(y, y_{B_{k}}\right) \geq C^{-1} C_{1}\left\|y_{B_{k}}^{-1} \cdot y\right\|_{G}$
( $R_{B_{k}}$ is the radius of $B_{k}$ ) and thanks to the quasinorm property of $\|\cdot\|_{G}$, we find a constant $C_{2}>0$ depending on $G$ only, such that $\left\|y^{-1} \cdot x\right\|_{G}=\left\|y^{-1} \cdot y_{B_{k}} \cdot y_{B_{k}}^{-1} \cdot x\right\|_{G} \geq C_{2}\left\|y_{B_{k}}^{-1} \cdot x\right\|_{G}-$ $\left\|y^{-1} \cdot y_{B_{k}}\right\|_{G} \geq\left(C^{-1} C_{1} C_{2}-1\right)\left\|y_{\Omega_{k}}^{-1} \cdot y\right\|_{G}$, where we used the equality $a^{-1}=-a$ on $G$. If $C_{1}$ is sufficiently large, we deduce $\left\|y^{-1} \cdot x\right\|_{G} \geq c\left\|y^{-1} \cdot y_{B_{k}}\right\|_{G}=c\left\|\left(y^{-1} \cdot x\right)\left(y_{B_{k}}^{-1} \cdot x\right)^{-1}\right\|_{G}$. As a consequence,

$$
\begin{aligned}
\int_{G \backslash \bigcup_{k} \Omega_{k}^{*}}\|T b\|_{A_{2}}(x) d x & \leq \sum_{n} \int_{G \backslash \cup_{k} \Omega_{k}^{*}}\left\|\int_{\Omega_{n}} K\left(y^{-1} \cdot x\right) b_{n}(y) d y\right\|_{A_{2}} d x \\
& =\sum_{n} \int_{G \backslash \cup_{k} \Omega_{k}^{*}}\left\|\int_{\Omega_{n}}\left(K\left(y^{-1} \cdot x\right)-K\left(y_{B_{n}}^{-1} \cdot x\right)\right) b_{n}(y) d y\right\|_{A_{2}} d x \\
& \leq \sum_{n} \int_{\Omega_{n}}\left(\int_{G \backslash \bigcup_{k} \Omega_{k}^{*}}\left\|K\left(y^{-1} \cdot x\right)-K\left(y_{B_{n}}^{-1} \cdot x\right)\right\|_{o p} d x\right)\left\|b_{n}(y)\right\|_{A_{1}} d y \\
& \leq \sum_{n} \int_{\Omega_{n}}\left\|b_{n}(y)\right\|_{A_{1}} d y \lesssim\|f\|_{L_{A_{1}}^{1}},
\end{aligned}
$$

where we have used the condition (i) above and (5.1).
Remark. We see from the proof that if $\|T\|_{L_{A_{1}}^{q} \rightarrow L_{A_{2}}^{q}} \leq 1$ then we have $\|T\|_{L_{A_{1}}^{p} \rightarrow L_{A_{2}}^{p}} \lesssim 1$. Hence if the quantity in (i) is bounded by a number $\beta>0$ (instead of 1 ) and also $\|T\|_{L_{A_{1}}^{q} \rightarrow L_{A_{2}}^{q}} \leq \beta$, then we have $\|T\|_{L_{A_{1}}^{p} \rightarrow L_{A_{2}}^{p}} \lesssim \beta$.

Lemma A2. Suppose $\varphi \in L^{1}(G)$ and:
(i) $\int_{\|y\|_{G} \geq R}|\varphi(y)| d y \lesssim R^{-1}$ for any $R \geq 1$;
(ii) $\int_{G}\left|\varphi\left(x^{-1} \cdot y\right)-\varphi(y)\right| d y \lesssim\|x\|_{G}$ for all $x \in G$ with $\|x\|_{G} \leq 1$.

If for $r \in G$ we define $k_{j}(x):=\varphi_{j}\left(x \cdot 2^{-j} r\right)$, where $\varphi_{j}(x)=2^{j Q} \varphi\left(2^{j} x\right)$ for all $j \in \mathbf{Z}$, then, for a constant $c>0$ only depending on $G$, we have

$$
\int_{\|y\|_{G} \geq c\|x\|_{G}} \sum_{j \in \mathbf{Z}}\left|k_{j}\left(x^{-1} \cdot y\right)-k_{j}(y)\right| d y \lesssim \ln \left(2+\|r\|_{G}\right) .
$$

Proof. We follow the proof in [6]. We decompose the sum under the integral as follows:

$$
\sum_{j \in \mathbf{Z}}\left|k_{j}\left(x^{-1} \cdot y\right)-k_{j}(y)\right|=\sum_{2^{j}\|x\|_{G} \leq 1} \ldots+\sum_{1^{j}<^{j}\|x\|_{G}<2+\|r\|_{G}} \ldots+\sum_{2^{j}\|x\|_{G} \geq 2+\|r\|_{G}} \ldots=: I+I I+I I I .
$$

We now estimate each term. Using (ii), we can estimate the first term as follows

$$
\begin{aligned}
\int_{\|y\|_{G} \geq c \mid x \|_{G}} I & \leq \int_{G} \sum_{2^{j}\|x\|_{G} \leq 1} 2^{j Q}\left|\varphi\left(\left(2^{j} x^{-1}\right) \cdot\left(2^{j} y\right) \cdot r\right)-\varphi\left(\left(2^{j} y\right) \cdot r\right)\right| d y \\
& \leq \int_{G} \sum_{2^{j}\|x\|_{G} \leq 1}\left|\varphi\left(\left(2^{j} x^{-1}\right) \cdot y\right)-\varphi(y)\right| d y \lesssim \sum_{2^{j}\|x\|_{G} \leq 1} 2^{j}\|x\|_{G} \lesssim 1 .
\end{aligned}
$$

For the second term we have:

$$
\begin{aligned}
\int_{\|y\|_{G} \geq c\|x\|_{G}} I I & \leq \sum_{1<2^{j}\|x\|_{G}<2+\|r\|_{G}} 2 \int_{G}\left|k_{j}(y)\right| d y \\
& =2 \sum_{1<2^{j}\|x\|_{G}<2+\|r\|_{G}} \int_{G}|\varphi(y)| d y \lesssim \ln \left(2+\|r\|_{G}\right) .
\end{aligned}
$$

To estimate the third term we use (i), which yelds

$$
\begin{aligned}
\int_{\|y\|_{G} \geq c\|x\|_{G}} I I I & \leq 2 \sum_{2^{j}\|x\|_{G} \geq 2+\|r\|_{G}} \int_{\|y\|_{G} \geq c_{1}\|x\|_{G}}\left|k_{j}(y)\right| d y \\
& =2 \sum_{2^{j}\|x\|_{G} \geq 2+\|r\|_{G}} \int_{\|y\|_{G} \geq 2^{j} c_{1}\|x\|_{G}}|\varphi(y \cdot r)| d y \\
& \lesssim \sum_{2^{j}\|x\|_{G} \geq 2+\|r\|_{G}} \frac{1}{2^{j}\|x\|_{G}} \lesssim \frac{1}{2+\|r\|_{G}} \lesssim 1
\end{aligned}
$$

where the constant $c_{1}>0$ in the first line is obtained by using the quasinorm property of $\|\cdot\|_{G}$.
Summing up these estimates we get the claim.

In what follows we will need to apply the above lemma to the function $\varphi=S$. It is easy to verify that the function $S(x)=\min \left(1,\|x\|_{G}^{-Q-1}\right)$ satisfies the conditions (i) and (ii) required by Lemma A2. Indeed, by a change of variables, we can write for all $R \geq 1$,

$$
\int_{\|y\|_{G} \geq R}|S(y)| d y=R^{-1} \int_{\|y\|_{G} \geq 1}\|y\|_{G}^{-Q-1} d y \sim R^{-1}
$$

which proves that (i) is satisfied. To verify (ii), we recall that $\left|\|b \cdot a\|_{G}-\|a\|_{G}\right| \leq C\|b\|_{G}$ for all $a, b \in G$ (see Proposition 3.1) and note that if $\|y\|_{G} \leq 1-C\|x\|_{G} \leq 1$, then $\left\|x^{-1} \cdot y\right\|_{G} \leq$ $\|y\|_{G}+C\|x\|_{G} \leq 1$. Also, if $\|y\|_{G} \geq 1+C\|x\|_{G}$, then $\left\|x^{-1} \cdot y\right\|_{G} \geq\|y\|_{G}-C\|x\|_{G} \geq 1$. Hence, if $\|x\|_{G} \leq 1$, we can write

$$
\begin{aligned}
\int_{G}\left|S\left(x^{-1} \cdot y\right)-S(y)\right| d y= & \int_{1-C\|x\|_{G} \leq\|y\|_{G} \leq 1+C\|x\|_{G}}\left|S\left(x^{-1} \cdot y\right)-S(y)\right| d y \\
& +\int_{\|y\|_{G} \geq 1+C\|x\|_{G}}\left|S\left(x^{-1} \cdot y\right)-S(y)\right| d y \\
\lesssim & \|x\|_{G}+\int_{\|y\|_{G} \geq 1+C\|x\|_{G}}\left|\frac{1}{\left\|x^{-1} \cdot y\right\|_{G}^{Q+1}}-\frac{1}{\|y\|_{G}^{Q+1}}\right| d y \\
= & \|x\|_{G}+\int_{\|y\|_{G} \geq 1+C\|x\|_{G}}\left|\frac{\left\|x^{-1} \cdot y\right\|_{G}^{Q+1}-\|y\|_{G}^{Q+1}}{\left\|x^{-1} \cdot y\right\|_{G}^{Q+1}\|y\|_{G}^{Q+1}}\right| d y \\
\lesssim & \|x\|_{G}+\|x\|_{G} \int_{\|y\|_{G} \geq 1+C\|x\|_{G}} \frac{1}{\|y\|_{G}^{Q+2}} d y
\end{aligned}
$$

Proposition A1. Suppose $p, q \in(1, \infty)$. Then, for every sequence $\left(f_{j}\right)_{j \in \mathbf{Z}}$ in $L^{p}\left(G, l^{q}(\mathbf{Z})\right)$ and for every $r \in G$ we have

$$
\left\|\left\|S_{j} f_{j}\left(x \cdot\left(2^{-j} r\right)\right)\right\|_{l_{j}^{q}}\right\|_{L_{x}^{p}} \lesssim_{p, q^{\prime}} \ln \left(\mathcal{D}+\|r\|_{G}\right)\| \| f_{j}\left\|_{l_{j}^{q}}\right\|_{L^{p}} .
$$

Proof. As we already saw, the function $S$ satisfies the requirements of Lemma A2. Let $k_{j}$ as in Lemma A2 with $\varphi=S$. We see directly that, for any Schwartz function $f$, we have

$$
f * k_{j}(x)=\int_{G} f(y) S_{j}\left(y^{-1} \cdot x \cdot\left(2^{-j} r\right)\right) d y=S_{j} f\left(x \cdot\left(2^{-j} r\right)\right)
$$

Hence $T\left(f_{j}\right)_{j \in \mathbf{Z}}(x):=\left(f_{j}\right)_{j \in \mathbf{Z}} * K(x)=\left(f_{j} * k_{j}\right)_{j \in \mathbf{Z}}(x)=\left(S_{j} f\left(x \cdot\left(2^{-j} r\right)\right)\right)_{j \in \mathbf{Z}}$, the operator $T$ being initially defined for a sequence of Schwartz functions $\left(f_{j}\right)_{j \in \mathbf{Z}}$. Considering the Banach spaces $A_{1}=A_{2}=l^{q}(\mathbf{Z})$ we can see that the statement of the Proposition A1 is equivalent to the fact that the operator $T: L_{A_{1}}^{p} \rightarrow L_{A_{2}}^{p}$ is continuous, with its norm bounded by $\ln \left(2+\|r\|_{G}\right)$. This can be obtained as follows. Consider a sequence $a$ in the unit sphere of $l^{q}(\mathbf{Z})$. We have that:

$$
\begin{aligned}
\left\langle K(x)-K\left(y^{-1} \cdot x\right), a\right\rangle & =\sum_{j \in \mathbf{Z}}\left(k_{j}(x)-k_{j}\left(y^{-1} \cdot x\right)\right) a_{j} \leq\left(\sum_{j \in \mathbf{Z}}\left|k_{j}(x)-k_{j}\left(y^{-1} \cdot x\right)\right|^{q^{\prime}}\right)^{1 / q^{\prime}} \\
& \leq \sum_{j \in \mathbf{Z}}\left|k_{j}(x)-k_{j}\left(y^{-1} \cdot x\right)\right|
\end{aligned}
$$

for all $x, y \in G$. Hence $\left\|K(x)-K\left(y^{-1} \cdot x\right)\right\| \leq \sum_{j \in \mathbf{Z}}\left|k_{j}(x)-k_{j}\left(y^{-1} \cdot x\right)\right|$ and thanks to Lemma A2 we get (using the same notation):

$$
\int_{\|x\|_{G} \geq c\|y\|_{G}}\left\|K(x)-K\left(y^{-1} \cdot x\right)\right\| d x \leq \int_{\|x\|_{G} \geq c \mid y \|_{G}} \sum_{j \in \mathbf{Z}}\left|k_{j}(x)-k_{j}\left(y^{-1} \cdot x\right)\right| d x \lesssim \ln \left(2+\|r\|_{G}\right) .
$$

Also we can easily see that $T: L_{A_{1}}^{q} \rightarrow L_{A_{2}}^{q}$ is bounded and of norm 1. These two last observations together with Theorem A1 and the Remark after, give us the claim.

Remark. Proposition A1 is reminiscent of an inequality due to Bourgain (see for example [11]).
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