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Résumé
Un problème de décision courant se répète de nom-

breuses fois, avec le même type d’alternatives et le même
ensemble de critères, mais avec une situation de décision
différente à chaque occurence du problème. Dans ce type
de problème, le conseil en amont vise à faciliter la sélec-
tion d’un sous ensemble d’alternatives satisfaisantes pour
le cas de décision considéré, sans demander à l’utilisateur
d’avoir des connaissances sur le problème. Cet article pro-
pose un système de conseil en amont basé sur un modèle
de connaissances du problème de décision courant. Pour
commencer, l’article présente la construction d’un réseau
bayésien pour embarquer la connaissance dans le système.
Ensuite, le concept d’intervention dans un réseau bayésien
proposé par Pearl est étendu aux interventions probabilistes
pour des variables simples et des ensembles de variables.
Enfin, la procédure de conseil en amont pour un problème
de décision courant est présentée, sur la base du modèle de
connaissance et en utilisant les interventions probabilistes
pour fixer l’écosystème de la personne, même lorsque le cas
de décision n’est que partiellement observé.

Abstract
A common decision problem repeats a lot of time with

the same kind of alternatives and the same set of criteria, but
with a different decision case in each occurrence. The ob-
jective of early guidance in this kind of problem is to facil-
itate the selection of a subset of satisfactory alternatives for
each new decision case, without asking the user any knowl-
edge of the problem. This article proposes an early guid-
ance system based on a model of knowledge of the com-
mon decision problem. It first presents the construction of a
Bayesian network for a common decision problem to embed
the knowledge in the aiding framework. Second, the con-
cept of intervention proposed by Pearl is extended to prob-
abilistic interventions for a single variable and for a set of
variables. Finally the early guidance procedure is presented
on the basis of the Bayesian network and using a proba-
bilistic intervention to set a decision case even though it is

partially observed.

1 Introduction

A common decision problem occurs repeatedly in dif-
ferent decision cases, corresponding to different actors,
needs, constraints and priorities, but including each time
the same type of alternatives and the same set of decision
criteria. An example is the problem of study and career
guidance for students. This question, what to do after the
baccalaureate, concerns a high number of young people,
but each of them has its own characteristics (location, le-
vel, project, ambition, constraints, etc.). Another example
of a common decision problem is the choice of a manual
wheelchair that has been analyzed in [21].

The problem of early guidance in a common decision
problem consists in providing advice at a very early step of
a decision process, when the actors of the decision have not
yet seriously thought about the problem. Early guidance
precedes the whole decision process. At this step, the per-
sons concerned by the consequences of a potential or future
decision are considered to be merely passive.

Since the person concerned by the consequences of the
choice is not obligatory the user of the general aiding fra-
mework, the early guidance system can be used by different
persons involved in a decision case of a common decision
problem. It can also be used as an automatic system, wi-
thout any human user.

In a common decision problem, the whole decision pro-
cess is most often achieved without the aid of any expert,
and the actors involved generally gather only a small part of
the relevant knowledge to guide the decision. For example,
they do not necessary know what kind of alternative would
best match their own situation. Because of that, it is impor-
tant that an early guidance system does not appeal to the



actors knowledge or preference. The only certain available
information is a partial description of the personal ecosys-
tem of the person concerned by the consequences of the
decision, including some of the constraints and preferences
that could influence the decision.

As a consequence, the early guidance system has to em-
bed general knowledge about the common decision pro-
blem, in order to provide some relevant guidance. This
knowledge is about : (1) decision criteria to be conside-
red, (2) alternative description in terms of characteristics
and their evaluation (3) the personal ecosystem, i.e. any
elements about the person and the context that could in-
fluence the choice.

In this paper, we address the new challenge that concern
the design of an early guidance system, as part of a general
aiding framework. Once defined, it should be possible to
use the system easily for any new decision case, with the
constraints presented above about the ignorant user. The
objective of our early guidance system is to facilitate the
selection of a small subset of satisfactory alternatives on
the sole base of the available information about the deci-
sion case. Depending on the objective, this subset can be
the final result, such as in the display of targeted car ad-
vertisement for a given internet user, or it could be used to
choose an alternative among this subset, which can be done
directly or by using a classic decision aiding system.

In the following of this paper, we define what is a com-
mon decision problem and set out the early guidance pro-
blem. Second, we present the knowledge based aiding fra-
mework and we explain the construction of the Bayesian
network model of knowledge for a common decision pro-
blem. Then we describe the early guidance system based on
the Bayesian network models. In that section, we explain
the satisfactory situation principle, the definition and the
implementation of probabilistic intervention, and the early
guidance procedure. In the last section, we briefly present
and discuss some related works.

2 Common Decision Problem and Early
Guidance

In this section, we precisely define a common decision
problem and the early guidance problem. We also provide a
brief comparison with classical multi-criteria decision sys-
tems.

2.1 A Common Decision Problem

A common decision problem is a decision problem (such
as choice, sorting or ranking) that repeats a lot of times,
each time in a specific ecosystem, whose observed part is
called a decision case. It involves alternatives whose eva-
luation regarding the decision criteria may also depend on
the decision case.

The main components of a common decision problem
are :

the characteristics of the alternatives ; The set of al-
ternatives is potentially defined through the domain
of the set of attributes. An alternative is an assi-
gnment of the set of characteristics. Some aberrant
combinations of values are excluded due to some in-
herent constraints between some subsets of charac-
teristics of an alternative.

the ecosystem of the person concerned by the deci-
sion ; it regroups any parameters related to the person
and his/her context that may influence the decision.
A decision case is a partial instantiation of the eco-
system, corresponding to the available observations
of that specific case.

the set of decision criteria, each of them being charac-
terized by :

the level of importance of the criterion in the deci-
sion case.

the criterion evaluation index that represents the
evaluation (or the quality) of an alternative ac-
cording to the criterion and the decision case.

the level of satisfaction brought by an alternative
on the criterion in that decision case. It depends
on the importance and the evaluation such that
(1) when an alternative presents a very good qua-
lity for a criterion, the satisfaction is very good
whatever the importance of the criterion ; (2) the
higher is the quality of the alternative, the hi-
gher is the satisfaction, but the lower is the im-
portance, the easier it is to get a good level of
satisfaction ; (3) when the criterion is indifferent
according to a decision case, the satisfaction is
good whatever the quality of the alternative ac-
cording to that criterion.

A common decision problem is a triple (XAlt,Xeco,S)
where XAlt and Xeco are finitely-valued variables and S is
a set {(Impg, Indg, S g), g ∈ G} with G = {1, 2, ...|G|} and
Impg, Indg, S g being probabilistic functions such that :

Impg is defined on Ximp
g ⊂ Xeco and Impg(x) = P(· | x)

with x ∈ Dom(Ximp
g ).

Indg is defined on Xind
g ⊂ Xeco ∪ XAlt and Indg(x) =

P(· | x) where x ∈ Dom(Xind
g ).

S g only depends on Impg and Indg.
and

XAlt is the set of characteristics of the alternatives,
Xeco is the set of characteristics of the ecosystem,
a ∈ A is an alternative,
A ⊂

�
X∈XAlt Dom(X) is the set of alternatives,

Let G a set of criteria and (XAlt,Xeco,S) a common de-
cision problem for G. A decision case for (XAlt,Xeco,S)



is a couple (XDC, xdc), where XDC ⊂ Xeco and xdc ∈�
Y∈XDC Dom(Y).

In order to simplify the notation, we use the same nota-
tion to denote the probabilistic functions Impg, Indg, S g

and the resulting random variables. The variables Impg,
Indg and S g represent respectively the level of importance,
the criterion evaluation index and the level of satisfaction.

2.2 The problem of early guidance

Given the set A of potential alternatives, and a deci-
sion case, the problem of early guidance is to make easier
the selection of a subset of satisfactory alternatives in the
considered situation. The satisfaction refers to the level of
satisfaction S g provided by an alternative regarding each
decision criterion

A naive approach would be to evaluate the satisfaction of
each alternative according to each criterion, in the conside-
red situation, and try to exploit this huge matrix to classify
the alternatives. this is not relevant since the size of the set
of alternativesA is exponential in the number of attributes
of the alternatives XAlt. This approach is possible when an
initial small set of relevant alternatives has first been selec-
ted. It corresponds to the approach of Multi-criteria Deci-
sion Analysis that we discuss further. In our approach we
focus on satisfactory alternatives, on the basis on the lo-
cal level of satisfaction for each criterion, without trying to
maximize any form of global satisfaction.

Since a common decision problem concerns a wide
range of actors, we consider the possibility of "ignorant"
actors, or with low involvement ; we also consider decision
cases where the selection a subset of satisfactory alterna-
tives for a given decision case is achieved without any par-
ticipation of the person concerned by the decision, as in
targeted advertisement. Those reasons underline the inter-
est of an early guidance system.

The repetitiveness of a common decision problem makes
interesting to capitalized general knowledge about the de-
cision problem and identify what could be reused in each
new decision case. Thus, we propose a knowledge based
system. The modeling of the common decision problem
is made once. It embeds general probabilistic knowledge
about the parameters that should be taken into account
and the way they influence the decision. Each use of the
early guidance system concerns a specific decision case of
the common decision problem, meaning specific persons,
situations, objectives, etc. It takes place before the deci-
sion process as usually understood in multi-criteria deci-
sion analysis (MCDA).

The next section provides a quick comparison between
the early guidance problem and MCDA.

2.3 Position of early guidance with respect to MCDA

In multi-criteria decision analysis (MCDA), each deci-
sion problem is usually unique (not repeated). The methods
developed for MCDA [9] are based on the hypothesis that
the decision maker is strongly involved in the decision pro-
cess, and that he/she is guided by an analyst. At the op-
posite, we consider that a case of decision of a common
decision problem generally occurs without the presence of
an analyst or a specialist, meaning that the actors may not
be aware of all the aspects of the decision problem. Conse-
quently, an early guidance system can not be based on pre-
ferences, whereas most MDCA methods are based on pair-
wise comparisons of alternatives regarding each criterion.

Another point concerns the definition of a criterion. In
[20], a criterion is a tool allowing to compare alternatives
according to a particular significance axis or a point of
view. More precisely, in MCDA, a criterion is a real-valued
function on the set of alternatives, such that it appears mea-
ningful to compare two alternatives a and b according to a
particular point of view on the sole basis of the two num-
bers g(a) and g(b) [2]. In a common decision problem, the
evaluation of an alternative according to a criterion may
also depend on the decision case, since what is suitable for
a decision case may not be suitable for another one. As a
consequence, the evaluation of an alternative may be dif-
ferent depending on the decision case.

Another difference is about the set of alternatives : in our
approach, the alternatives are potentially defined through
the domain of the set of attributes, whereas in MCDA, a
problem is usually defined by the so called decision ma-
trix that gathers the performances of n alternatives a with
respect to m criteria, in addition with the weights of the
criteria. The decision matrix is the start point in MCDA,
whereas the subset of satisfactory alternatives is the objec-
tive of our proposed early guidance system.

However, the early guidance problem partially meets the
objective of the screening problem in MCDA. A screening
procedure aims to reduce a large set of alternatives to a
smaller set that most likely contains the best choice. As
mentioned in [8], screening “should eliminate alternatives
that are unlikely to be chosen, so that later effort can be
focused on the more attractive options.” However, scree-
ning is based on preference information provided by the
decision maker, whereas we only have a partial description
of the ecosystem of the person concerned by the conse-
quences of the decision.

3 A knowledge based aiding framework for
a common decision problem

In this section, we present a general aiding frame-
work for a common decision problem and we describe the
construction of the knowledge models embedded.



3.1 Overview of the framework

Figure 1 shows the structure of an aiding framework for
a common decision problem.

The early guidance system is only part of the knowledge
based aiding framework

Figure 1 – General knowledge based aiding framework for
a common decision problem.

The early guidance system is composed of a set of mo-
dels of probabilistic knowledge, based on Bayesian net-
works. They concern decision criteria, the ecosystem of the
person and the alternatives. Those models are linked toge-
ther through the evaluation of the alternative regarding the
criteria and the ecosystem of a decision case, and the as-
sociated satisfaction. Those models are built once for all,
since they embed general probabilistic knowledge, which
are relatively stable. Based on those models, the early gui-
dance procedure is to be used in each new decision case,
meaning in each situation where a decision has to be ta-
ken, according to its specific features. The only input is a
partial description of the decision case, which can be given
by the actors of the choice, or obtained thanks to automatic
information collector. The output of the early guidance pro-
cedure is a probability distribution of satisfactory alterna-
tives. This output can be exploited through different algo-
rithms in order to get a subset of satisfactory alternatives. In
the MCDA literature, this subset is the starting point of the
decision process. In common decision problem, we claim
that there is often a real need to provide early guidance to
get such a subset.

In this article, we focus on the early guidance procedure.

3.2 The Bayesian network model(s) construction

The general knowledge model embedded in the aiding
framework is constructed once for all. We propose to em-

bed general probabilistic knowledge about the alternatives
(their characteristics) and the ecosystem of the person
concerned by a common decision problem in two local
Bayesian networks. Those features are next used in the lo-
cal Bayesian network models that we propose for each cri-
terion.

A Bayesian network B consists in a set of random va-
riables X = {X1, . . . , Xn}, a simple directed acyclic graph
G = (X,E), and a set of parameters Θ including the lo-
cal probability distributions associated with each variable
in X. Together, G and Θ define a probability distribution P
over X which factorizes as P(X = x) =

∏
Xi∈X P(Xi = x |

pa(Xi)), where pa(Xi) ⊂ X is the set of the parents (imme-
diate predecessors) of Xi in the graph G. Similarly, ch(X)
denotes the set of children of X in the graph. Let Dom(X)
represents the finite domain of definition of the variable X.
Nodes X, Y , and Z form an unshielded collider in a DAG if
X and Y have a common child Z and there is no arc between
X and Y . In this paper, we consider a causal Bayesian net-
work, meaning that each directed edge represents a direct
causal influence between a cause and an effect.

We propose the construction of the following three
Bayesian networks.

The knowledge model of the alternatives is a Bayesian
network BAlt whose nodes are the characteristics XAlt of
the alternatives. The graph structure and the local proba-
bility distributions embed pieces of knowledge about the
alternatives, such as the (in)dependence between the attri-
butes, internal constraints between some features, the state
of the market or the actual distribution of some characteris-
tics regarding some parameters. The set of alternativesA is
composed of any configuration of the variables of XAlt ha-
ving a non zero prior probability in the Bayesian network
BAlt :A = {a ∈

�
X∈XAlt , P(a) > 0}.

The knowledge model of the ecosystem of the person
concerned by a common decision problem is a Bayesian
network Beco regrouping all the parameters that may in-
fluence the decision process, except the characteristics of
the alternatives. The set of nodes is Xeco and the graph re-
flects statistic and expert knowledge about those variables.
A decision case dc is a partial instantiation of the ecosys-
tem, XDC = dc, where XDC ⊂ Xeco.

We also propose a knowledge model for each decision
criterion. In the context of common decision problem, a
criterion is a way to evaluate an alternative according to a
decision case and a particular significance axis. A criterion
given by the triplet (Impg, Indg, S g) is represented in a cau-
sal Bayesian network by an unshielded collider as shown in
Figure 2. The parents of the unshielded collider are the im-
portance index Impg and the evaluation index Indg whose
ancestors are some characteristics of the alternative in XAlt
and possibly some characteristics of the decision case in
Xeco. the node S g associated with the level of satisfaction
of the criterion g has exactly two parents since the para-



meters involved in the evaluation of an alternative for the
criterion are ancestors of the node Indg.

Figure 2 – Graph structure of the local Bayesian network of
a decision criterion. Dotted arrows represent sets of arrows
from any node of the set XAlt or Xeco to the node Indg.

The modeling of a decision criterion by an unshielded
collider in a Bayesian network can be found for example in
[5, 14] but it was not formalized.

The complete graph of the Bayesian network of a com-
mon decision problem is obtained by combining the local
graphs of each criterion with the graphs of BAlt and Beco.
Combining those graphs consists in merging the nodes that
represent the same parameter when several criteria depend
on it. This operation does not bring to add a new parent for
any node, and thus no conditional probability tables have
to be modified.

Figure 3 – The Bayesian network graph of a common deci-
sion problem. Bold dotted arrows represent sets of arrows
between any node of the connected sets of nodes.

Figure 3 shows the general structure of the graph of the
Bayesian network associated with a common decision pro-
blem. The set of nodes is X = Xeco ∪ XAlt ∪ SG ∪ IndG,
where :

SG = {S g, g ∈ G} is the set of variables associated with
the level of satisfaction of each criterion.

ImpG = {Impg, g ∈ G} is the set of variables associated
with the level of importance of each criterion,

IndG = {Indg, g ∈ G}∪I is the set of variables associated
with the criterion evaluation index of each criterion,
augmented with the set I of additional intermediate
variables defined to evaluate a criterion.

Xeco is redefined as the set of the characteristics of the
ecosystem, augmented with the set ImpG, since the
level of importance of a criterion is a derived charac-
teristic of the ecosystem.

Once defined, this Bayesian network can be used for
early guidance in any new decision case.

4 A Bayesian network based early guidance
system

When a new decision case occurs in a common decision
problem, it corresponds to a partial instantiation of the eco-
system of the considered situation, because the situation is
only partially observed. We thus have a subset XDC = dc,
with XDC ⊂ Xeco. Remark that the composition of the sub-
set XDC differs from one situation to another. The uncer-
tainties about the ecosystem can be reduced by updating
the unobserved elements of Xeco given dc in the Bayesian
network Beco, meaning computing P(Xeco | dc).

The objective of early guidance lead to focus on the cha-
racteristics of the alternative for a specific decision case,
guided by the desire of a good level of satisfaction of cri-
teria. It’s about fixing the ecosystem during the reasoning
about the characteristics of the alternative and criteria. We
thus make an action that consists in setting the ecosystem
as a whole. Indeed, without that action, the reasoning could
lead to some belief changes on unobserved variables of the
decision case, which is not relevant.

Such an action corresponds to the concept of interven-
tion in a Bayesian network, with the difference that we
consider a set of variables, and we do not have a complete
instantiation of that set for the intervention. We thus pro-
pose definitions for a probabilistic intervention on a va-
riable do(R(X))and for a set of variables do(R(X)), that ex-
tend the definition of an intervention do(X = x).

In the next section, we first explain the principle of satis-
factory situation that guides the early guidance procedure.
Then we define probabilistic interventions and we propose
the early guidance procedure based on these two points.

4.1 The satisfactory situation

Given a common decision problem and a decision case,
we first define a satisfactory alternative in an informal way
as an alternative providing a sufficient level of satisfaction
regarding each criterion, meaning that we have S g ≥ s for
each criterion g ∈ G, where s ∈ [0, 1] represents the mi-
nimum level of satisfaction to ba satisfactory. Remark that
we consider the level of satisfaction and not the quality in-
dex of the criterion, which make relevant to consider the



same value s for all the criterion. Following this, we define
a satisfactory situation as a situation where a satisfactory
alternative has been found.

In order to find a subset of satisfactory alternatives for a
given decision case we propose the following two steps :

1. Imagine a satisfactory situation in which the per-
son concerned by the consequence of a decision has
found a satisfactory alternative ;

2. Compute the probability distribution of the alter-
native that explain that satisfactory situation in the
considered decision case.

Remark that we are not interested in the alternative that
best explains the satisfactory situation since we do not look
for a single alternative, but we look for a subset of satisfac-
tory alternatives.

As introduced above, this result cannot be obtained by a
simple inference (updating) in the Bayesian network Beco

because of the unobserved variables in Xeco.
We have to compute P(XAlt | SG ≥ s, do(R(Xeco))),

where SG ≥ s represents the observation of a satisfac-
tory situation : S g ≥ s, for each g ∈ G and do(R(Xeco))
is a probabilistic intervention that set the ecosystem with
the considered decision case. Thanks to this approach, we
obtain a probability distribution of the alternatives that ex-
plains the satisfaction.

With that objective, we know introduce Probabilistic in-
tervention.

4.2 Probabilistic intervention

An intervention do(X = x) in a causal Bayesian network
[18] consists in making an action on the variable X that
makes the variable being in the state x. An intervention (or
manipulation) forces a variable into a certain value or state.
As a consequence, incoming arrows have to be removed,
since we remove the direct influences by intervening.

Intuitively, a probabilistic intervention do(R(X = x)) on
a variable X in a causal Bayesian network consists in an ac-
tion on X that makes R(X) stand fix, such that further rea-
soning takes place in a restricted world where R(X) stands.
This means that the belief on X must not be modified by fu-
ture observations on other nodes of the Bayesian network.
In order to integrate the influence of R(X), the Bayesian
network is temporarily modified.

Let consider a a causal Bayesian network B = (G, P),
with G = (X,E).

A probabilistic intervention do(R(X)) on a variable X ∈
X in is an action that integrate R(X) in the probability dis-
tribution of a modified Bayesian network B′ = (G′, P′) ob-
tained as follows :

1. Remove the node X and the associated arcs,
2. Define the graph G′ as the subgraph of G induced by

the set X′ ⊂ X \ {X} including the children of X and
all connected nodes.

3. The probability distribution P′ on X′ is defined by :

P′(X′) =
∏

Y<ch(X)

P(Y | pa(Y))
∏

Z∈ch(X)

P′(Z | paG′ (Z))

where P′(Z | paG′ (Z)) is defined as follows, suppo-
sing without loss of generality that Y is the only pa-
rent of Z in G′, meaning that X and Y were common
parents of Z in G (see Figure 4) :

P′(Z | Y) =
∑

x

P(Z | X = x,Y)R(X = x) (1)

Figure 4 – Configuration of the graph around a node X
before and after a probabilistic intervention do(R(X)).

Figure 4 shows the modification of the graph of the
Bayesian network after the intervention do(R(X)). The chil-
dren of X in the initial graph G are the only nodes whose
local conditional probability distribution is modified by the
absorption of the node X in G′.

Remark that when the probability distribution R(X) is a
dirac on the value x, the definition of do(R(X)) and do(X =

x) are the same.

We extend the definition of probabilistic intervention for
a subset of variables in the configuration of the graph des-
cribed on the left part of in Figure 5. We consider a Baye-
sian network B = (G, P) whose set of nodes is X ∪ Z, with
X ∩Z = ∅ and there is no arrow from a node in Z toward a
node in X.

Figure 5 – Modification of the graph of a Bayesian network
after a probabilistic intervention on a subset of variables.
The bold dotted arrow represents the set of arrows from
any node of the set X to any node of the set Z.

A probabilistic intervention do(R(X)) on a set X is an
action that integrates R(X) in the probability distribution P′



of the modified Bayesian networkB′ = (G′, P′) obtained as
follows :

1. Define the graph G′ as the subgraph of G induced by
the set Z ;

2. Define the subset Xout ⊂ X composed of the nodes
of X with an outgoing arc toward Z. By construction
the children of a node in Xout are in Z ∪ Xout.

3. Define the probability distribution P′ on Z :

P′(Z) =
∏

Y<ch(Xout)

P(Y | pa(Y))
∏

Z∈ch(Xout)

P′(Z | paG′ (Z))

where P′(Z | paG′ (Z)) is defined below; for that, let
Xpa(Z) be the set of parents of a node Z ∈ ch(Xout) in
Xout, meaning that Xpa(Z) = pa(Z) ∩ Xout. We sup-
pose without loss of generality that Y is the only pa-
rent of Z in G′, meaning that Y and Xpa(Z) were com-
mon parents of Z in G (see Figure 6). Remark that it
doesn’t matter whether Y ∈ ch(Xout) or Y < ch(Xout),
since we compute the new conditional probability
distribution of Z to incorporate in it the influence of
R(X) :

P′(Z | Y) =
∑

x
P(Z | Xpa(Z) = x,Y)R(Xpa(Z) = x)

(2)
The probability R(Xpa(Z) = x) is a marginal from
R(X).

Figure 6 – Detail of the parents of a node Z whose proba-
bility is re defined in the modified Bayesian network after
the probabilistic intervention on a subset of variables X.

A direct consequence of this definition is that there
is no distinction between the probabilistic interventions
do(R(X)) and do(R(Xout)) ; they produce exactly the same
Bayesian network B′.

Remark also that when the set X is a singleton, the
definition of the probabilistic intervention do(R(X)) and
do(R(X)) are the same.

We can now present the early guidance procedure.

4.3 The early guidance procedure

The early guidance procedure follows the idea of the sa-
tisfactory situation and it is based on the Bayesian network

of the common decision problem. The input of the proce-
dure is a partial description of the ecosystem of the new
decision case. The output is the posterior probability dis-
tribution of satisfactory alternatives. It can be later used in
different ways to provide a list of relevant alternatives.

The three main steps of the early guidance procedure are
presented in Figure 7.

Figure 7 – The early guidance procedure.

Here is the description of the early guidance procedure :
Input :

XDC = dc, with XDC ⊂ Xeco a partial description of a deci-
sion case,
B, the Bayesian network of the common decision problem,
s, minimum level of satisfaction for the criteria.

Output : P(XAlt | SG ≥ s, do(R(Xeco))) probability dis-
tribution of the attributes of the satisfactory alternatives for
the given decision case.

step 1 - Compute R(Xeco) = P(Xeco | XDC = dc) :
use the Bayesian network of the ecosystem Beco

to update the belief about the unobserved variables
of the ecosystem from a partial set of observations
XDC = dc of the decision case.

step 2 - Make the probabilistic intervention
do(R(Xeco)) in the Bayesian network B to set
the ecosystem with R(Xeco). The result is a new
Bayesian network B′ = (G′, P′) to be used for early
guidance in that specific decision case. Note that the
condition to make a probabilistic intervention on the
set Xeco is fulfilled since there is no arcs from the
rest of the graph towards Xeco (see the left part of
Figure 8) ; the Figure shows the graph before and
after the probabilistic intervention. The set of nodes
of B′ is X′ = SG ∪ IndG ∪ XAlt.
The new probability distribution P′ on X′ incorpo-
rates R(Xeco). It is defined following equation (3), by
redefining the local conditional probability distribu-
tions of nodes of SG and IndG.

step 3 - Compute P′(XAlt | SG ≥ s) to propagate an
imaginary satisfactory situation SG ≥ s in the Baye-
sian network B′.



Figure 8 – The graph resulting of the probabilistic inter-
vention do(R(Xeco)) in the Bayesian network B.

This procedure requires inferences in steps 1 and 3, to
compute joint probability distributions on the sets Xeco and
XAlt. Since each of these set corresponds to a local Baye-
sian network, it is sufficient to compute and store the set
of local conditional probability distributions associated to
each node given its parents, following the partial order in-
duced by the graph. By this way, the required size in me-
mory is decreased. It only depends on the number of pa-
rents of the nodes and the size of the domains.

Moreover, thanks to the remark above about equiva-
lent probabilistic interventions, Step 1 can be made ea-
sier by considering only the nodes of Xeco that are pa-
rents of a node in X′. Let Xpa(X′) ⊂ Xeco be this set :
Xpa(X′) = ImgG ∪ (pa(IndG) ∩ Xeco). The probabilistic in-
terventions do(R(Xeco)) and do(R(Xpa(X′))) are equivalent.
So, in Step 1, it is sufficient to compute R(Xpa(X′)), where
Xpa(X′) is composed of the nodes of importance of the crite-
ria and the variables of the ecosystem involved in the eva-
luation of the quality of an alternative regarding a criterion.

The result of this procedure is the posterior probability
distribution of satisfactory alternatives for a decision case.
As shown in Figure 1, this result is a first step to make
easier the selection of a subset of satisfactory alternatives.
With this aim, different algorithms could be proposed de-
pending on the common decision problem and the context
of use of the aiding framework. For example, in the choice
of a manual wheelchair [21], an interesting objective is be
to propose a very short list of three real wheelchairs such
that all of them are relevant for the considered person and
his/her situation, and such that each wheelchair is as dif-
ferent as possible from the other two. Each of the three
proposal could then be evaluated in detail according to the
most important criteria for this decision case, which would
allow the person to understand the advantages and the rela-
tive drawback of each wheelchair. For the final selection of
a subset of alternatives, several elements can be very dif-
ferent depending on the objective : what is the desired size
of the final set of alternatives? Do we desire all the most
satisfactory alternatives, or just a panel ? Can we have a
subset of characteristics, and / or an ordered subset of cha-
racteristics ? Is it possible (desirable) to involve the actors

of the choice in this step? and what kind of information
could be waited? Finally, the complexity of this final pro-
cedure has also to be considered. In this article, we provide
a general framework that can suit different common deci-
sion problems, and different kind of applications. We let
for a future work the selection of a subset of alternatives
from the posterior probability distribution that results from
the early guidance procedure proposed in this paper.

5 Related works and conclusion

This last part is dedicated to a brief comparison of pro-
babilistic intervention with another proposal that also aim
to fix a local conditional probability distribution in a Baye-
sian network.

5.1 A brief comparison with soft evidence and AEBN

The idea to keep fixed a local probability distribution in
a Bayesian network has been approached through Soft evi-
dence [1, 22, 15]. It refers to a local probability distribution
that defines a constraint on the belief after this information
has been propagated ; it describes the state of beliefs “all
things considered” and can not be modified by the propa-
gation of other findings. Actually, soft evidence may cor-
respond to the second meaning of the term "uncertain in-
put" in the probabilistic framework [4] : The input is a par-
tial description of a probability measure ; the uncertainty
is part of the input and is taken as a constraint on the final
cognitive state. The input is then a correction to the prior
cognitive state. It must be clearly distinguished from the
cases where the uncertainty bears on the meaning of the
input, which is usually referred as virtual evidence or like-
lihood evidence [17] in the context of Bayesian networks.
Soft evidence were first introduced in the context of Agent
Encapsulated Bayesian networks (AEBN) [1, 22, 13, 11].
In an agent based model using AEBNs, the belief of a re-
ceiver agent is updated following the transmission of a soft
evidence sent from a publisher agent. Several algorithms
have been proposed to manage soft evidence in Bayesian
networks. Most of them are based on the Iterative Propor-
tional Fitting Procedure (IPFP), adapted to the factorized
form of the joint probability distribution to be used with
Bayesian networks [19, 22, 10, 16, 12], including cases
with inconsistencies [23]. However, those algorithms are
rarely proposed in Bayesian network software tools 1. This
kind of algorithm has been used in Markov networks in a
complex application for item planning and capacity mana-
gement in the automotive industry [6].

Even if both probabilistic intervention and the revision
of a probability distribution leads to define a new proba-

1. In 2014, Bayesialab was the only Bayesian network software to
propose fixing the probabilities of some selected nodes to the current mar-
ginal probabilities [15].



bility distribution, they are deeply different. First because
an intervention is an action performed on a causal model,
and it leads to modify the graph since the action performed
move aside any other cause of the value resulting from the
action. At the opposite, the revision of a joint probability
distribution by a local one has nothing to do with causality,
and it keeps unchanged the structure of the graph.

Another point of comparison is worth mentioning : the
propagation of several pieces of evidence including at least
one piece of soft evidence is not commutative. As a conse-
quence, as long as a soft evidence stands, each additional
piece of evidence requires to apply again the algorithm
to maintain the constraint. Using a probabilistic interven-
tion leads to define temporarily a new Bayesian network in
which several pieces of evidence can be easily taken into
account.

5.2 Conclusion and perspectives

In this article, we define what is a common decision pro-
blem, and introduce the concept of ecosystem of the person
concerned by the decision as an explicit set of parameters
to be considered. we provide a brief comparison between
the early guidance problem and multi-criteria decision ana-
lysis. We explain the need of early guidance to facilitate the
selection of a a subset of satisfactory alternatives, before
the decision process really starts, and without requiring any
specific knowledge from the person regarding the problem.
We propose an early guidance system that embeds general
probabilistic knowledge about a common decision problem
and redistributes it appropriately in each decision case as
relevant guidance. Our proposition helps the actors of a
common decision problem and takes in input only a par-
tial description of their decision case (who, what, where,
when, why, how important, etc.).

We propose a new definition of a decision criterion that
gathers the importance of the criterion according to the eco-
system of the person, the evaluation of the alternative ac-
cording to ecosystem, and the satisfaction associated with
an alternative in a given decision case. We explain the
construction of the Bayesian network for a common de-
cision problem, embedding knowledge about the alterna-
tive, the ecosystem and using an unshielded collider in the
graph for each decision criterion. We introduce the prin-
ciple of the satisfactory situation as our starting point in
the reasoning towards satisfactory alternatives. In that rea-
soning, we explain the need of a probabilistic intervention
in the Bayesian network to set the ecosystem even though
it is partially observed. We extend the concept of interven-
tion proposed by Pearl to the concept of probabilistic inter-
vention. for a single variable, and for a set of variables in
a specific configuration of the graph. Finally, we propose
the early guidance procedure based on the knowledge mo-
del and using probabilistic intervention. The output of the

early guidance system is a probability distribution of sa-
tisfactory alternatives that is a basis for the selection of a
subset of relevant alternatives.

In future works, we plan to complete this proposal with
an additional algorithm to provide a subset of satisfactory
alternatives based on the posterior probability distribution
resulting from the early guidance procedure. With that aim,
we will consider a specific common decision problem and
a precisely defined context of use of the aiding framework.
We also plan to implement and test probabilistic interven-
tion in pyAgrum 2[7], and to implement the early guidance
procedure on a specific common decision problem as the
one presented in [3].
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