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ABSTRACT

Context. Convective motions in solar-type stellar atmospheres induce Doppler shifts that affect the strengths and shapes of spectral
absorption lines and create slightly asymmetric line profiles. One-dimensional (1D) local thermodynamic equilibrium (LTE) studies
of elemental abundances are not able to reproduce this phenomenon, which becomes particularly important when modeling the impact
of isotopic fine structure, like the subtle depression created by the °Li isotope on the red wing of the LiI resonance doublet line.
Aims. The purpose of this work is to provide corrections for the lithium abundance, A(Li), and the ®Li/’Li isotopic ratio that can
easily be applied to correct 1D LTE lithium abundances in G and F dwarf stars of approximately solar mass and metallicity for three-
dimensional (3D) and non-LTE (NLTE) effects.

Methods. The corrections for A(Li) and °Li/’Li are computed using grids of 3D NLTE and 1D LTE synthetic lithium line profiles,
generated from 3D hydro-dynamical CO’BOLD and 1D hydrostatic model atmospheres, respectively. For comparative purposes, all
calculations are performed for three different line lists representing the LiI 1670.8 nm spectral region. The 3D NLTE corrections
are then approximated by analytical expressions as a function of the stellar parameters (T, logg, [Fe/H], vsini, A(Li), SLi/7Li).
These are applied to adjust the 1D LTE isotopic lithium abundances in two solar-type stars, HD 207129 and HD 95456, for which
high-quality HARPS observations are available.

Results. The derived 3D NLTE corrections range between —0.01 and +0.11 dex for A(Li), and between —4.9 and —0.4% for °Li/"Li,
depending on the adopted stellar parameters. We confirm that the inferred °Li abundance depends critically on the strength of the Si1
670.8025 nm line. Our findings show a general consistency with recent works on lithium abundance corrections. After the application
of such corrections, we do not find a significant amount of °Li in any of the two target stars.

Conclusions. In the case of °Li/"Li, our corrections are always negative, showing that 1D LTE analysis can significantly overestimate
the presence of °Li (up to 4.9% points) in the atmospheres of solar-like dwarf stars. These results emphasize the importance of reliable
3D model atmospheres combined with NLTE line formation for deriving precise isotopic lithium abundances. Although 3D NLTE
spectral synthesis implies an extensive computational effort, the results can be made accessible with parametric tools like the ones

presented in this work.
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1. Introduction

The lithium abundance, A(Li)', and the Li/’Li isotopic ratio
measured in stellar atmospheres can provide valuable informa-
tion contributing to understanding different problems in astro-
physics such as stellar structure and evolution, stellar activity,
exoplanetary system evolution and even cosmology. A reliable
determination of the lithium content in stellar atmospheres is im-
portant, and apart from requiring high-resolution stellar spectra
with high signal-to-noise ratios (S/Ns), it also requires realistic
stellar atmosphere models allowing a sound theoretical interpre-
tation of both the strength and the shape of the Li lines.

* The table with the 3D NLTE corrections is only avail-
able at the CDS via anonymous ftp to cdsarc.u-strasbg.fr
(130.79.128.5) or via http://cdsarc.u-strasbg. fr/viz-bin/
qcat?]/A+A/618/A16
' AX) = log(N(X)/N(H)) + 12, where X is the chemical element.

Article published by EDP Sciences

The stable isotope ’Li is among the few light elements that
have been produced in the Big Bang. In contrast, the other sta-
ble isotope, °Li, is not produced in significant amounts in stan-
dard Big Bang nucleosynthesis (e.g., Thomas et al. 1993), but
mainly through spallation and & + « fusion reactions triggered
by high-energy collisions between Galactic cosmic rays and He,
C, N, O nuclei in the interstellar medium (e.g., Meneguzzi et al.
1971; Prantzos et al. 1993; Prantzos 2012). Additional "Li is
produced by the same mechanism, and partly by stellar nucle-
osynthesis as well. The current SLi/’Li in the local interstel-
lar medium (ISM) is measured to be ~13% (Kawanomoto et al.
2009, see also Howk et al. 2012), while the solar system (mete-
oritic) ®Li/"Li is 8.2% (Lodders 2003).

Both °Li and “Li are very fragile with respect to nuclear
reactions with protons and are destroyed in stellar interiors at
temperatures above ~2.0 x 10°K and ~2.5 x 10°K, respec-
tively (e.g., Pinsonneault 1997). According to standard stellar
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evolution models, °Li, being the more fragile of the two iso-
topes, undergoes an intense destruction during pre-main se-
quence evolution (e.g., Forestini 1994; Proffitt & Michaud 1989;
Montalban & Rebolo 2002). The standard models predict that
by the time a solar-type solar-metallicity star reaches the main
sequence its ®Li has already been destroyed by nuclear reac-
tions at the base of the extended, completely mixed convective
envelope. In non-standard stellar evolution, where additional
processes such as rotational mixing, atomic diffusion, internal
gravity waves, and the effect of magnetic fields are included in
order to explain the observed lithium abundances in stellar atmo-
spheres (see Talon & Charbonnel 2005 and references therein),
lithium destruction is generally even enhanced compared to the
standard models.

This suggests that any significant detection of the fragile °Li
isotope in the atmosphere of a solar-type star would most proba-
bly indicate an external pollution process, for example by plane-
tary matter accretion (Israelian et al. 2001) or alternative sources
like stellar flares (Montes & Ramsey 1998). SLi can also be pro-
duced by superflares around stars with hot Jupiters (Cuntz et al.
2000). Therefore, it is of great interest to measure the pres-
ence of the SLi isotope in solar-type stars with effective tem-
peratures between 5900 and 6400 K (see Montalbdn & Rebolo
2002) and, in case of a positive detection, to investigate
its origin.

Israelian et al. (2001) measured °Li/’Li in the giant-planet
hosting star HD 82943 and found a significant amount of °Li
in its atmosphere (°Li/’Li=12%, reduced to 5% after being
remeasured by Israelian et al. 2003). This finding was inter-
preted as evidence for a planetary material accretion on the
surface of the star. °Li/’Li has been measured afterwards by
several other groups in small samples of main-sequence solar-
metallicity stars with and without known planets (Reddy et al.
2002; Mandell et al. 2004; Ghezzi et al. 2009; Pavlenko et al.
2018), but no significant detections of °Li have been reported.

The use of one-dimensional (1D) model atmospheres can
lead to erroneous results in terms of lithium isotopic ratios, due
to the fact that the missing convective line asymmetry must be
compensated by a spurious °Li abundance to fit the observed
line profile. The result is an overestimation of Li/’Li using 1D
model atmospheres (e.g., Cayrel et al. 2007, Steffen et al. 2012).
Furthermore, not only Li but also all other spectral lines have
asymmetric profiles. The asymmetry depends on several factors
such as the mean depth of formation and atomic mass. The use
of detailed three-dimensional (3D) hydrodynamical model
atmospheres allows us to obtain more reliable abundances and
isotopic ratios, in particular since they are able to treat the
convective motions responsible for the line asymmetries in
a much more realistic way compared to standard 1D model
atmospheres. In addition, in the case of lithium, the line for-
mation must be treated considering departures from local ther-
modynamic equilibrium (LTE) that are known to be significant,
especially in metal-poor stars (Cayrel et al. 2007), affecting not
only the strength of the spectral line but also its Doppler shift.

On the other hand, 3D non-LTE (NLTE) calculations are
computationally demanding and not easily accessible to the sci-
entific community. For this reason, it is important to provide
some simplified approach to correct the results of any 1D LTE
spectral analysis of the lithium line region for both 3D and
NLTE effects. Such an approach was suggested by Steffen et al.
(2010a,b, 2012). In Steffen et al. (2012), the authors used a grid
of 3D model atmospheres to derive a polynomial approximation
for deriving the 3D NLTE correction of °Li/”Li as a function of
T, log g and metallicity ([Fe/H] from -3 to 0).
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A similar approach was followed by Sbordone et al. (2010)
for the lithium abundance. They derived analytical approxi-
mations to convert the equivalent widths (EW) of the lithium
670.8 nm line into A(Li) (and vice versa) in 1D LTE, 1D NLTE
and 3D NLTE, which, in principle, can be used to infer the 3D
NLTE abundance correction by comparing the 1D LTE and 3D
NLTE A(Li) for a given EW, Tg, log g and [Fe/H].

Several authors have previously performed 1D NLTE anal-
yses of A(Li), covering a large range of stellar parame-
ters (e.g., Carlssonetal. 1994, Pavlenko & Magazzu 1996,
Takeda & Kawanomoto 2005, Lind et al. 2009). We compare
our 3D NLTE and 1D NLTE results with some of the previ-
ous works in Sect. 2.6. In the context of very metal-poor stars,
where no blend lines interfere, the most advanced full 3D NLTE
analyses of °Li/’Li have been performed by Lind et al. (2013),
who showed that previous detections of °Li based on 1D and 3D
LTE modeling could not be confirmed when reanalyzed with re-
fined 3D NLTE methods. On the other hand, Mott et al. (2017)
found clear evidence for the presence of °Li in the active sub-
giant HD 123351, both in 1D LTE and in a full 3D non-LTE
analysis of very-high-quality spectra. Since the latter investiga-
tions use dedicated 3D model atmospheres to analyze individual
stars, they do not provide a systematic grid of isotopic abundance
corrections.

In this work, we use a grid of synthetic spectra computed
from 3D hydrodynamical CO’BOLD models and 1D hydrostatic
LHD model atmospheres for a typical range of stellar parameters
for solar-type stars. The intention is to provide a set of 3D NLTE
corrections for the lithium abundance, A(Li), and in particular
for ®Li/’Li that can be directly used to correct the results of 1D
LTE analyses.

The ultimate purpose of this work is to facilitate the analy-
sis of high-resolution and high-S/N spectra of a large sample of
solar-type stars with and without known giant planets. In case
of any positive detection of the fragile °Li isotope in the at-
mosphere of our target stars, we aim to investigate its possible
source (e.g., planetary material accretion, flare production, etc.)
by looking for correlations between the derived lithium content
and the presence of a giant planet or planetary system.

This manuscript consists of two major parts. In Sect. 2,
the methods and the results of the computations of 3D NLTE
corrections for A(Li) and ®Li/’Li are presented, and the an-
alytical expressions for their quick evaluation are provided.
Section 3 explains the analysis and gives the results for A(Li)
and SLi/’Li measurements in two solar-type stars, HD 95456
and HD 207129, using their HARPS spectra. A summary and
our conclusions are presented in Sect. 4.

2. 3D NLTE corrections
2.1. Model atmospheres

For deriving our 3D NLTE corrections, we adopted a sub-
set of the CIFIST 3D hydrodynamical model atmospheres
grid (Ludwig et al. 2009), computed with the CO’BOLD code
(Freytag et al. 2002, 2012). In total, 24 3D model atmospheres
were used, covering three different effective temperatures (Teg),
two surface gravities (logg) and four metallicities ([Fe/H]).
Table 1 lists the assigned number of each model (Model N) and
its effective temperature, surface gravity, metallicity, number of
the representative snapshots (Ng,p), and the number of opacity
bins (Npins) for treating the radiative energy transport in the 3D
simulations. The final Tz of each CO’BOLD hydrodynamical
model atmosphere is determined after the selection of a number
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Table 1. CO’BOLD 3D hydrodynamical model atmospheres used in
this work.

Model N Texr logg [Fe/H] Nuagp  Noins
X
1 5850 4.0 -1.0 20 6
2 5920 4.5 -1.0 8 6
3 6260 4.0 -1.0 20 6
4 6240 4.5 -1.0 20 6
5 6500 4.0 -1.0 20 6
6 6460 4.5 -1.0 19 6
7 5920 4.0 -0.5 20 6
8 5900 4.5 -0.5 20 6
9 6250 4.0 -0.5 20 6
10 6230 4.5 -0.5 20 6
11 6520 4.0 -0.5 20 6
12 6490 4.5 -0.5 20 6
13 5930 4.0 0.0 18 5
14 5870 4.5 0.0 19 5
15 6230 4.0 0.0 20 5
16 6230 4.5 0.0 20 5
17 6490 4.0 0.0 20 5
18 6460 4.5 0.0 20 5
19 5870 4.0 0.5 20 5
20 5900 4.5 0.5 20 5
21 6190 4.0 0.5 20 5
22 6350 4.5 0.5 20 5
23 6410 4.0 0.5 20 5
24 6390 4.5 0.5 20 5

Notes. Ny, is the number of selected representative snapshots, and
Nyins 1s the number of opacity bins.

of snapshots from their averaged radiative surface flux (this Teg
is given in Table 1) and usually differs slightly from the intended
T.s value. Therefore, the model atmospheres in our grid do not
have exactly the same effective temperatures for each nominal
temperature point of the grid.

To each CO’°BOLD model in our grid a 1D LHD model
atmosphere (Caffau et al. 2008) is associated, having the same
effective temperature, metallicity, and surface gravity. Using
these particular 1D model atmospheres for comparison with the
3D models is advantageous since they employ the same opac-
ity tables and equation of state as the CO’BOLD models. Such
a differential analysis minimizes unphysical (numerical) intrin-
sic differences between 1D and 3D models and isolates the true
3D effects. The 1D LHD model atmospheres employ the mixing-
length theory to describe convection, and a typical mixing length
parameter ayr = 1.0 is used in this work. Several authors (e.g.,
Klevas et al. 2016; Mott et al. 2017) have shown (as verified in
Sect. 2.4.2 below) that the choice of this parameter is not crit-
ical for our A(Li) and °Li/’Li studies. This is because, in the
framework of the mixing-length theory, the line-forming layers
of the considered stellar atmospheres are not strongly affected
by convection.

2.2. Spectral synthesis

For each 3D CO’BOLD and 1D LHD model atmosphere, a
corresponding grid of synthetic spectra for the Li1 4670.8 nm
region has been computed using the spectral synthesis code
Linfor3D (Steffen et al. 2015). The NLTE lithium line pro-
files for the 3D case were computed for combinations of three

different Li abundances (A(Li)spnire = 1.5, 2.0, 2.5) and three
different °Li/’Li isotopic ratios (g(Li)spnrre = 0%, 5%, 10%);
hereafter g(Li) = n(°Li)/n("Li).

A 17-level lithium model atom including 34 bound-bound
transitions was adopted for the computation of the NLTE de-
parture coefficients. This model atom was initially developed
by Cayrel et al. (2007) and further updated and used by sev-
eral authors (e.g., Sbordone et al. 2010; Steffenetal. 2012;
Klevas et al. 2016; Mott et al. 2017). Individually for each of the
three assumed lithium abundances, NLTE departure coefficients
were computed with the code NLTE3D (Steffen et al. 2015).

In the 1D case, a series of LTE synthetic line profiles were
computed for combinations of nine Li abundance values (from
1.00 to 3.00 with a step of 0.25), nine different SLi/7Li isotopic
ratios (from 0% to 16% with a step of 2%), and three different
microturbulence velocities (Vpicro), centered on the value ob-
tained from the analytic expression derived from a set of 3D
model atmospheres by Dutra-Ferreira et al. (2016), with an off-
set of +0.5kms™!.

To examine the dependence of our results on the list of
blend lines used in the spectral synthesis, we replicated the com-
putation of the full grids of 3D NLTE and 1D LTE line profiles
using three different line lists. The first line list includes only
the LiI atomic lines adapted from Kurucz (1995). The original
hyperfine structure was simplified to include six °Li and six 7Li
components (hereafter, K95; as given in Mott et al. 2017). The
second line list was constructed by Ghezzi et al. (2009; here-
after, G09), including 31 blend lines in addition to Li, whereas
the third line list with 36 additional blend lines has been taken
from Meléndez et al. (2012; hereafter, M12). In the case of G09
and M12, we have replaced the LiT hyper-fine structure by the
same data as in K95.

Moreover, to be able to distinguish between the contri-
butions of 3D and NLTE effects in the combined 3D NLTE
corrections, we computed 1D NLTE spectra with the same meth-
ods and for the same grid as the 3D NLTE spectra but only for
A(Li) ipnere = 2.0 and SLi/7Li  pny 1 = 5%, adopting the line list
K95. The 1D NLTE spectra were computed using the 1D LHD
model atmospheres together with NLTE departure coefficients
computed with NLTE3D.

All the synthetic spectra are computed in the wavelength
range between 670.69 and 670.87 nm for the K95 line list, and
between 670.672 and 670.888 nm in case of line lists GO9 and
M12, to be able to include in the synthesized spectral region the
blends other than lithium that are present in the line lists.

2.3. 3D-1D fitting procedure

At first we derived the 1D LTE lithium abundance and the
®Li/7Li isotopic ratio by fitting each 3D NLTE line profile with
the grid of pre-computed 1D LTE spectra. This is done for each
value of A(Li)spnrre and g(Li) spnrre of the 3D NLTE grid. All
3D spectra were broadened with a Gaussian instrumental pro-
file of FWHM =3.0km s~!, a value close to the resolution of
the HARPS spectrograph. The fitting was performed through in-
terpolation within the 1D LTE grid, driven by the least-squares
fitting algorithm MPFIT (Markwardt 2009). Four free parame-
ters were varied to achieve the best fit (> minimization): A(Li),
q(Li), the FWHM of the Gaussian line broadening, and a global
wavelength shift (Av). The Gaussian broadening accounts for in-
strumental broadening and macroturbulence velocity (Vipacro) in
the 1D case.

In addition, to investigate the possible dependence of our
results on the rotational broadening, we applied identical
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rotational broadening to the 3D and 1D spectra, ranging from
vsini=0 to 6km s~ with a step of 2km s™'. The rotational
broadening is applied using the flux convolution approximation,
assuming a typical limb darkening coefficient of € = 0.6 (e.g.,
Gray 2005).

2.4. 3D NLTE corrections for A(Li) and 6Li/”Li

We define the 3D NLTE correction of the lithium abundance,
A*A 3DNLTE-1DLTE, 4S the difference between the A(Ll) 3DNLTE
value assumed in the 3D NLTE synthesis and the A(Li) value
obtained from the best 1D LTE fit to the 3D NLTE spectrum.
Similarly, the 3D NLTE correction for the lithium isotopic ra-
tio, A*gspNLTE-1DLTE, 1S defined as the difference between the
assumed °Li/’Lispn g of the 3D NLTE spectrum and the
best-fitting 1D LTE °Li/’Li value. The asterisk indicates that
the corrections are computed on a grid of given 3D NLTE Li
abundances.

2.4.1. Fitting the pure lithium feature

As an example, we show in Fig. 1 (top panel) the best
fit to the pure lithium 3D NLTE spectrum achieved for
T.x =5870K, logg=4.5, [Fe/H]=0, A(Li)spnrre=2.0 and
q(Li) spnire = 5 %, computed adopting the Li hyperfine compo-
nents from the line list K95. The ®Li/’Li isotopic ratio obtained
by the best 1D LTE fit is g(Li) = 6.1%, thus overestimating the
true 3D NLTE °Li/"Li of 5% by 1.1% points, and underestimat-
ing the lithium abundance by ~0.08 dex.

The 3D NLTE corrections (A*Aspnire—iprte  and
A*gspnire-1pLre) are computed for a grid of three A(Li) spNiTE
and three ¢(Li)spnrre values for each 3D model atmosphere
given in Table 1. These corrections are meant for correcting the
1D LTE results without knowing the 3D NLTE A(Li) 3pnrre and
®Li/7Lispnyre of the observed spectrum, and therefore, they
should not depend on the 3D NLTE values of A(Li)3pnire and
q(Li)spnere but on the measured 1D LTE values. Therefore,
we converted our 3D NLTE corrections such that they depend
on the 1D LTE lithium abundance, A(Li), and 1D LTE isotopic
ratio, g(Li), instead of depending on the true (3D NLTE) values
A(L1)spnerg and g(Li)spnere. To do this, we used the best-
fitting 1D LTE values of the lithium abundance and the °Li/’Li
isotopic ratio for each A(Li)spnrre and ¢(Li)spnire point of
our 3D NLTE grid and interpolated the 3D NLTE corrections
to the 1D LTE values A(Li)=1.5, 2.0, 2.5 and ¢(Li)=0, 5 and
10%. All the subsequent plots and tables presented in this work
will be using these 3D NLTE corrections as a function of A(Li)
and g(Li), denoted as AAjspnire-ipLte and Ag3pNLTE-IDLTEs
respectively.

Figure 2 shows the 3D NLTE corrections plotted vs. Teg
for ®Li/’Li (upper left panel) and A(Li) (lower left panel) for
[Fe/H] =0, A(Li) = 2.0 and ¢(Li) =5%. The corrections for
surface gravities 4.0 and 4.5 are plotted as blue circles and red
triangles, respectively, and are connected with lines of differ-
ent style for different vsini values. For a given logg, the 3D
NLTE corrections of °Li/’Li (Ag3pNLTE-1DLTE) become larger
(more negative) for higher temperatures, and they are larger for
the lower logg. We note that Agspnire-1pire depends also on
vsini, A(Li), and g(Li): for a given log g and T.g, they become
smaller (more positive) for higher vsini, and for a given stellar
parameters they will be higher for stars with higher lithium abun-
dance and isotopic ratio. The dependence of Ag3pNLTE-1DLTE ON
the Viicro used for 1D LTE spectral synthesis is negligible, and
we take the central value of Vi, as representative for this work.
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Fig. 1. The impact of the blending lines in the LiI 1670.8 nm region
on the resulting 3D NLTE corrections. The best fitting 1D LTE spec-
trum (blue continuous line) is superimposed on the 3D NLTE spectrum
(black dotted line) computed for Ty =5870K, logg=4.5, [Fe/H] =0,
A(Li) spnire = 2.0, ®Li/"Lispnire = 5% and representing the “observa-
tion”. The synthetic spectra are computed adopting only the LiI doublet
including hyperfine structure (line list K95, upper panel), and the line
list GO9 (lower panel), which includes also other atomic blends. The
right y-axis gives the scale of the residuals (blue dashed line). We mea-
sure A(Li) = 1.92 and °Li/"Li = 6.1% for line list K95, and A(Li) = 1.92
and °Li/"Li = 5.4% in case of line list G09.

On the other hand, the 3D NLTE corrections for the lithium
abundance, AA spniTE-1DLTE, become larger for lower effective
temperatures. There is only a slight dependence on the surface
gravity, and their dependence on the v sin i can be neglected (see
Fig. 2, lower left panel). The AA spNLTE-1DLTE COrrections do not
show variations for different Vi and g(Li) values, whereas
they are decreasing slightly with larger A(Li) values.

Similar plots for the other three metallicities of our grid are
given in Appendix A. For full details, we provide electroni-
cally a table of the corrections for Teg =5900, 6300, 6500 K,
logg=4.0 and 4.5, [Fe/H]=-1.0, -0.5, 0.0, 0.5, A(Li)=1.5,
2.0,2.5, ¢(Li)=0, 5, 10%, and vsini=0.0, 2.0, 4.0, 6.0km s,
based on the pure lithium line list K95.

2.4.2. The impact of the mixing-length parameter

To investigate the dependence of our results on the choice of
the mixing length parameter for 1D LHD models, we computed
AAspnere-ipite and Agspnite-ipire using the models N 1-6
and N 13-18 with appr=0.5 and 1.5 (N 3, 15 and 17 only with
amrr = 0.5). As expected, the choice of this parameter did not
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Fig. 2. 3D NLTE corrections Aq3spnire-1pite (Upper panels) and AA spaire-ipite (lower panels) vs. Teg for [Fe/H] =0, A(Li) =2.0, g(Li) = 5%,
obtained with line lists K95 (left panels) and GO9 (right panels). The blue circles and the red triangles correspond to log g =4.0 and logg=4.5,
respectively. The computed 3D NLTE corrections for different v sin i values are connected with lines of different styles (see legend).

affect the Aq 3DNLTE-1DLTE Tesults, while AA spniTE—1pLTE Varied
slightly by +0.01 dex over the considered range of apr.

2.4.3. The impact of blend lines

The bottom panel of Fig. 1 shows the best fit to the 3D NLTE
spectrum computed for the same parameters as in Sect. 2.4.1,
but now adopting line list GO9 that includes atomic and molec-
ular blends partly overlapping with the Li feature. In this case,
the 3D NLTE correction of the SLi/’Li isotopic ratio is some-
what smaller (—0.45% points), while the 3D NLTE correction
for A(Li) is similar to the K95 case (~+0.08 dex).

Initially, we were expecting that the fitting results would de-
pend only weakly on the adopted line list. Comparison of the
lower panels of Fig. 2 shows that this is basically the case for
the A(Li) correction. However, while the °Li/”Li corrections de-
rived with line list GO9 are qualitatively similar to those obtained
from fitting the pure lithium spectrum, there are quantitative dif-
ferences that depend on a variety of factors.

As shown in Fig. 1 (bottom), the blends in this spectral re-
gion may be quite strong (e.g., the FeI line at ~670.74 nm) and
can play an even greater role in the fitting procedure than the LiT
line itself. We recall that the main fitting parameters are A(Li)
and g(Li), both only influencing the Li line, while the two re-
maining fitting parameters, global Gaussian line broadening and
line shift, act on the all spectral lines. However, to keep the

dimensionality of the problem manageable, the strength and
wavelength shift of the individual blend lines is not adjusted in
the fitting procedure. This deficiency of our method can lead to
meaningless fitting results, because poorly reproduced stronger
blend lines determine the global line broadening and shift of the
best fit, and therefore indirectly dictate an ill-defined solution for
®Li/7Li. This is especially true for the case of high metallicity
([Fe/H] = +0.5) and low lithium abundance (A(Li) = 1.5), where
the %Li/"Li corrections obtained with line list GO9 are essentially
useless.

It is therefore hardly surprising that line lists GO9 and M12
produce somewhat different fitting results (compare Figs. 2 and
A.4), which moreover depend strongly on the wavelength range
selected for fitting the Lil 670.8 nm spectral region, as well
as on whether the continuum placement is a free or a fixed
parameter.

The above-mentioned difficulties do not exist if we derive
the 3D NLTE corrections using the line list K95 which includes
only the LiI components. We also notice that the results obtained
with this line list are much less sensitive to the value of vsini
than in the case of line lists G09 and M12. We argue that the
fitting results obtained by considering only LiI lines must be
very similar to those one would derive if all blend lines were fit-
ted individually in the line lists GO9, M 12, or any other line list
representative of the Li region. This argument is illustrated and
supported by the investigations presented in Appendices B
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and C, where we show that a line list adjusted to fit a given spec-
trum in 1D generally produces a less satisfactory fit when used
for 3D modeling. An equally good fit in 3D can only be achieved
by readjusting the line list to account for 3D abundance cor-
rections and differential wavelength shifts of the blends. When
using the 1D and 3D fine-tuned line lists, respectively, the dif-
ferential 1D-3D lithium isotopic abundances become largely in-
dependent of the blend lines and are well approximated by the
corrections obtained with line list K95 (only LiI).

2.5. Analytical expressions

We derived analytical expressions for the corrections derived
from the “only Li” line list K95 to be able to numerically
evaluate AA3DNLTE—]DLTE and Aq 3DNLTE-1DLTE aS a function of
the stellar parameters for any target star within the range of
our grid.

As mentioned above, the A(Li) abundance corrections for all
the models in our grid show only a weak dependency on the
surface gravity. Assuming a logg of 4.0 or 4.5, the resulting
A(Li) corrections are very similar, as shown in the lower pan-
els of Fig. 2. Within the modeling uncertainties (see below), the
log g dependence may be neglected. For this reason, we assumed
AAspNLTE-1DLTE tO be independent of log g while deriving the
analytic approximation.

Somewhat unexpectedly, model atmosphere N2, with
T =5920K, logg=4.5, [Fe/H]=-1, results in a smaller
AA(Li) than expected from the trends of the corrections derived
using other models in our grid (see Figs. A.1-A.3). A possible
explanation for this discrepancy is that this model was computed
for a smaller number of snapshots (8) in comparison to the other
models (20). We decided not to use this result and instead con-
sider it to be equal to the correction computed for the model N1
(with the same T but log g =4.0) in deriving the numerical fit-
ting function for AA 3pNLTE-1DLTE-

We provide a link to a web page? that uses the analytical ex-
pressions developed in this work and allows the user to compute
the AgspnLre-1pLTE corrections as a function of Teg, [Fe/H],
log g, vsini, A(Li) and Li/7Li, and the AA spNLTE-1DLTE COTTEC-
tions as a function of T.g, [Fe/H] and A(Li). However, below we
also provide simplified analytical expressions for a quick evalu-
ation of the 3D NLTE corrections.

The simplified expressions for AAjpnire-ipLre  and
Agq spNLTE-1pLTE provided in this section are based on all avail-
able data points for vsini=2.0km s, A(L1) =2.0, g(Li) = 5%,
and are functions of T.g, (logg), and [Fe/H]. The two fitting
functions are described by the following equations:

AAspire-1pite = Co + C1x + Cox? + Caz + Caz? + Csxz, (1)

2 1 2
Ag3pNLTE-IDLTE = Z Z Z cipx'y'z, (2)

i=0j=0k=0

where x = (Tert — T.5)/T 2, y = logg — log g™, and z = [Fe/H],
with T =5900K and log g* =4.0. The valid parameter ranges
are 0 < x <0.1;0 <y <0.5; -1.0 < z < +0.5. The formulae
consist of six (Cp-s) and 18 (c;;x) numerical coefficients for AA
and Ag, respectively (explicitly given in Table 2).

To visualize the resulting 3D NLTE corrections gener-
ated with this tool, we present in Fig. 3 the contours of
AA spNrre-1pLre in the Teg — [Fe/H] plane (upper panel), and
contour plots of Agspnrre-1pLrE in the Teg — [Fe/H] and Teg —
log g plane (middle and lower panel, respectively).

2 https://pages.aip.de/1i67nlte3d
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Table 2. Numerical coefficients in Eqgs. (1) and (2) derived for the line
list K95 with representative 1D LTE values of A(Li) =2.0, g(Li) =5%,
and vsini=2.0km s™".

Coeff. Value | Coeff. Value
Co 0.074205 | cooo —-1.5994
C —-0.607931 €010 1.0167
C2 1.518850 Co01 —0.4877
Cs 0.053601 | coi1 0.2553
C4 0.023510 C002 —0.1548
Cs -0.159625 | conz 0.3447

C100 -7.7112
C110 6.0203
C101 4.6808
C111 1.0406
C102 6.0582
C112 —12.9981
C200 -96.3931
€210 191.2326
c201 —-142.0070
Ca11 223.2101
C202 —-68.1011
C212 223.1616

The functional forms provided in this work allow a quick
estimate of 3D NLTE corrections for a limited range of stellar
parameters. For a complete overview and more precise 3D NLTE
corrections, we refer to the table available at the CDS, and to the
above-mentioned web page?. To give an example, our full ana-
lytical expressions give the following corrections for HD 82943
(Teg =6025K, logg=4.53, [Fe/H]=+0.30; Israelian et al.
2003):  AAspnrre-ipirte = +0.08 dex  and  AgspNiTE-1DLTE =
—1.7% points.

The root mean square (rms) difference between the global
fitting function used by the above-mentioned web page and
the input data points of the regular grid is 0.007 dex for
AA 3DNLTE-1DLTE and 0.07% points for Aq 3DNLTE-1DLTE- These
numbers represent the mean fitting function errors of the two
quantities for stellar parameters that lie close to our grid points.

In order to evaluate the interpolation errors of our ana-
lytical expressions outside of the grid points, we computed
AA spniTE-1pLTE and Ag spaere-iprre for intermediate Teg, log g
and A(Li) values by using two additional 3D model atmospheres
with [Fe/H] =0.0, logg=4.3 and T.g =6110 and 6430K. The
3D NLTE spectra have been computed for A(Li)spnire = 1.9,
1.75, 2.0, 2.25, 2.5 and for the same °Li/"Li and vsini values
as in case of the original grid. The rms difference between the
global fitting function and these new intermediate data points
is again 0.007 dex for AAjspnrre-iprre and 0.10% points for
Ag spnire-1pLte- Even if we do not have the possibility to com-
pute 3D NLTE corrections for intermediate points in [Fe/H], due
to the lack of 3D hydrodynamical model atmospheres, we as-
sume that the mean interpolation errors of 0.01 dex for AA and
0.10% points for Aq are valid for the whole parameter space cov-
ered by our grid. The largest errors in AA of +0.015 dex are en-
countered at low temperatures (T ~ 5900 K), while the largest
errors in Ag of +0.2% points are mainly incurred at high temper-
atures (T =~ 6500 K).

2.6. 1D NLTE corrections and comparison with other works

In order to distinguish between the contributions of 3D and
NLTE effects in the combined 3D NLTE correction, we repeated
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Fig. 3. Contour plots of 3D NLTE A(Li) corrections AA 3pNLTE-1DLTE
(upper panel) and °Li/Li corrections Aq3pnire-1pLre (middle panel)
in the Tor — [Fe/H] plane. The same 3D NLTE °Li/’Li corrections
in the T.x — logg plane are shown in the bottom panel. The con-
tours are computed for [Fe/H] =0, vsini=2km s7!, A(Li)=2.0, and
q(Li) =5%, employing the analytical expressions in Egs. (1) and (2)
with the coefficients given in Table 2.

the same procedure for deriving the 3D NLTE corrections but re-
placing the grid of 3D NLTE spectra for A(Li)spnrre = 2.0 and
q(Li) spNrrE = 5% with an identical grid of 1D NLTE spectra. A
rotational broadening of vsini=2.0km s~! was applied to both
1D NLTE and 1D LTE spectra. The 1D NLTE corrections for
®Li/’Li are very close to zero, having a mean value of —0.10%

with a standard deviation of 0.08%. This is expected as both LTE
and NLTE line profiles are intrinsically symmetric. On the other
hand, the 1D NLTE corrections for A(Li) show a similar trend
as the 3D NLTE corrections, although with an offset to slightly
smaller values (see Fig. 4). We have derived an equation similar
to the Eq. (1) for the 1D NLTE case to facilitate the comparison
with our 3D corrections and with the results from the literature
(see below).

Figure 4 shows the functions for estimating the 3D NLTE
and 1D NLTE A(Li) corrections derived in this work for metal-
licities [Fe/H] = —1.0, —0.5, 0.0, and +0.5, together with the re-
sults obtained by Takeda & Kawanomoto (2005) and Lind et al.
(2009). Our 3D and 1D NLTE corrections follow similar trends
but with small offset towards lower values (ranging between 0.01
and 0.03 dex, depending on [Fe/H] and T.g). This only small
difference indicates that the 3D effects slightly enhance the non-
LTE effects, while the latter generally dominate over the 3D ef-
fects in the combined 3D NLTE corrections.

The overall trends of our 1D NLTE corrections are simi-
lar to the trends obtained by Lind et al. (2009), with an offset
ranging between 0.02 and 0.06 dex, depending mainly on the
metallicity, while the curves of Takeda & Kawanomoto (2005)
have a slightly different slope. Such differences in the 1D NLTE
lithium abundance corrections, being ~0.06 dex at most, are not
unexpected due to the differences in the methods (model atmo-
spheres, model atom, numerical procedure for computing depar-
ture coefficients, etc.) used by different authors. Nevertheless, we
performed a test to check if the difference in the 1D NLTE A(Li)
corrections could be explained by the different model atmo-
spheres used in the spectral synthesis in this work (1D LHD mod-
els) and in Lind et al. (2009; MARCS models), respectively. The
test was performed using a 1D NLTE spectrum computed from a
MARCS model with T = 6500 K, [Fe/H] =—-1, logg=4.0, as-
suming A(Li) ipnpre =2.0 and SLi/7Li IDNLTE =9 %, and a cor-
responding grid of 1D LTE spectra computed for combinations
of nine A(Li) and nine ®Li/’Li values, using the same MARCS
model atmospheres (Gustafsson et al. 2008) as in Lind et al.
(2009). The MARCS NLTE spectrum was fitted by the grid
of MARCS LTE line profiles following the same fitting pro-
cedure as described in Sect. 2.3. The resulting 1D LTE A(Li1)
correction is —0.055 dex, in very good agreement with the cor-
rection of —0.053 dex obtained for those stellar parameters by
Lind et al. (2009). This result confirms that the shift of ~0.05 dex
between our 1D NLTE lithium abundance corrections and the
ones by Lind et al. (2009; see Fig. 4, top left panel) are likely
due to the different model atmospheres adopted in the spectral
synthesis.

The analytical expressions given in Sbordone et al. (2010)
for A(Li) were derived using 3D model atmospheres with metal-
licities —2 and -3 that do not overlap with our grid. Since we
do not observe a linear dependence of the A(Li) 3D NLTE cor-
rections on the metallicity, the extrapolated corrections from
Sbordone et al. (2010) would be too uncertain for a useful com-
parison with our results. Therefore, we do not present such a
comparison.

We compared the 3D NLTE corrections for °Li/’Li de-
rived in this work with the corrections presented by Steffen et al.
(2012) and found very good agreement. This was expected, since
the model atmospheres and methods used in these two works
are similar. The present study extends the work of Steffen et al.
(2012), using a 3D NLTE grid with more metallicity points
around the solar value, and also investigating the dependence of
the 3D NLTE corrections on A(Li), °Li/’Li, vsini, and the list
of blend lines.
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Fig. 4. Comparison of the 1D and 3D NLTE abundance corrections derived in this work with the 1D NLTE corrections from Lind et al. (2009;
L2009, dotted lines) and Takeda & Kawanomoto (2005; T2005, dash-dotted lines) for metallicities —1.0, —0.5, 0.0, and +0.5 (from top left to
bottom right). Red and blue triangles denote the individual 3D NLTE corrections, while red and blue circles denote the individual 1D NLTE
corrections for A(Li) computed in this work (H2018) for log g of 4.0 and 4.5, respectively.

3. Li abundance and 6Li/"Li isotopic ratio in
HD 207129 and HD 95456

In this section, we analyze two solar-type stars, HD 207129 and
HD 95456, in order to determine A(Li) and the °Li/"Li isotopic
ratios, at first with a 1D LTE approach, and afterwards applying
our already pre-computed 3D NLTE corrections. These stars have
been selected for this study because the difference in their effec-
tive temperatures places them at two extreme positions in our cor-
rection grid. They are part of a larger sample of stars with high
lithium content and low activity levels, for which high-resolution
and very-high-S/N spectra are available that allow a sensi-
tive analysis of °Li/’Li. We point out that Gomes da Silva et al.
(2014) performed long-term activity studies of HD 207129 and
HD 95456 using Ca1 H & K and He lines in their HARPS spectra
(Mayor et al. 2003), and found both stars to show very low activity
levels with no significant long-term variability.

3.1. Observations and stellar parameters

The observed spectra used in this work have been obtained with
the HARPS spectrograph at La Silla observatory (ESO, Chile)
within the framework of the HARPS GTO planet search pro-
gram (subsample HARPS-I, Mayor et al. 2003). The spectral
resolution of R ~ 115000 and the high S/N of ~2000 of the
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combined spectrum of each star provide the quality that is
needed for analysis of the LiI 1670.8 nm region in the context
of the °Li/”Li measurements.

The stellar atmospheric parameters (T.¢, log g, [Fe/H] and
Viicro) Of both stars were derived by Sousa et al. (2008) and
are summarized in Table 3. The abundances of several elements
with blending lines present in the line lists (Si, Ca, Ti, V) were
adopted from Adibekyan et al. (2012), whereas the carbon and
oxygen abundances were taken from Sudrez-Andrés et al. (2017)
and Bertran de Lis et al. (2015), respectively, and the nitrogen
abundance was chosen to be equal to the carbon abundance.
The elemental abundances adopted for the Sun, HD 207129, and
HD 95456 are given in Table 4.

3.2. Rotational broadening and iron abundance

A list of atomic line data has been constructed for a num-
ber of isolated, unblended FeTI lines taken from Doyle et al.
(2014), Tsantaki et al. (2013) and from the VALD-v3 database
(Kupka et al. 2011) to estimate the projected rotational velocity
(vsini) and the possible small iron abundance correction for the
stars studied in this work. For each line of each star, a grid of
nine 1D LTE Kurucz Atlas spectra was computed assuming an
iron abundance range of +0.2 dex around the adopted iron abun-
dance (metallicity) value, with a step of 0.05 dex. The spectra
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Table 3. Stellar parameters of HD 207129 and HD 95456.

Parameter HD 207129 HD 95456

T (K) 5937 + 13 6276 + 22
logg 4.49 £ 0.02 435 +0.04
[Fe/H] 0.00 +0.01 0.16 = 0.02
Vimiero (km s™1) 1.40 + 0.01 1.40 + 0.02
vsini (kms™!) 2.21 +0.24 3.28
A[Fe/H] —0.025 £0.063 —0.068 + 0.067

Notes. T.q, logg, [Fe/H], Viio and their errors are adopted from
Sousa et al. (2008), and the vsini for HD95456 is taken from
Delgado Mena et al. (2015). A[Fe/H] is the small iron abundance cor-
rection derived in Sect. 3.2 relative to the adopted metallicity (third
row).

Table 4. Chemical abundances A(X) used in this work.

Element Sun HD207129 HD 95456
C 8.50 8.44 8.67

O 8.76 8.69 8.93

Si 7.51 7.55 7.70
Ca 6.34 6.39 6.54

Ti 4.95 5.04 5.16

\% 3.93 4.03 4.17
Fe 7.52 7.495 7.612

Notes. The abundances of C, O and Fe for the Sun are adopted
from Caffau et al. (2011) and of Si, Ca, Ti and V from Asplund et al.
(2009). For HD 207129 and HD 95456, the abundances of C and O
are taken from Sudrez-Andrésetal. (2017) and Bertran de Lis et al.
(2015), respectively, and the abundances of Si, Ca, Ti and V are from
Adibekyan et al. (2012). The Fe abundance is computed in this work
(Sect. 3.2).

were computed using the 2014 version of the spectral synthesis
code MOOG (Sneden 1973).

The fitting procedure was performed for the solar flux atlas
from Kurucz (2005), and for the HARPS spectra of HD 207129
and HD 95456. The HARPS spectra have been locally normal-
ized for each Fe line. We investigated the quality of the fits by
eye and by means of a )(fe g analysis. All the lines that seemed
to be blended with other spectral features (at least in one of the
two stars or the Sun), or which provided a non-satisfactory fit to
the observations, were excluded from the sample. Eventually, we
were left with 10 “clean” FeI lines which are well isolated and
can be fitted well in the solar spectrum and the HARPS spectra
of the two stars. Table 5 lists the atomic data of the selected Fe
I lines: wavelength, excitation potential (EP), oscillator strength
(loggf), and the reference to the source they were taken from
for each individual FeT line.

Four parameters were varied to achieve the best fit: [Fe/H],
vsini, the global wavelength shift (Av), and the continuum
level. Since it was difficult to obtain both V..o and vsini
individually from the fitting procedure due to a “degeneracy”
of the solution, a fixed Gaussian macroturbulence velocity
(Vinacro) Was assumed for the fitting. Vinaero Was adopted from
Doyle et al. (2014) and used after the application of a factor
to convert the radial-tangential (RT) macroturbulence parame-
ter (Vrr) provided by these authors to the Gaussian macroturbu-
lence parameter Vi,cro that we use. This conversion factor was
determined for the solar case using the same solar vsini

and atmospheric parameters (including Vpicro =1.0km s")
as assumed in Doyleetal. (2014). We derive a solar
[Fe/H] =—-0.02 +£0.06 and Vyacro =2.12 +£0.10km s7! resulting
in the conversion formula Vpaeo ~ 0.66 Vir. The relation be-
tween the different macroturbulence velocity models has been
discussed in a recent work by Takeda & UeNo (2017), and the
conversion factor of 0.66 that we derive is in agreement with
their results. For a given V.10, €ach line profile has been broad-
ened by nine different v sin i values with the flux convolution ap-
proximation, assuming a limb darkening coefficient of € = 0.6
(Gray 2005). The least-squares fitting method that we apply
(MPFIT; Markwardt 2009) relies on interpolation in the grid
of the precomputed synthetic spectra with different [Fe/H] and
v sin i. For each star, the best fit values of [Fe/H] and v sin i were
averaged over the ten different FeI lines and the uncertainties
were derived from the standard deviations (cf. Table 5).

For HD 207129, we obtain vsini=2.21 + 0.24km s7!
and an iron abundance correction of A[Fe/H]=-0.025 =+
0.063 dex. For HD 95456, the radial-tangential macroturbulence
is Ver=5.05kms~! according to Doyle et al. (2014), which
is large enough to broaden the synthetic line profiles to such
an extent that the fits were not very different for vsini be-
tween 0 and 3km s~!. For instance, when we use the Viacro
value from Doyle et al. (2014), we obtain a formal vsini of
0.88km s!. As we discuss in Sect. 3.5, the measured A(Li)
and °Li/’Li for HD 95456 essentially do not change with
different vsini assumptions. We therefore prefer the vsini
value of 3.28 km s~! determined by Delgado Mena et al. (2015),
based on a combination of Fourier transform and goodness-
of-fit methods. We derive a small Fe abundance correction of
A[Fe/H] =-0.068 + 0.067 dex (relative to the literature value of
[Fe/H]) for HD 95456.

3.3. Blend lines in the lithium 1670.8 nm region

One of the challenges in °Li/’Li measurements is the presence
of several other atomic and molecular lines overlapping with the
resonance doublet. While the contribution of these blends may
be very small in metal poor stars, they become more significant
at higher metallicities and must be treated carefully for stars hav-
ing metallicities close to solar or higher. There are several lists
of atomic and molecular lines currently available in the litera-
ture which have been carefully constructed to reproduce the Li
1670.8 nm region (e.g., Mandell et al. 2004, Ghezzi et al. 2009,
Meléndez et al. 2012, Israelian 2014; priv. comm.) and are fitted
for very sensitive measurements of the Li/’Li isotopic ratio in
solar-type stars. It has already been demonstrated that the use of
different lists of atomic and molecular lines interfering with the
Li1 1670.8 nm doublet can lead to noticeable differences in the
measured values of °Li/’Li (e.g., Israelian et al. 2003; Mott et al.
2017). We therefore perform our analysis using different line lists
provided in the literature and compare the results.

Specifically, we used three different line lists for the analy-
sis of A(Li) and °Li/”Li in the atmospheres of HD 207129 and
HD 95456. In addition to GO9 and M 12, we used the line lists con-
structed by Israelian (2014; priv. comm.), as given by Mott et al.
(2017; hereafter, 114). The line lists were adjusted by computing
1D LTE synthetic spectra and fitting the 670.8 nm region in the
solar spectrum (G09) or in spectra of other stars (I14). The above
authors assumed different elemental abundances from what we
assume for the Sun (Table 4, Col. 2). Specifically, we adopted the
solar abundance values for 12 elements (Li, C, N, O, P, S, K, Fe,
Eu, Hf, Os, Th) from Caffau et al. (2011; their Table 5), and for
other elements we used the internal solar elemental abundances
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Table S. FeI lines used for deriving v sin i and the iron abundance correction A[Fe/H].

Spectral line parameters Sun HD 207129 HD 95456
Chemical Wavelength EP loggf Source Vmacro A[Fe/H] vsini A[Fe/H] ysini A[Fe/H]
Species A(A) (eV)  (dex) (kms') (dex) | (kms™!) (dex) | (kms™") (dex)
Fel 6094.3800 4.650 -1.566 T13 2.14 —-0.088 2.53 —-0.088 1.58 -0.118
Fe1 6200.3190 2.609 -2.437 Dol4 2.06 -0.019 1.97 -0.022 0.00 -0.091
Fel 6481.8800 2.280 -2.929 T13 1.94 -0.078 1.95 -0.074 0.00 -0.130
Fel 6593.8800 2.430 -2.384 T13 2.05 -0.049 1.94 —-0.055 0.00 -0.134
Fe1 6699.1408 4.593 -2.101  Vald3 2.23 -0.078 2.14 -0.119 1.59 -0.112
Fel 6703.5655 2.759 -3.160 Vald3 2.00 0.068 2.04 0.069 0.61 0.0419
Fel 6725.3553  4.103 -2.300 Vald3 2.23 0.051 2.41 0.052 1.12 0.0288
Fe1 6726.6658 4.607 -1.094  Vald3 2.19 0.021 2.39 0.016 1.40 -0.037
Fel 6810.2570 4.607 -0.986 Dol4 2.15 -0.044 2.24 -0.049 0.98 -0.111
Fe1 6857.2490 4.076 -2.150 Dol4 2.17 0.010 2.53 0.019 1.51 -0.015
Average 2.12 —-0.021 2.21 -0.025 0.88 —-0.068
Std. dev. +0.10 +0.056 | +0.24 +0.063 | +0.68 +0.067

Notes. The lines and their parameters are adopted from the VALD-v3 database Kupka et al. (2011; Vald3), Tsantaki et al. (2013; T13) or
Doyle et al. (2014; Do14), as indicated in the fifth column. For the Sun, we used a fixed vsini of 1.9 km s”'in order to derive its Vinacro» Whereas
for HD 207129 and HD 95456 we proceeded the other way round, fixing the Viaero values at 2.33 and 3.33 km s7h respectively, in finding their

vsini (see Sect. 3.2).

of the 2014 version of MOOG, which is based on the solar abun-
dances recommended by Asplund et al. (2009).

A molecule that is present in all line lists representing the
Li1670.8 nm region is CN. The presence of several lines of this
molecule is important in the ®Li determination, and assuming the
correct C, N, and O abundances (because O can influence the
equilibrium of the molecular reaction network) can be crucial.
Particularly, the assumptions for solar abundances of O and N
were significantly different between the authors of the line lists
and our work. Therefore, we made some calibrations to elimi-
nate the differences arising from different assumptions of solar
abundances while constructing the line lists for performing our
°Li/"Li analysis. In case of O and N, our abundances were lower
by up to 0.17 and 0.19 dex, respectively, and by 0.06 dex for C. In
this case, we have scaled the log g f values of all the CN lines in
this region by a constant factor. This factor was derived by fitting
the solar flux atlas with a pre-computed grid of 1D LTE synthetic
spectra for the Sun. For each line list, a grid of 1D LTE spec-
tra was computed applying different factors (within the range of
+0.3 dex with a step of 0.01 dex) to the loggf values of all the
CN lines. Then, for a given line list, we adopted the log g f factor
resulting in the best fit (x> minimization) to the solar flux atlas.
This factor was +0.20 dex in case of the GO9 and M12 line lists,
and +0.19 dex in case of the 114 line list. For elements other than
C, N, and O present in the line lists, the small solar abundance
differences were taken into account by applying corresponding
corrections to the log g f values of the individual lines of each
element. After this adjustment, all line lists are “normalized” to
our adopted solar abundances.

In addition, the wavelength and the loggf value of the VI
line at 670.81096 nm have been updated according to the re-
cently published values by Lawler et al. (2014). This blend is
positioned close to one of the ®Li components and may affect
the result of the ®Li/’Li determination if incorrect line parame-
ters are assumed (see Sect. 3.7).

3.4. Spectral synthesis for A(Li) and 6Li/Li studies of

HD 207129 and HD 95456
In order to derive A(Li) and ®Li/’Li in the two solar-type stars,
we perform a standard 1D LTE analysis using the 2014 version
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of the spectral synthesis code MOOG (Sneden 1973) together
with Kurucz ATLAS9 1D model atmospheres (Kurucz 1993).

A grid of 1D LTE synthetic spectra has been computed
for each star. The precomputed line profiles cover a range
in lithium abundance defined by the expected A(Li) (litera-
ture value, Delgado Mena et al. 2015) +0.5 dex with a step of
0.05 dex, and a range in g(Li) between 0 and 20% with a step
of 1%.

For each star, the third dimension of the grid is defined by
a variation of the C, N, O abundances. These abundances were
scaled together by the same factor within a range of +0.2 dex
around the fiducial C, N, O abundances and with a step of
0.05 dex, such that the grid of spectra includes nine different
CNO values. The Fel line at ~670.74nm, being one of the
strongest blends in this region, can also play an important role in
the °Li/"Li analysis. Therefore, we extend our grid by comput-
ing the spectra with different [Fe/H] values, which vary around
the fiducial Fe abundance by +0.1 dex, with a step of 0.1 dex for

HD 207129 and 0.05 dex for HD 95456.
Thus, a four-dimensional (4D) grid of 1D LTE spectra is

obtained for combinations of 21 A(Li), 21 °Li/’Li, nine CNO
abundances, and three (five) different [Fe/H] values, both for
HD 207129 and HD 95456. In addition, these grids of spectra
for both stars were replicated for three different line lists (G09,
M12, 114). For the estimation of the systematic errors of A(Li)
and °Li/"Li due to uncertainties in effective temperature and sur-
face gravity, the 4D grids for both stars were also computed for
model atmospheres with g + 50 [K] and logg + 0.1, but only
for line list G09, and for the Fe and CNO abundance correc-
tion factors from the best fit for that line list. In total, 37485 and
61299 1D LTE synthetic spectra were computed for HD 207129
and HD 95456, respectively.

3.5. Fitting procedure for the HARPS spectra

To fit the observed spectra of the two target stars, we followed
a procedure similar to the one already described in Sect. 2.3.
The HARPS spectra of HD 207129 and HD 95456 were fit-
ted through interpolation across a grid of 1D LTE line pro-
files computed with MOOG for line lists G09, M12 and 114.
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Fig. 5. The best fitting 1D LTE spectrum (solid line) superimposed on the HARPS spectrum (dots) for HD 207129 (left panels) and HD 95456
(right panels). The synthetic line profiles are computed adopting the line lists G09, M 12, and 114 (from top to bottom), with modifications described
in Sect. 3.3. The right y-axis defines the scale of the residuals (dashed line).

To achieve the best fit evaluated by means of a sze 4 Minimiza-
tion method, four free parameters were varied: A(Li), g(Li),
the global wavelength shift (Av) and the FWHM of the Gaus-
sian line broadening, which accounts also for Ve, While
vsini and Ve, are fixed at the values given in Table 3. Ad-
ditionally, for each combination of stellar parameters and line
list, we used the 1D LTE spectra assuming different Fe, and
CNO abundances. This allowed us to achieve an even better
fit, allowing for possible small abundance deviations from the
adopted values. We applied a similar fitting procedure to de-
rive the lithium abundance and °Li/’Li isotopic ratio in the Sun
(Sect. 3.8).

3.6. Fitting results for HD 207129 and HD 95456

Figure 5 shows the best 1D LTE fit to the HD 207129 (left
panels) and HD 95456 (right panels) HARPS spectra, obtained
with line lists G09, M12, and 114 (from top to bottom). The
best fit with line list GO9 is achieved for A [Fe/H]=-0.025
and A CNO =-0.05 for HD 207129, resulting in A(Li) of 2.30
and °Li/"Li of 0.2% in this star. For HD 95456, the best fit
with line list GO9 is obtained for A[Fe/H]=-0.018 and for
ACNO = —0.05, resulting in A(Li)=2.65 and °Li/’Li=2.8%.
The Gaussian Vpaeo for which the best fit is achieved is 2.29
and 2.61km s~ for HD 207129 and HD 95456, respectively. For
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Table 6. Best fitting results for A(Li) and °Li/’Li derived for HD 207129 and HD 95456 using the line lists G09, M12 and 114 before and after the

application of the 3D NLTE corrections.

ID LTE 3D NLTE
Star Linelist A(Li) °Li/’Li[%] x2., A[Fe/H] ACNO  ASi AV | ALi) SLi/7Li [%]
G09 230 0.2 60  -0.025 -0.05 - ~[237x004 -09=0.68
HD207129  MI2 230 0.0 78  -0025 -0.05 - — 237 -1.1
114 2.30 0.7 94  -0.025 0.00 - — 237 -0.4
G09 2.6 28 50 -00I8 -0.05 - ~ 270004 09=136
HD 95456 MI2 265 0.8 37  -0.018 -0.20 - ~ 1270 -1.1
114 2.65 3.0 170 -0.018  —-0.15 - 270 1.1
Sun (Case A) _G09  0.99 0.12 .05 0.000  0.000 0.000  0.000 | 1.09+0.03 -0.7=2.0
Sun(Case B)  G09  0.98 1.71 .00 -0.012  0.073 0.000 0.000 | 1.08£0.03 09+29
Sun (CaseC)  GO9  0.98 0.71 094 -0011 0073 0017 -0.045 | 1.08+0.03 —0.1+4.1

Notes. For reference, we also show the fitting result for the Sun obtained with line list GO9. The 3D NLTE values are obtained by applying the
3D NLTE corrections for A(Li) and °Li/’Li to the 1D LTE results. ACNO and A[Fe/H] represent the additional corrections applied to CNO and
Fe abundances, respectively, to obtain the best fit. For the Sun only, A Si and AV are further corrections of the silicon and vanadium abundance in
the final fit. The errors of A(Li) and °Li/"Li for the two stars are computed for line list G09 and include the uncertainties related to the different
lists of blend lines (see Sect. 3.6). For the Sun, the error in A(Li) corresponds to a continuum placement uncertainty of +0.05%, while the error in

SLi/"Li is the formal 1 o fitting error.

HD 207129, this Viaero 1 in good agreement with the Viacro
used for fitting the Fel lines given in Table 5 (Sect. 3.2). For
HD 95456, the Viyaero derived with this procedure is lower, since
we adopted a larger v sin i (Table 3) than its resulting value from
the fitting of the FeTI lines (Sect. 3.2). The errors given in Fig. 5
are the 1 o formal fitting errors. The 1D LTE best-fit values for
A(Li) and °Li/"Li for all three line lists are collected in Table 6.
The different line lists result in somewhat different °Li/’Li for
the same star. We adopt the results obtained using line list GO9
as the representative result of our analysis since °Li/”Li obtained
with this set of blends falls between the values from the analysis
with line lists M12 and I14. The uncertainty due to the different
line lists is included as one contribution to the total error (see
below).

Figure 6 shows the best fitting Xfe 4 values obtained by fitting
the HARPS spectra of HD 207129 (upper panel) and HD 95456
(lower panel) with synthetic 1D LTE spectra computed for all the
combinations of Fe and CNO abundances based on the preferred
line list G09. From this figure, it is clear that the lowest )(fe i
values are obtained around the adopted abundances of Fe and
CNO. We note that the best fits shown in Fig. 5 are based on the
optimal choice of [Fe/H] and CNO derived from Fig. 6.

The 3D NLTE corrections for the lithium abundance and
®Li/"Li for HD 207129 and HD 95456 were obtained using the
analytical approximations developed in this work. The 3D NLTE
corrections of A(Li) were computed as a function of T.¢, [Fe/H],
and A(Li), the 3D NLTE corrections of °Li/’Li as a func-
tion of T, logg, [Fe/H], vsini, A(Li) and %Li/’Li. We derive
3D NLTE A(Li) corrections of +0.07dex and +0.05 dex, and
®Li/"Li corrections of —1.1 and —1.9% points for HD 207129
and HD 95456, respectively. Afterwards, we applied these cor-
rections to the measured 1D LTE best-fitting values of A(Li) and
®Li/7Li. The derived values after such corrections are also pre-
sented in Table 6.

We compute the errors of the 1D LTE lithium abundance
and °Li/’Li by considering seven sources of uncertainty: un-
certainties related to the choice of the effective temperature
(AT = +50 [K]) and surface gravity (aAlogg =+0.1) as well as
the continuum placement (1.0 + 0.05%), the internal fitting er-
ror, the fitting errors related to different Fe (A [Fe/H] is +0.1
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for HD 207129 and +0.05 for HD 95456) and CNO abundance
factors (A CNO = =0.05). These six errors are computed for the
line list GO9. The seventh error is related to the different lists
of atomic and molecular blends used in this work, and for both
lithium abundance and isotopic ratio is computed as the standard
deviation of measured A(Li) and ®Li/’Li, respectively, adopting
line lists G09, M12, and 114. These seven different error con-
tributions are combined in quadrature and are given as the total
error in Table 6.

Finally, to test the dependence of our results on the used
vsini value, we applied a vsini of 0.85km s™! to the synthetic
spectra of HD 95456, as measured in Sect. 3.2 using FeT lines,
and repeated the fitting procedure for the best fitting values of Fe
and CNO abundance for the line list GO9. The resulting LTE val-
ues of A(Li) =2.65 and g(Li) =2.7% are in very good agreement
with the values derived assuming vsini=3.28km s™!, demon-
strating that an accurate determination of the rotational broaden-
ing is not critical.

3.7. Tests with the Siy and V, lines

As mentioned in Sect. 3.3, the measurement of the °Li/’Li iso-
topic ratio is sensitive to the list of atomic and molecular lines
adopted for the spectral synthesis. In the case of HD 95456, we
find a difference as high as ~2.2%, where the lowest ®Li/’Li is
0.8% when the M12 line list is adopted, and the highest ®Li/’Li
is 3.0% when 114 is used (see Table 6). The differences among
the line lists arise not only from the adopted atomic data of
specific lines (wavelength, log g f, excitation potential), but also
from the different chemical elements present in each particular
list of blends.

The SiT 670.8025 nm line is of particular interest since it
lies very close to the ®Li feature and has been shown to have an
impact on the Li/’Li measurements (e.g., Israelian et al. 2001,
2003). This line was first introduced by Miiller et al. (1975) in
their analysis of the solar spectrum and later investigated in de-
tail by Israelian et al. (2003) in a number of solar-type metal-
rich stars. The latter authors have shown that the SiI line at
670.8025 nm is the best candidate for this unidentified feature
severely blended with the ®Li line. We also note that this line has
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Fig. 6. The best szed obtained by fitting the HARPS spectra of
HD 207129 (upper panel) and HD 95456 (lower panel) with grids of
1D LTE line profiles computed for combinations of different Fe and
CNO abundances. The line list GO9 is adopted after some modifications
described in Sect. 3.3. For each point, the minimum szed is obtained by
optimizing A(Li) and Li/’Li at given [Fe/H] and CNO abundance.

been assigned different parameters in the three line lists we use
in this work. While the wavelength differences are rather small
(670.8023 nm in G09 and M12, and 670.8025 nm in I14), the
loggf values are quite different (-2.91 in G09, —2.80 in M12
and —2.97 in 114).

In a recent work by Bensby & Lind (2018), the authors noted
that new laboratory measurements showed no sign of a SiI line
at 670.8025 nm, referring to a private communication source
(Henrik Hartmann). However, as it has been demonstrated that
a “fictitious” SiI line with the assigned atomic parameters is
able to reproduce the unknown blend rather well (Miiller et al.
1975; Israelian et al. 2003; Mandell et al. 2004), it is still the best
choice for a reliable ®Li/’Li analysis in solar-type stars. By no
means should the new measurements be taken as justification to
simply remove the “fictitious” SiI line from the list of blends, as
long as the unknown feature has not been unambiguously iden-
tified.

We tested to what extent the differences in the SiT line pa-
rameters, particularly in the log gf value, can affect the SLi/’Li
measurement. For this purpose, we performed the same 1D LTE
analysis as described in Sect. 3.5, but for different silicon abun-
dance values at fixed Fe and CNO abundance. For each silicon
abundance, the grid of lithium abundances covers 21 A(Li) times
21 ®Li/7Li values. This test is performed for HD 95456 only,
where the derived 1D LTE °Li/’Li appears to be significantly
different from zero.

Figure 7 shows the szed (upper panel) of the best fit and the

resulting °Li/’Li (middle panel) plotted vs. the deviation (in dex)
from the adopted silicon abundance for line lists G09 (red cir-
cles), M12 (green triangles), and 114 (blue stars). It is worth not-
ing that, when the silicon abundance is reduced, the measured
®Li/7Li increases, showing that changing the silicon abundance
by just 0.1 dex can alter the measured ®Li/’Li by more than 1%
point for this star, while the reduced /\(fed value changes only
marginally. Furthermore, after increasing the Si abundance by
a certain amount, depending on the line list (+0.3, +0.2, and
+0.4 dex for G09, M12 and 114, respectively), the measured
Li/7Li reaches 0%, indicating that the potential °Li feature is
fully (over-)compensated by the SilI line.

This test shows that the atomic data of this particular blend
line are very important for the measurements of °Li/’Li in solar-
type stars, as suggested by Israelian et al. (2003), and might be
the main factor responsible for the differences in the results
achieved with the different line lists. It is worth noting that the
loggf of this line was calibrated by Israelian et al. (2003) in
high-S/N spectra of several solar-type stars (as well as the Sun)
with different effective temperatures and metallicities. In the al-
ternative case of G09 and M12 line lists, the loggf of this line
and of other blend features have been adjusted in order to better
reproduce the solar spectrum.

In fact, if we assume the same log g f for the SiI line in all
the line lists, the results appear to be in very good agreement
despite differences in the other adopted blends. This shows that
differences in log g f of the SiI line are indeed the reason for the
differences in the ®Li/’Li isotopic ratio. We can assume that this
is generally the case, at least for stars with atmospheric parame-
ters similar to HD 95456.

Because of the recently revised loggfof the VI blend, we
repeat the same test as above also for the VI line. Lawler et al.
(2014) gave a loggf higher by 0.3-0.5 dex, dependent on the
line list considered. The resulting plot (Fig. 7, lower panel) in-
dicates that this line does not considerably affect the ®Li/’Li
measurement, giving differences of Ag ~ 1% point for a 1-dex
change in the vanadium abundance. Therefore, this line is not
expected to change the ®Li/"Li result significantly, at least for
stars with stellar parameters similar to HD 95456.

3.8. Fitting results for the Sun

We applied a similar fitting procedure to derive the lithium abun-
dance and the °Li/"Li isotopic ratio in the Sun by fitting the so-
lar flux atlas of Kurucz (2005). The 1D LTE synthetic line pro-
files were computed from a solar ATLAS9 model (T =5770K,
logg=4.44, Viyico=124kms™, ayir = 1.25; see Kurucz
1993) with MOOG for combinations of 21 A(Li) and 21 °Li/7Li
values, assuming a rotational broadening of vsini =1.9km s™'.

Using line list G09 (with modifications described in
Sect. 3.3) and fixing the continuum level at ¢c; = 0.9975 (rel-
ative to the continuum placement of the solar flux atlas) as in
Ghezzi et al. (2009), the best fit was obtained for A(Li) =0.99 =
0.01 dex and °Li/7Li=0.12 +2.0% (Case A, Table 6), where the
errors are the 1 o formal fitting errors. The derived isotopic ra-
tio close to zero reflects the fact that Ghezzi et al. (2009) con-
structed their line list under the assumption that °Li/’Li=0.
An even better fit of the solar Li region can be achieved by
allowing small adjustments in the continuum level and in the
abundances of Fe and CNO, as described above for the stel-
lar fits. In this case, the best fit was obtained for ¢; =0.9977,
A(Li)=0.98 + 0.015dex and °Li/’Li=1.71 + 2.9% (Case B,
Table. 6). Allowing in addition slight adjustments of the Si and V
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Fig. 7. The best-fitting 2, (upper panel) and SLi/’Li (middle panel)
for different Si abundances, and °Li/’Li for different V abundances
(lower panel) for HD 95456, using line lists GO9 (red circles), M12
(green triangles), and 114 (blue stars), with modifications as described
in Sect. 3.3. For each point, the minimum )(fe 4 1s obtained by optimizing
A(Li) and °Li/"Li at given abundances of CNO, Fe, and Si (upper and
middle panels) or V (lower panel).

abundances leads to a marginal improvement of the fit, but
with even larger formal fitting errors: ¢; =0.9977, A(Li) =0.98 =
0.02 dex, °Li/’Li=0.71 + 4.1% (Case C, Fig. 8).

For the Sun, our grid of 3D NLTE corrections sug-
gests (after slight extrapolation) AA spnrTE-1DLTE ~ +0.1 dex and
Aq3pNLTE-1DLTE ~ —0.73%, while the direct calculation of the
corrections from 3D NLTE and 1DLHD synthetic solar Li

A16, page 14 of 21

1.00F T, = T T T 71.0
0.99F Jo8
E B )
E 4 o
E Ho6 ?
x 0.98F ] E=
3 E ] €
= E 0.98 +/- 0.016 A4 >
8 E 07144008 104 &
S 097F shift -0.4819 km/s 10z
g 2 3.81 km/s Jo28
(e} E : —
Z 0.96F P 1 5
E - - AN A, St - A 4002
F ] @
E ]
0.95F doo
0.94 E L L L | 1-04

6707.0 6707.5 6708.0 6708.5

Fig. 8. The best fitting 1D LTE ATLAS/MOOG spectrum (dashed line)
superimposed on the solar flux atlas spectrum of Kurucz (2005; black
dots), fixing the continuum level at 0.9977 (relative to the continuum
placement of the flux atlas), and using line list GO9 (with modifications
described in Sect. 3.3) and slight adjustments in the strengths of the
CN, Fe, Si, and V lines (see Case C, Table 6) The right y-axis defines
the scale of the residuals (thin blue line).

line profiles by the method described in Sect. 2.3 yields
AA 3pNrTE-1DLTE ~ +0.1 dex and Ag spite-1pLrE ~ —0.83%.

After applying the 3D NLTE correction for A(Li) to our 1D
LTE best fit result (Case C), we obtain A(Li) = 1.08+0.03, where
the error is estimated from measurements with different contin-
uum locations (best fit location +0.05%). The °Li/’Li isotopic
ratio obtained from the best 1D LTE fit (Fig. 8) is —0.1% after
application of the 3D NLTE correction of —0.83%, with a large
formal fitting error of +4%.

The lithium abundance obtained in this way is in very good
agreement with a recent 3D NLTE analysis of a very-high-
resolution PEPSI spectrum of the LiT 2670.8 nm region of the
Sun by Strassmeier et al. (2018) who measured A(Li)=1.09 +
0.04. Their estimate of °Li/’Li=1.4 + 1.6% agrees with our
above °Li/’Li value within the large error bars.

We point out that Strassmeier et al. (2018) also employed
line list GO9, which is custom-made for 1D modeling and there-
fore leads to an inferior fit when used unaltered for 3D spectrum
synthesis. This is very likely the reason why the derived °Li/"Li
is not fully consistent with our corrected 1D result, °Li/’Li ~ 0.
A more consistent fit in 3D can only be achieved if the line list
is adapted to account for 3D effects, in particular adjusting the
strength and wavelength of the silicon line (see Appendix B). We
present a detailed comparison of fine-tuned 3D and 1D fits to the
solar LiT 1670.8 nm spectral region in Appendix C.

4. Summary and conclusions

We presented 3D NLTE corrections for lithium abundance,
A(Li), and the °Li/’Li isotopic ratio, ¢g(Li), based on a six-
dimensional grid of 3D NLTE spectra. The stellar parameters
defining the grid are effective temperatures, T.q (3 different
values), gravity, logg (2), microturbulence velocity, Viicro (3),
metallicity, [Fe/H] (4), lithium abundance, A(Li) spnrrE (3), and
isotopic ratio, g(Li)spnrre (3; see Sect. 2 for details). In addi-
tion, four different vsini values of rotational broadening were
applied to the 3D NLTE and 1D LTE spectra. For each list of
atomic and molecular blend lines (K95, G09, and M12), this re-
sults in a total of 2592 3D NLTE corrections for both A(Li) and
q(Li). The results obtained using the line lists GO9 and M12 de-
pend strongly on the wavelength range selected for fitting the Li1
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670.8 nm spectral region, as well as on whether the continuum
placement is a free or a fixed parameter. As a consequence, the
3D NLTE °Li/"Li corrections depend on the atomic and molec-
ular blends used for the spectral line synthesis. Eventually, we
rely only on the 3D NLTE corrections based on line list K95 (Li
only). This definition is supported by detailed fits of the solar
Li spectral region with both 1D- and 3D-based synthetic spectra
computed with fine-tuned line lists (Appendix C).

®Li/7Li derived by fitting a given 3D NLTE spectrum with
the grid of 1D LTE line profiles is found to be always larger than
the input 3D NLTE values by 0.4-4.9% for the range of stel-
lar parameters studied in this work. This implies that a 1D LTE
spectral analysis leads to an overestimation of the °Li/’Li iso-
topic ratio by up to 4.9% points in solar-type stars covered by
our grid. The 3D NLTE corrections, AgspNyLTE-1DLTE, are there-
fore always negative.

The corrections show a systematic dependence on the stellar
parameters. For a given metallicity, generally Aq3pNLTE-1DLTE
becomes larger with higher Tt and lower log g. For given Teg
and logg, they become larger with higher metallicity, A(Li),
and isotopic ratio g(Li). Moreover, we observe a dependence of
Aq3pnire-1pLre on the applied rotational broadening: the higher
the v sin i, the smaller the corrections. Furthermore, the quality of
the fit improves assuming higher v sin i values applied simultane-
ously to the 3D NLTE and 1D LTE spectra, leading to lower val-
ues of )(fe 4 (but also implying larger fitting errors). On the other
hand, we observe only a very weak variation of Ag3pNLTE-1DLTE
with the small changes (+0.5km s™!) of the microturbulence pa-
rameter, and therefore adopt the results obtained assuming the
central Viicro values as representative corrections.

Similarly, the abundance corrections, AA 3pNLTE-1DLTE, ShOW
a systematic dependence on the stellar parameters. For a given
[Fe/H], they generally become larger towards lower T.¢. We ob-
serve small variations of AA spnLre-1pLrE for different log g val-
ues (4.0 or 4.5) and A(Li), whereas the dependence on 5Li/7Li,
Vimicro» and vsini is negligible. The 3D NLTE correction for
A(Li) turned out to be very similar for different lists of the atomic
and molecular data used for the spectral line synthesis. They are
found to range between —0.01 and +0.11 dex.

We provide analytical expressions (Egs. (1) and (2)) which
allow to estimate the 3D NLTE correction for A(Li) and °Li/’Li
as a function of T.g, logg, and [Fe/H] (see Sect. 2.5). These
mathematical functions are valid for the representative values
A(Li)=2.0, g(Li) = 5%, and vsini =2 km s fora quick evalua-
tion of the 3D NLTE corrections in the investigated range of stel-
lar parameters. For full details, we provide a (electronic) table
with the complete grid of the 3D NLTE corrections, and a link to
a web page that allows the user to compute the 3D NLTE correc-
tions of A(Li) as a function of T [Fe/H], and A(Li), and the 3D
NLTE corrections of °Li/”Li as a function of T, log g, [Fe/H],
vsini, A(Li) and °Li/’Li.

Our analytical expressions, valid for solar-type stars, allow
to account for 3D plus NLTE effects without the need of direct
access to complex 3D NLTE computations. This is particularly
important when a large sample of stars needs to be analyzed in
terms of lithium abundance and isotopic ratio, since 3D NLTE
analysis for even a single target is computationally demanding
and time consuming. The analysis of the observed spectra can
be carried out at first by using standard 1D LTE spectrum syn-
thesis techniques. Afterwards, the 1D results can be corrected
for the 3D NLTE effects by applying the precomputed 3D NLTE
corrections interpolated to the desired set of stellar parameters.

In the second part of this work, we use high-quality
HARPS spectra of two solar-type stars in order to derive the

A(Li) and °Li/’Li in their atmospheres. The stars were se-
lected because they are located at opposite sides of the inves-
tigated T.r range where the corrections show the largest dif-
ferences. The lithium doublet in these two stars was first an-
alyzed with a standard 1D LTE approach, and subsequently
corrected for 3D NLTE effects using the pre-computed 3D
NLTE corrections. After applying the 3D NLTE corrections,
we obtain A(Li)=2.37 + 0.04 and °Li/’Li =-0.9% + 0.7%
for HD 207129, whereas we derive A(Li)=2.70 + 0.04 and
6Li/7Li=0.9% + 1.4% for HD 95456. The correction for ®Li/’Li
is estimated to be Agspnrre-1prTE = —1.1% for HD 207129 and
Aq 3DNLTE-1DLTE — —1.9% for HD 95456.

In the case of HD 95456, the 20 detection of °Li in the 1D
LTE analysis is turned into a clear non-detection after applying
the 3D NLTE correction. In conclusion, we do not find signifi-
cant amounts of SLi in either of the two stars.

Additionally, we studied the impact of two weak absorption
lines (SiL, VI) on our °Li/’Li measurements in HD 95456, and
concluded that the SiT 670.8025 nm feature is the most critical
blend for this analysis, confirming the result of Israelian et al.
(2003).

Finally, we have demonstrated that a list of blend lines that
are adjusted (like G09) by fine-tuning log g f-values and wave-
length positions to yield a perfect fit to the solar Li spectral re-
gion with a particular 1D model atmosphere cannot be expected
to produce an equally good fit when employed unaltered for 3D
modeling. For this reason, fitting 3D model spectra directly to
observations may not always be the most desirable approach.
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Appendix A: 3D NLTE corrections for A(Li) and

6Li/7Li

Figures A.1-A.3 present the plots of 3D NLTE corrections
Agspnire-1pLte (left panels) and AA spnire-1pete (right panels)
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derived with line list K95 vs. the effective temperature for
three metallicities of our 3D NLTE spectral grid ([Fe/H] =-1.0,
—0.5 and 0.5, respectively). Figure A.4 shows the same 3D
NLTE corrections derived with line list M12 for metallicity
[Fe/H] =0.0.
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Fig. A.1. 3D NLTE corrections for °Li/’Li (left panel) and A(Li) (right panel) vs. Teq for [Fe/H] = —1.0, A(Li) =2.0, ¢(Li) = 5%, derived with
line list K95. The blue circles and the red triangles correspond to log g = 4.0 and log g = 4.5, respectively. The corrections for different v sin i values

are connected with lines of different styles.

[Fe/H]=-0.5, A(Li)=2.0, q(Li)=5 %, line list K95
21T T T T T

= or ]
v L
=]
L'I_I.I -
z 21 T
IS L
i
o
< vsini=0 km/s
/) SRR vsini=2 km/s —
[— vsini=4 km/s  log g=4.0
— — — vsini=6 km/s log g=4.5
5800 6000 6200 6400 6600

Ten [K]

Fig. A.2. As Fig. A.1 but for [Fe/H] =-0.5.
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Fig. A.3. As Fig. A.1 but for [Fe/H] = +0.5.
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Fig. A.4. Same corrections as shown in Figs. A.1-A.3, but derived with line list M12 for [Fe/H] = 0.0.
Table B.1. Summary of 3D-1D fitting results.
FitID Model Line Spectrum A(L1) q(Li) A(Si) Av (Si) FWHM Av )(2
formation (dex) (%) (dex) (kms™)) (kms™') (kms™h)
3D non-LTE SLi+’Li 1.1000  0.00 0.0 — 0.500 0.0000 -
0 1D LHD LTE SLi+"Li 1.0003 0.83 0.0 — 4.031 -0.1877 17.2
3D LTE Si - — 7.5500 — 0.500 0.0000 —
1 1D LHD LTE Si - - 7.5081 - 4.085 —0.3988 11.9
3D mixed °Li+’Li+Si | 1.1000 0.00 7.5500 0.00 0.500 0.0000 —
2a 1D LHD LTE SLi+’Li+Si | 0.9945 -1.94  7.5500* 0.00* 4.268 —0.2280 2954.5
3D mixed SLi+’Li+Si | 1.1000 0.00 7.5500 0.00 0.500 0.0000 —
2b 1D LHD LTE SLi+’Li+Si | 1.0029 1.89  7.5081* 0.00* 3.971 —-0.2512  946.1
3D mixed SLi+’Li+Si | 1.1000 0.00  7.5500 0.00 0.500 0.0000 —
2c 1D LHD LTE °Li+’Li+Si | 1.0001 0.80 7.5081* -0.211* 4.058 -0.1891 41.18

Notes. Rows for 3D model specify the input parameters for the 3D spectrum synthesis; rows for 1D model give the results of the best fit (right
part of the table), except numbers marked by an asterisk which are fixed input parameters. Av (Si) (Col. 8) gives the artificial wavelength shift
(converted to velocity) of the SiI line introduced in the line list for the 1D LTE spectrum synthesis. The relative quality of the fits can be judged

by comparing their y? (given on an arbitrary absolute scale).

Appendix B: Test case solar Li1 + Sii blend

This numerical experiment is to demonstrate that the corrections
AA3DNLTE—1DLTE and Aq 3DNLTE-1DLTE derived from ﬁtting a 3D
NLTE Li line profile with overlapping blend lines by a grid of
corresponding 1D LTE spectra are very similar to the correc-
tions obtained from fitting the pure Li 3D NLTE line profile
with a grid of 1D LTE pure Li spectra, provided that the blend
lines in the 1D spectrum synthesis are adjusted to correct for 3D
effects.

We model the Li doublet in its full complexity, including all
hyperfine structure levels of both °Li and Li. The blends are
represented by a single silicon line (SiI4670.8025 nm) which is
known to have a critical influence on the derived %Li/"Li (see
Sect. 3.7). The Sun is a good test case since the solar Li abun-
dance (A(Li) = 1.1) is at least ten times lower than in our target
stars (A(Li) > 2.3) and hence the SiT line has an even larger im-
pact on the Li profile.

As a first step, we fit the pure ’Li 3D NLTE line profile
computed with NLTE3D + Linfor3D from a 3D solar CO’BOLD
model with a grid of 1D LTE pure °Li+’Li spectra based on
a solar LHD model. The fitting parameters are (i) the Li abun-
dance A(Li), (ii) the ®Li/’Li isotopic ratio ¢(Li), (iii) the width
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of a global Gaussian line broadening kernel FWHM, and (iv) a
global Doppler shift Av. The same procedure is repeated with
the single SiI line, which is modeled in LTE both in 3D and
in 1D, assuming the same atomic line parameters as in line
list G09. Here the fitting parameters are A(Si), FWHM, and
Av. The best fit results are summarized in Table B.1 (Fit O
and Fit 1). We notice that the 3D LTE abundance correction
for the Si line is AA (Si) = +0.0419 dex, the absolute convective
blue shift is Av=—0.399km s™', and the shift relative to Li is
6v=-0.399 +0.188 = —0.211kms™".

In a second step, we fit the 3D composite spectrum of
Li (NLTE) plus Si (LTE) with a grid of 1D LTE compos-
ite spectra covering a range in A(Li) and ®Li/’Li, but assum-
ing the same fixed silicon abundance as in the 3D spectrum
synthesis (A(Si)=7.55). Under these constraints, the best fit
is found for an isotopic ratio of SLi/’Li=-1.9%. However,
this fit (Fit 2a) is rather poor (see top panel of Fig. B.1 and
Table B.1).

The fit can be improved if we reduce the silicon abundance
by AA(Si) =—0.0419 dex, thus accounting for the 3D abundance
corrections indicated by Fit 1. The resulting fit (Fit 2b) is sig-
nificantly better and indicates 5Li/7Li=+1.9%. Still, the fit is
clearly unsatisfactory (see middle panel of Fig. B.1).
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Fig. B.1. Best 1D fits (dashed line) to the 3D composite ’Li (NLTE) + Si
(LTE) synthetic solar line profile (black solid line) achieved with differ-
ent grids of 1D LTE °Li+’Li+Si profiles. From top to bottom: cases 2a,
2b, and 2c (see text and Table B.1 for details). The right y-axis defines
the scale of the residuals (thin blue line).

A much better fit can be obtained if we allow in addition for
a wavelength shift of the Si line of 6v=-0.211kms™" in the
1D spectrum synthesis to compensate for the convective blue
shift of Si relative to Li. The solution for this setup (Fit 2c,
shown in the lower panel of Fig. B.1) is very acceptable. The
derived °Li/’Li is now essentially the same as the one indi-
cated by the analysis of the pure Li case (cf. Fit 0 and Fit 2c in
Table B.1).

The conclusion of this numerical experiment is that a list of
blend lines, adjusted (like G09) by fine-tuning log g f-values and
wavelength positions to yield a perfect fit to the solar Li spectral
region with a particular 1D model atmosphere, cannot be ex-
pected to produce an equally good fit when employed unaltered
for 3D modeling. It is therefore not surprising that the 3D analy-
sis of the solar Li region with unmodified line list GO9 produces
a fit of somewhat inferior quality compared to the original 1D

analysis by Ghezzi et al. (2009), and leads to somewhat different
results for °Li/’Li. Consistent results in 3D can only be achieved
if line list GO9 is adjusted for 3D effects. In this case, we expect
that °Li/’Li (3D) ~ °Li/"Li (1D)~0.8% (cf. Appendix C).

Appendix C: Fitting the solar Lii 1670.8 nm region
with 1D LHD and 3D CO°BOLD synthetic spectra

In this Appendix, we derive the solar lithium abundance and
®Li/’Li by fitting the LiI 1670.8nm spectral region of so-
lar flux spectrum (Kurucz 2005) with synthetic spectra com-
puted from a solar 1D LHD model (T, =5780K, logg =4.44,
Viniero = 1.0km s™!, iy = 1.0) and a 3D CO’BOLD model at-
mosphere, respectively. The purpose of this investigation is to
test the expected relation between the 1D and the 3D results.

In both cases, the spectrum synthesis is performed
with Linfor3D, applying a fixed rotational broadening of
vsini=1.8km s~! in the flux convolution approximation. As be-
fore, the Li doublet includes all hyperfine structure levels of both
®Li and "Li and is treated in NLTE (LTE) when computing the
grid of spectra from the 3D (1D LHD) models.

The grid of 1D LHD spectra is computed with line list G09.
The fitting of the solar flux spectrum with this grid follows the
same methodology as the fitting with the ATLAS/MOOG spec-
tra described in Sect. 3.8. For a fixed continuum level, the ba-
sic fitting parameters are (i) the Li abundance A(Li), (ii) the
®Li/7Li isotopic ratio g(Li), (iii) the width of a global Gaussian
line broadening kernel FWHM, and (iv) a global Doppler shift
Av. In addition, we allow for small adjustments of the strengths
(abundances or log g f values) of the CN, Fe1, Si1, and VI lines
to further optimize the fit.

In Case I, we fix the continuum at the same level as for
the best fit with the ATLAS/MOOG spectra (Case C, Fig. 8),
c1 = 0.9977 (relative to the continuum placement of the solar
flux atlas). The best fit with our grid of 1D LHD synthetic spec-
tra if found for A(Li)=0.94 and ¢g(Li)=0.69% (see Fig. C.1).
These results can be compared to those of Case C, A(Li) =0.98
and g(Li) = 0.71%. While the derived %Li/"Li is practically iden-
tical, the lithium abundance indicated by the LHD fit is slightly
lower. This must be related to slight differences in the tempera-
ture stratification of the solar LHD model relative to the ATLAS9
model.

Next we fit the observed spectrum with a grid of synthetic
spectra derived from the CO’BOLD 3D solar atmosphere, now
treating the Li doublet in NLTE. Adopting the same continuum
level as for the 1D fitting, we try out different assumptions about
the chemical abundances and the wavelengths of the blend lines.

In Case Ia, we use the same line list (G09) as in Case I to-
gether with the same 1D-optimized individual abundances ob-
tained from the best fit with the 1D LHD spectra. Under these
constraints, the best fit requires A(Li) = 1.05 and g(Li) = 1.86%.
As expected, the fit is rather poor (see Fig. C.2, top panel).

At the next stage (Case Ib), we adjust the strengths of the
CN, Fe, Si, and V blend lines according to the 3D-1D abundance
corrections inferred from fitting the 3D synthetic line profiles of
the individual blend lines by a grid of corresponding 1D spectra
of different abundance, as described for the Li and Si lines in
Appendix B. The fit with these adjusted abundances is shown in
Fig. C.2 (middle panel), indicating A(Li)=1.04 and a strongly
negative °Li/’Li of less than —2%. While the fit is generally im-
proved with respect to Case Ia, the Fe+CN blend at 1 670.74 nm
is by far not reproduced to the level of precision achieved with
the 1D LHD fit (cf. Fig. C.1).
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Fig. C.1. The best fitting 1D LTE LHD spectrum (red dashed line) su-
perimposed on the solar flux spectrum of Kurucz (2005; black dots),
fixing the continuum level at 0.9977 (relative to the continuum place-
ment of the flux atlas), and using line list GO9 with slight adjustments
in the strengths of the CN, Fe, Si, and V lines (Case I, Table C.1) The
right y-axis defines the scale of the residuals (thin blue line).

A 3D fit of comparable quality can be accomplished by read-
justing the rest wavelengths of the main blend components ac-
cording to their differential convective Doppler shifts. The lat-
ter are again deduced from fitting the synthetic 3D line profiles
by their 1D counterparts, as described for the Li and Si lines in
Appendix B. In Case Ic, we applied both these “theoretical” con-
vective wavelength shifts and related abundance corrections to
the CN, Fe, Si, and V blend lines. Indeed, the applied wavelength
shifts? lead to a dramatic improvement of the fit (see Fig. C.2),
bottom panel). Now the best solution is found for A(Li)=1.05
and g(Li) = —0.18%. We notice that the °Li/’Li found from this
fine-tuned 3D fit is now in very good agreement with the result
from the LHD fit after application of the AgspNrLTE-1DLTE COrTec-
tion (0.69 — 0.83 = —-0.14%).

We performed the same exercise for a different continuum
level, c; = 0.9980 (Case II), which corresponds closely to
the continuum placement adopted for the analysis of the PEPSI
spectrum in Strassmeier et al. (2018). We verified (Case Ilx)
that we obtain very similar results when adopting their set of
abundances: A(Li)=1.09 and g(Li) =1.77 = 2.2%, compared to
A(Li) =1.09 and g(Li) = 1.44+1.6% in Strassmeier et al. (2018).
Quantitatively, the two series of fits at slightly different contin-
uum levels show a systematic offset in the absolute values of
A(L1) and ¢g(Li), but otherwise follow the same qualitative trends
and lead to the same conclusions. Details of all fits discussed
above can be found in Table C.1.

In summary, the fits of the solar spectrum by grids of
1D LHD and 3D CO’BOLD synthetic spectra computed with
the full GO9 line list justify our definition of the 3D NLTE
corrections for A(Li) and g(Li) based on the comparison of 3D
NLTE and 1D LTE Li-only line profiles. This conclusion is not
limited to the solar case but should apply even more to the target
stars of this paper, where a strong lithium feature dominates over
relatively weak blend lines.

We chose the Sun for demonstration because all involved
spectral lines are weak and therefore the combined spectrum
may be constructed by linear superposition of the individual
components. The presence of stronger lines would require a full

3 The asymmetric 3D profile of the Fe line at 1 670.74 nm is represen-

ted by two components in 1D.
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Fig. C.2. Best fits of the solar flux spectrum of Kurucz (2005; black
dots) with different sets of 3D NLTE CO’BOLD spectra (red dashed
line), adopting the same continuum level as in Fig. C.1. From top to
bottom: Cases Ila, 11b, and Ilc are all based on line list GO9, but assume
different chemical abundances and rest wavelengths of the blend lines
(see text and Table C.1 for details). The right y-axis defines the scale of
the residuals (thin blue line).

spectrum synthesis of the complete spectrum for each individual
configuration. Under these conditions, a fine-tuned 3D (NLTE)
fit to the observed spectra of our target stars would be next to im-
possible. However, the exercise presented in this Appendix also
strongly suggests that using 3D model spectra directly for the
fitting is not really the most desirable approach since it requires
non-trivial adjustments in the line lists that are fine-tuned by 1D
methods.
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Table C.1. Summary of the results of fitting the Li region of the solar flux spectrum (Kurucz 2005) with 1D LHD and 3D CO’BOLD synthetic
spectra.

FitID Model Continuum  Abundances Wavelengths A(Li) q(Li) %
level (dex) (%)
I 1D LHD 0.9977 adjusted G09 0.94 0.69 8.2
Ia 3D CO°BOLD 0.9977 as Fit I G09 1.05 1.86  251.3
Ib 3D CO°BOLD 0.9977 FitI +AA  GO09 1.04 <-2.0 53.6
Ic 3D CO°BOLD 0.9977 FitI +AA  GO09 +AA 1.05 -0.18 7.3
1I 1D LHD 0.9980 adjusted G09 0.96 1.67 7.9
ITa 3D CO°BOLD 0.9980 as Fit II G09 1.06 2.88 2473
IIb 3D CO°BOLD 0.9980 FitIl +AA  GO09 1.06 -0.89 54.0
Ilc 3D CO°BOLD 0.9980 FitII +AA  GO09 +AA 1.06 0.88 6.1
IIx 3D CO°BOLD 0.9980 SIS18 G09 1.09 1.77 29.5

Notes. Column (4): AA symbolizes the individual 3D abundance corrections; “SIS18” indicates the same abundances as used in Strassmeier et al.
(2018). Column (5): GO9 denotes the line list of Ghezzi et al. (2009), A4 symbolizes the individual convective line shifts. The relative quality of
the fits can be judged by comparing their 2 (given on a common absolute scale).
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