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We propose semantic grid, a spatial 2D map of the environment around an autonomous vehicle consisting of cells which represent the semantic
information of the corresponding region such as car, road, vegetation, bikes, etc. It consists of an integration of an occupancy grid, which computes
the grid states with a Bayesian filter approach, and semantic segmentation information from monocular RGB images, which is obtained with a deep
neural network. The network fuses the information and can be trained in an end-to-end manner. The output of the neural network is refined with
a conditional random field. The proposed method is tested in various datasets (KITTI dataset, Inria-Chroma dataset and SYNTHIA) and different
deep neural network architectures are compared.
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1. Introduction

Autonomous vehicles require precise and accurate perception of
the environment to be able to drive safely. Although machine
learning methods, in particular deep learning based methods,
have provided a significant improvement in the perception skills
of intelligent vehicles, perception is still one of the greatest chal-
lenges due to varying weather and illumination conditions and
the dynamic complexities in the environment such as cars and
pedestrians. High-level semantic predictions are made based on
low-level sensor data using the high learning capacity of deep
neural networks. However, the tremendous number of the pa-
rameters in these models makes it difficult to optimize them
from low amounts of data. In this study, we fuse the outputs
of occupancy grids, which are built by Bayesian methods, with
deep networks to estimate the semantic properties of the cells
in the occupancy grids. We benefit from both, the high capac-
ity of neural networks, and the capabilities of Bayesian methods
to handle uncertainties in the system successfully. The spatial
map which is composed of grids that contain the semantic in-
formation is called as the semantic grid, as an analogy to the
occupancy grid.

An Occupancy grid is a 2D spatial map of the environment,
where each cell represents the probability of the occupancy state
of the environment.1, 2 The states provide the information about
the occupancy of a cell such as occupied by a static or dynamic
object or being free. One of the important features of occupancy
grids is that they can represent dense information when the cell
size is set appropriately small.
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Fig. 1: A Bayesian filter is applied to obtain the occupancy grid
and this information is fused with the semantic information ob-
tained from the RGB image via a deep neural network to obtain
the semantic grid.

Another attribute of the occupancy grids is that any sen-
sor modality can be used such as stereo cameras3 or laser range
sensors4 since the model is generative, no learning is necessary
beyond adapting the observation model of the Bayesian model
to the sensor characteristics. However, classical occupancy grids
do not contain semantic information about the scene, which
would be necessary to make plans about the navigation of the
vehicle such as steering to free areas which are labeled as road or
other purposes such as planning. To overcome this insufficiency,
we propose to use semantic grids which fuse the semantic infor-
mation with the occupancy grids.

In this study, we use an approach to fuse the semantic prop-
erties of the scene with the occupancy state information. The se-
mantic properties are obtained from a monocular RGB image,
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which is placed on the vehicle and the occupancy grid is esti-
mated by using the laser range sensor (LIDAR) of the vehicle
as shown in Fig. 1. The final grid, which contains the seman-
tic knowledge of the environment such as car, pedestrian, veg-
etation, road, bike, etc. is called as the semantic grid.5, 6 The
method is capable of being used with any semantic segmenta-
tion network architecture since it can be trained in an end-to-
end manner (including semantic segmentation and sensor fusion,
but not the Bayesian estimation module). To be able to refine
the final details of the framework, we use conditional random
fields (CRFs).7 The proposed framework is composed of three
parts: semantic segmentation, occupancy grid estimation via a
Bayesian filter and integration of the occupancy grid with the
semantically segmented RGB image of the scene. All the sensor
information is obtained from the sensors placed on the vehicle.

We compare the performance of different network archi-
tectures with various datasets and evaluate the effect of CRFs in
semantic grid estimation. We claim the following contributions:

• An end-to-end trainable deep learning method to obtain
the semantic grids by integrating the occupancy grids
obtained by a Bayesian filter approach and the seman-
tically segmented images by using the monocular RGB
images of the environment.
• Grid refinement with conditional random fields (CRFs)

on the output of the deep network.
• A comparison of the performances of three different se-

mantic segmentation network architectures in the pro-
posed end-to-end trainable setting.

2. Related Work

The previous work related to semantic grids can be considered
in three categories: semantic grids, occupancy grids and finally
semantic segmentation. First we will mention the studies related
to semantic grids and include the semantic maps in this cate-
gory. Next, we will talk about 2D spatial occupancy grids for
autonomous vehicles and finally we will present the semantic
segmentation studies that are applicable to autonomous vehicles.

Integration of maps and semantic information has been the
subject of a few studies. Recently, region proposal networks
(RPNs)8 have been used to compute semantic segmentations
for maps by Tung et. al.9 In,10 the objective is to remove road
surfaces and building facades from input point clouds, since it
is possible to detect them accurately and rapidly with respect
to other structures in the point cloud with a restriction in the
scene. These methods suffer from high computational complex-
ity since they require a 3D reconstruction of the environment.
Other approaches compute the semantic information of the scene
from 2D images, which reduces the computation complexity.
Dequaire et. al.11 compute such a representation with recurrent
neural networks. They do not fuse the RGB data with the LIDAR
information in their study. Similar to our work, in ,5 Erkent et. al.
propose semantic grids. With respect to this work, we perform
an end-to-end training and compare the performance of differ-
ent semantic segmentation network architectures. We also ex-
plore the integration of the system with CRFs, which have been
shown to provide an increase in the accuracy of the semantic

segmentation in recent methods such as DeepLab v2.12

Classical occupancy grids are 2D spatial maps of the scene
containing information about the occupancy states of the grid
cells. The Bayesian Occupancy Filter (BOF)13 has gained suc-
cess in computing the occupancy grids efficiently by computing
the occupancy and dynamic attributes of the grid cells in paral-
lel. Further improvement has been provided by the Conditional
Monte Carlo Dense Occupancy Tracker (CMCDOT) approach
by Rummelhard et al.,2 which introduced four different states
and updated only necessary states at the necessary grids. This
method can be used in real-time on an autonomous vehicle. Due
to its speed and accuracy, we based our grid on CMCDOT in this
work.

As aforementioned, an occupancy grid is not sufficient for
decision making since the grids do not contain semantic infor-
mation on the content. On the other hand, semantic segmentation
of RGB images is a well-studied topic. Flat classifiers such as
SVM,14 random forests15 and boosting16 were previously used
to segment images. The accuracy of segmentation has increased
significantly with the arrival of approaches based on deep learn-
ing. One of the early works based on deep learning has been per-
formed by Farabet et al.17 However, a common problem is that
due to cascaded layers, the feature map resolution reduces. The
seminal work by Long et. al.18 introduced the widely used con-
cept of convolutional encoders and deconvolutional decoders,
further enhanced by SegNet19 or U-Net.20 CRFs are also com-
bined with networks to repair the damaged border edges such as
DeepLab.12 Grid Networks generalize a large part of the state of
the art in a single network and are successful in terms of accu-
racy; however, their usage in real-time systems is not feasible at
the moment due to their high computational complexity.21

3. Semantic Grid Construction

To be able to construct the semantic grid from a top view cen-
tered on the vehicle, we fuse the occupancy information o with
the RGB image i. The objective is to obtain the semantic grid g.
An overview of the approach can be seen in Fig. 2.

The pixel values of the image at location x and y are de-
noted as ix,y . The values of the semantic grid g contain class
values denoted by c. All the classes are elements of the alphabet
∀c ∈ Λ. On the other hand, each cell of the occupancy grid has
a probability value for each occupancy state.

In this work, we use two different sensors for the two differ-
ent parts of the method: the LIDAR data l is used to compute the
(classical non semantic) occupancy grid, and monocular RGB
images are used for semantic segmentation, followed by fusion
of the two modalities. However, it should be noted that the ap-
proach is capable of using any sensor modality to compute the
occupancy grid state probabilities.

The LIDAR point clouds l contain both temporal and spa-
tial data. The number of state classes for occupancy is four
which are selected as occupied by a static object, occupied by
a dynamic object, free area, unknown area. For a cell, the sum
of the probabilities of all the four states is one. We use the prob-
ability values of the cells when fusing them with the output of
the semantically segmented image.
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In the next sections, we explain the semantic segmentation
networks used in this study (section 3.1) and the occupancy grid
estimation method (section 3.2). The fusion of the occupancy
grids with the semantically segmented images will be explained
in detail followed by the joint dimensionality reduction and fi-
nally the refinement of the output with a CRF will be explained.

3.1. Semantic Segmentation Methods for 2D Images

A semantic segmentation method takes an RGB monocular im-
age i as input and estimates the semantic classes s for each pixel.
The neural networks are able to estimate the semantic knowl-
edge of the pixels by using their high capacity, which translates
into a large number of weights. Although these weights give the
networks a strong estimation power, they also make the networks
require to learn from large datasets. We use pre-trained weights
on a large scale dataset ImageNet/ILSVRC .22 These weights are
fine-tuned on the datasets used. The selected methods have a cer-
tain level of runtime/accuracy trade-off. The labels are selected
as road, car, sideways, vegetation, pedestrian, bicycle, building,
signage, fence and unknown.

To keep the resolution of the output same with the input
is one of the main difficulties in semantic segmentation meth-
ods. This is mainly due to consecutive layers of the network
which perform downsampling and pooling. This issue can be
resolved by using the methods such as à trous algorithm23 or
upsampling18 and skip connections.20

We use the SegNet variant19 for obtaining semantic infor-
mation s from monocular RGB images. The accuracy of SegNet
is not the highest among other reported results;24 however, its
runtime/accuracy trade-off is very favorable. As,18, 20, 25 SegNet
is an encoder-decoder network. We use the parameters from a
previously trained version with a VGG1626 architecture trained
for object recognition. The pixels are classified by using a soft-
max layer. The labels are road, car, sideways, vegetation, pedes-
trian, bicycle, building, signage, fence and unknown.

We compare SegNet to two other variants of encoder-
decoder networks, namely FCN18 and DeepLab v212 which uses
“atrous convolution” to upsample. We will give more details of
these algorithms in the experimental section.

3.2. Occupancy Grid Construction

One of the important components of our approach is the usage
of the occupancy grids, for which we use the well-established
Bayesian filtering approach. In brief, the occupancy grid is com-
puted by using the current observations of the sensors and the
previous values of the grid cells. We use the CMCDOT approach
which estimates the occupancy states in real-time .2 Although
the details of the work can be found in the work of Rummelhard
et al. ,2 here we will explain CMCDOT briefly.

Each grid cell has probabilities of four corresponding
states: being free, being occupied by a static object, being occu-
pied by a dynamic object and unknown. The value for the prob-
ability of being free implies the probability of the cell being free
of obstacles. A high value does not necessarily mean that the ve-
hicle can be steered towards this area since the area can be free,

but it can be a non-drivable area such as vegetation or pedestrian
way. The probability value of being occupied by a static object
indicates an obstacle. It should be reminded that this can be a
potentially mobile object such as a parked car. The dynamically
occupied region has a high probability of dynamically occupied
region and finally unknown regions indicates the unobserved re-
gions. For example the rear region of a car can be unknown due
to auto occlusion of the LIDAR by the car itself.

The prediction step uses the probability values of the cells
from the previous states. The transformation to the current state
from the previous states is carried out by using a transition ma-
trix which is pre-defined. In the update, the predicted state prob-
abilities are assessed based on a probabilistic sensor (observa-
tion) model .27 At the end of the assessment, state distributions
are computed. New particles are obtained for new observed ar-
eas and previously dynamically occupied areas in the particle re-
sampling step. After this last step, the algorithm continues with
the prediction. For the interested reader we refer to Rummelhard
et al.2

3.3. Fusion of Occupancy and Semantic Information

If obtaining the precise semantic segmentation was possible to-
gether with accurate depth information from the RGB image,
it would be trivial to integrate the occupancy grid o with the
semantic information obtained from the RGB image i. How-
ever, depth estimation is inherently error prone, and any er-
ror resulting from segmentation accompanied by imperfect and
sparse depth information and erroneous explicit calibration er-
rors would propagate to the semantic grid. For this reason we do
not use a purely geometric approach and we assume that depth
information is not available during fusion process. Instead, we
propose a method to learn the fusion in an end-to-end training
approach.

However, we do not rely on a simple black-box approach
for fusion. The fusion process can become sub-optimal if no ge-
ometrical constraints are used at all, as the RGB and LIDAR
sensors are operating in different coordinate frames. Training a
deep network to fully learn this geometric mapping between the
semantic view and the 2D bird’s eye view map would require
tremendous amount of representative data for different cases. To
be able to overcome this issue, we explicitly provide the projec-
tive geometric relationships between these two views (epipolar
geometry) as hard constraints to the neural network. In partic-
ular, we transform the segmented RGB image, which is still in
the coordinate frame of the RGB camera, into an intermediate
representation aligned with the LIDAR coordinate frame, up to
unknown degree of freedom related to the missing depth infor-
mation.

To be more precise, we first obtain the probability scores
sc,x,y for each pixel in the semantic view sc from the RGB seg-
mentation network. c represents an individual class and C is the
number of semantic classes. We have C semantic images with
probability scores at each pixel. The intermediate representa-
tion is organized into height planes pc,δi , which are obtained for
each semantic view sc with offset δi (as shown Figure 3). These
planes are parallel to the occupancy grid plane o (Fig. 3). There
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Fig. 2: Overview of the method. i: RGB Image, l: LIDAR data, o: occupancy grids, s: output of the segmentation network, p:
registered planes as inner representations, g: semantic grid. The continuous black arrows represent the path on which the parameters
are learned jointly end-to-end including the registration process while the blue dotted arrows show the process of the occupancy grid
computation.

exists D number of planes for class c where i ∈ {1, ..., D}.

Fig. 3: Transformation of the projective semantic view into the
intermediate representative planes. As it can be observed, they
are chosen to be parallel to the occupancy grid. C is the num-
ber of classes. The colored class labels are used for illustration
purposes instead the actual probability scores.

The offset between the consecutive planes is constant d =
||δi − δi−1||. Every point in the intermediate plane has a known
distance to the camera since we have designed the location of
the planes; therefore, we can find the transformation between
the projective image i and the intermediate representation planes
given that we have the knowledge of the intrinsic and approxi-
mate extrinsic calibration parameters of the sensors. We know
that the height of a point zji = δi in an intermediate represen-
tation plane {xji , y

j
i } ∈ pc,δi is the offset of the plane from the

occupancy grid o. Once we compute the location of the point
{xji , y

j
i , z

j
i } in the intermediate plane with respect to the occu-

pancy grid o coordinates, we can find the coordinates of this
point in the image coordinate frame by using the transforma-
tion o

i tf from the occupancy grid to the image coordinates as

follows:
(
x̂ji , ŷ

j
i , ẑ

j
i , 1
)ᵀ

= o
i tf

(
xji , y

j
i , z

j
i , 1
)ᵀ

. Then, it is
straight forward to find the pixel location in the image plane as:

 x̄ji
ȳji
1

 = K

 x̂ji/ẑ
j
i

ŷji /ẑ
j
i

1

 (1)

where (x̄ji , ȳ
j
i ) is the location of the jth point in the ith plane

pc,δi and K is the intrinsic camera calibration matrix for all
classes c ∈ {1, ...,C}. For each point in the intermediate plane
pc,δi,xj

i ,y
j
i
, there exists a probability score in the semantic view

sc,x̄j
i ,ȳ

j
i

which is the output of the semantic segmentation layers.
One of the objectives of this work is to train the model

end to end, i.e. to train the segmentation model SegNet together
with the sensor fusion network. This requires the sampling from
the segmentation result to the intermediate representation to be
differentiable. We resort to a sampling kernel to formulate this
transformation for the cell pc,δi,xj

i ,y
j
i

to a pixel as

pc,δi,xj
i ,y

j
i

=

H̄∑
n=1

W̄∑
m=1

sc,n,mk(xji −m; Φx)k(yji − n; Φy) (2)

where ∀i ∈ {0, ..., D} for all intermediate planes, c ∈ {1, ...,C}
for all classes, j ∈ {1, ...,HW}, (H,W ) is the height and width
of the occupancy grid and (H̄, W̄ ) is the size of s, the semantic
view. We prefer to use a bilinear sampling kernel k(.) since it
has been shown to be differentiable by Jaderberg et. al. 28 If δi,
the distance between planes, is sufficiently small and the points
in the plane is visible in the semantic view projection plane, then
at least one of the planes will contain the point with the correct
class probability of the corresponding cell in the semantic grid
and our model is expected to learn this association between the
semantic grid and the occupancy grids and the intermediate rep-
resentation planes.

3.4. Joint Dimensionality Reduction and Fusion

The semantic grid output g has the same spatial dimensions as
the input tensors occupancy grid o and the intermediate repre-
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sentation planes p, requiring a resolution preserving neural map-
ping. We use convolution-deconvolution networks25 similar to
SegNet20 for this task, including skip connections.19

The input tensor has D×C+4 planes. 4 planes belong to
the probability states of the occupancy grid o, while D×C
planes belong to the output of the intermediate representation
planes. Each plane represents the probability scores of a seman-
tic class for a plane at an offset distance. It is inefficient to learn
a mapping from this high dimensional input, which would re-
quire a network with a huge capacity with a large amount of pa-
rameters. Therefore, we include a dimensional reduction layer,
which is jointly trained with fusion. In particular, we use 1×1
convolutions to create the effect of a point-wise (stationary) non-
linearity with spatially shared parameters. We learn the dimen-
sionality reduction and fusion jointly end-to-end as shown in
Fig. 4. This reduction layer is expected to reduce the training
and inference time while not affecting the estimation accuracy.

Probabilistic
Score
Input

Reduced
inputp

1x1 Convolution

Inputo
(Occupancy Grid)

Conv-Deconv
Network

Fig. 4: The intermediate plane representation which has a size
of D×C planes, is reduced to a lower dimensional tensor before
being concatenated with the occupancy grid.

In more detail, the indices of the maximum values after
max-pooling in the encoder stage are stored and used by the de-
coder of the network during upsampling. The decoder part also
has the same number of layers as the encoder part. Each layer in
the network has a convolution, batch-normalization and ReLu.
In the last layer, multi-class softmax is used for classification.
We use cross-entropy as the loss.18 One of the main differences
from the original SegNet architecture is that we are using a re-
duced version of convolution-deconvolution network with less
number of layers due to memory restrictions. The architecture
of this part with the reduced number of layers can be seen in
Fig. 5.

Fig. 5: The fusion network architecture. A reduced numbered of
layers is used with respect to a standard VGG16 network. The
labels are as follows: 1: Convolution + Batch Normalization +
ReLU, 2: Max-Pooling, 3: Upsampling, 4: Softmax

3.5. Refinement with Conditional Random Fields

Although convolution-deconvolution method is used to reduce
the effect of reduction in resolution, it is still not sufficient for a
high quality output. One of the solution offered in semantic seg-
mentation of RGB images is to use Conditional Random Fields
(CRFs) on the final output image. They generally provide a
smoother segmentation with improved labeling since the neigh-
boring nodes can be coupled together which reduce the ambigu-
ities at the borders of the class pixels.29 We are also evaluating
the effect of using CRFs on semantic grids. Since the semantic
grids have a different appearance than the RGB image represen-
tation, the improvement may not be as effective as using them
on RGB images. We are using the fully connected CRF model7
which uses the following energy function:

E(x) =
∑
i

φu(xi) +
∑
i<j

φp(xi, xj) (3)

i, j ∈ {1, ...,HW}. xi are the grid class labels. φu(xi) is the
unary potential. It is the output of our semantic grid network
and contains the distribution over label assignment xi. The sec-
ond part is the pairwise potentials. It is obtained by combining
two parts:

φp(xi, xj) = µ(xi, xj)[w1 exp(−|ci − cj |
2

2σ2
α

− |oi − oj |
2

2σ2
β

)

+w2 exp(−|ci − cj |
2

2σ2
γ

)]

(4)
Again, xi, xj are the grid class labels. The first is the bilateral
kernel (a Gaussian appearance kernel) that depends on both the
locations of the and the values of the cells. The second ker-
nel depends on locations only. σα, σβ , σγ are scale parameters
for bilateral location, bilateral values and location only. Bilat-
eral kernel enforces the nearby pixels with similar labels to
have similar values which results in smoothening effect, while
the second kernel takes the spatial relationship into account.
µ(xi, xj) = [xi 6= xj ] is the simple label compatibility func-
tion given by Potts model. It is used to penalize the grids with
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different labels. To make decisions about higher complexity re-
lations, higher-order potentials are necessary to be deployed,
which would increase the computation time of the algorithm.
Therefore, we skip to use the higher-order potentials in this
study.

4. Experiments

We evaluate the proposed method on data obtained from the sen-
sors placed on a vehicle. We create the labels for the bird’s eye
view representation since the semantic labeling is generally per-
formed in the frontal RGB camera plane of the vehicle. Evalua-
tion was performed on three different datasets:

KITTI Dataset — introduced in,30 this dataset has all the ve-
hicle position, LIDAR data and RGB data. We use the
semantically segmented version of the dataset which is
provided by Zhang et. al.31 In this version, the RGB
images are semantically labeled at every 10 frames
with 10 classes. 142 images are used for learning and
110 images are used for testing. The semantically seg-
mented frontal RGB images constitute the main ground
truth for this dataset. We use the depth information
from the LIDAR data to transform this ground truth
into segmented top view semantic grids. To achieve
this, we firstly transform the sparse pointclouds ob-
tained from LIDAR data into camera frame. After
registering the pixels with a depth value, the regis-
tered points are back projected into the occupancy grid
frame. For the pixels with more than one depth value,
we select the depth value that is closest to the image
plane since the other one is probably occluded by this
pixel. Due to sparseness of the point cloud, errors in
calibration of the camera with respect to LIDAR and
the errors in the semantic class labeling, the registration
process results in faulty labels. We apply some morpho-
logical methods on the images and a human observes
the final images and further corrects the semantic grid
representations if it is necessary. Therefore, finally we
obtain a dense semantic grid with reduced errors. If a
cell is not labeled in the semantic view by the human,
that region is classified as unknown according to its oc-
cupancy grid state, such as static, dynamic or free un-
known grid cell.

INRIA-Chroma Semantic Grid Dataset — We used 276 la-
beled images in 5 different road sequences. The label-
ing has been performed in both RGB view and bird’s
eye view. Again the vehicle position, LIDAR data and
RGB data are available. 146 images are used for train-
ing from 3 routes while 130 images are used for testing
from 2 remaining routes. This is a private dataset ob-
tained by Inria-Chroma with the purpose of testing the
approach in a real setting.

SYNTHIA Dataset — introduced in,32 this synthetic dataset
consists of a collection of photo-realistic frames with
multiple cameras and depth sensors placed on the same
location. We use only one pair of camera and depth
data. We use two routes of data which was simulated

as Spring season. The depth data is subsampled to re-
semble the data to LIDAR laser range sensor which is
sparse. It should be denoted that this does not result
in LIDAR data, but reduces the amount of depth data.
The position information of the vehicle, the extrinsic
and intrinsic calibration parameters of the sensors are
available. We use the same parameters for our network
which is trained end-to-end and the CMCDOT occu-
pancy grid. We train on one of the Spring season con-
ditions and test our trained model on another Spring
condition. We use only the SegNet variant for semantic
segmentation layer and we do not use CRF refinement.
We detect the following classes, Void, Building, Road,
Sidewalk, Fence, Vegetation, Pole, Car, Sign, Lane. Sky,
bike, pedestrian and traffic light semantic classes are
not detected since they are not visible in the occupancy
grid or not present in the simulator for the used se-
quence during testing or training.

4.1. Implementation details

The occupancy grid has been calculated with the Conditional
Monte Carlo Dense Occupancy Tracker (CMCDOT).2 The
width of the grid is 31m, and the length is 71m with a grid size
of 0.2× 0.2 m.

We evaluate the method with three different neural back-
bone architectures in the semantic segmentation layers as
discussed previously in Section. 3.1: SegNet19 , FCN18 and
DeepLab v2.12

SegNet19 is a type of encoder-decoder network. During en-
coding, the downsampling and pooling is applied in between
layers which results in the reduction of the resolution. SegNet
tries to resolve this problem by keeping the indices from the
encoder layer and uses them during upsampling and unpooling
process. The encoder part uses the VGG1626 architecture with
13 layers. The decoder part is similar to encoder part and it also
has 13 layers. Softmax is not applied and the outputs with the
probability scores are fed as inputs to the fusion part of the net-
work when this method is used.

FCN18 is a method which first encodes the input and then
uses the output of this encoder as an input to fully-connected lay-
ers. The initial layers use an architecture similar to VGG16.26 A
skip architecture is applied where the output of the deep coarse
layer is integrated with a shallow one which contains appearance
information. Again no softmax is applied and the outputs with
the probability scores are fed as inputs to the fusion part of the
network when this method is used.

DeepLab v212 uses “atrous convolution” to upsample. It is
proposed that this approach is capable of solving the resolution
problem due to downsampling and pooling via “atrous convolu-
tion”. The pre-trained weights are used from ResNet.33 We do
not use CRF at this part of the network.

The weights of the initial networks are taken from the pre-
trained network ILSVRC/Imagenet22 which was trained for clas-
sifying images in a large dataset. The learning rate is selected to
be 1× 10−3 and momentum 0.9. The mini-batch size is 6; there-
fore, it takes approximately 23 epochs for a complete pass over
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all training data. The training is stopped after 2000 iterations or
when the loss does not change. The number of intermediate rep-
resentation planes is selected to be D = 20 and we use C = 14
classes.

An important restriction of semantic classification is that
the number of class labels and pixel sizes are not balanced
in frequency. Some classes may occur much more often than
the others which can result in a poor performance for less fre-
quent classes. We use the median frequency balancing34 which
is shown to be effective in these kind of situations. The ratio
of the number of grids to the number of all grids (if the class
is available in the grid) is denoted as the frequency of a class
f(c). The idea is to balance the classes by using a class weight
αc =

mf

f(c) in the loss function. mf is denoted as the median of
the frequencies. Since it had a superior performance, we used
class-balancing in all results. The output of the RGB semantic
segmentation is not available since we use an end-to-end train-
ing and the semantically segmented RGB images are internal
representations of our network. Finally, we perform an analysis
on the usage of CRFs on the output of our model (Table. 1).

4.2. Evaluation metrics

We use three commonly used measures for evaluation. pixel ac-
curacy is the ratio of the number correctly classified grids with
respect to the number of all the grids. Class accuracy is the av-
erage of the ratio of the accuracy of each class where each class
accuracy is computed by finding the number of correctly classi-
fied grids with respect to the total number of grids and the mean
of intersection over union based on frequency which is the fre-
quency weighted average Jaccard Index. Only the grids which
have a ground truth label are used for comparison.

4.3. Ablation study

We performed an ablation study on the KITTI dataset. In partic-
ular, we tested the effects of different neural backbones can be
seen in (Table. 1). The network with the layers similar to Seg-
Net19 performs the best among others. One of the reasons is that
the small number of training samples allow the parameters of
SegNet to learn the segmentation better since it has fewer num-
ber of parameters. It should be noted that if the training samples
have a higher label density and the number of training samples
are higher, the results may differ.

Table. 1 also indicates the effect of CRF based refinement.
We should note that the improvement is not significant. There-
fore we can conclude that the usage of CRF in semantic grids
may not be feasible according to our results. Quantitatively,
pixel accuracy is increasing slightly; however, the class accuracy
is decreasing. This result may be due to the size of the segmented
classes. When we use the bird’s eye view to observe the environ-
ment, the size of some semantic classes get very small and they
are smoothed by the CRF. On the other hand, an advantage can
be listed as the removal of the holes in the grids which results in
the increase of the overall pixel accuracy.

Table 1: Results with CRF on the KITTI dataset with different
neural backbones and with or without CRF based refinement.

Architecture CRF Pixel Class FmIoU
Type Acc. Acc.

SegNet19 81.1 49.4 69.8
SegNet19 X 81.2 45.6 69.6
FCN18 79.8 47.5 68.6
FCN18 X 80.0 43.7 68.2

Deeplab v212 76.2 36.9 63.1
Deeplab v212 X 76.9 34.6 63.3

These results are confirmed by the evaluation on the Inria-
Chroma dataset (Table. 2). CRF refinement slightly increases the
pixel accuracy, while the class accuracy decreases probably due
to smoothening of some of the classes in the semantic grid. It
should be noted that the usage of higher order potentials may
increase the performance at the cost of increased computational
complexity.

Table 2: Results with CRF for INRIA-Chroma-Semantic Grid
Dataset

Architecture CRF Pixel Class FmIoU
Type Acc. Acc.

SegNet 78.6 35.3 65.2
SegNet X 78.9 33.3 65.4

Fig.6 provides qualitative results on scenes selected from
both of these two datasets. Same classes with same labels are
used for both of the datasets although the training is done sep-
arately for both. The RGB images of the scenes are shown in
(a), (e), (i). These are the images taken from the frontal monoc-
ular camera of the vehicle. The obtained ground-truths obtained
from human labeling for the semantic grid are shown in (b), (f),
(j). We show our predictions in (c), (g), (k) and (o). We also
show the effect of CRF refinement in (d), (h), (l). It is interest-
ing to observe that we can differentiate between the road and
the sidewalk in the semantic grid which has a high probability
of free state in occupancy grid without its class for steerability.
The vegetation and pedestrians are also detected correctly in the
scenes. The slight effect of CRF can be observed in (h) where
the false detections introduced by the fusion network is removed
by the CRF refinement step.
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(a) RGB for scene 1 (b) GT (c) Prediction (d) CRF

(e) RGB for scene 2 (f) GT (g) Prediction (h) CRF

(i) RGB for scene 3 (j) GT (k) Prediction (l) CRF

(m) Colors for labels

Fig. 6: Three scenes with RGB image, ground truth (GT), se-
mantic segmentation predictions and results of the CRF refine-
ment. Scene 1 and 2 are from KITTI dataset, whereas Scene 3 is
from Inria-Chroma dataset.

4.4. Validation on synthetic data

We validate the performance on the synthetic SYNTHIA dataset,
which provides dense labeling and perfect depth registration. It
should be noted that since there is no error in the data related to
extrinsic sensor calibrations and semantic labeling of the classes,
the error propagation would not occur if we projected the seg-
mented images onto the semantic grid. The main error would be
the one in the semantic segmentation process. Therefore, we ob-
serve the performance of our framework in a setting for which it
is not aimed for. We do not perform CRF refinement on synthetic
data since it did not improve the performance in the previous
datasets.

(a) RGB for scene 1 (b) GT (c) Prediction

(d) RGB for scene 2 (e) GT (f) Prediction

(g) Colors for labels

Fig. 7: Two scenes with RGB image, ground truth (GT), seman-
tic and segmentation predictions from SYNTHIA dataset.

A confusion matrix is given in Table. 3. At each row, the
percentage of the classes detected as the corresponding class are
shown. For instance, for road, 32.19% of cells are falsely de-
tected as void, while 57.42% are correctly detected as road. One
of the interesting points is that most of the grid cells are detected
void. The accuracy of road and car detection is high. Surpris-
ingly, even though the lane markings are very tiny, they have a
high correct detection rate. It should be noted that no extra pro-
cessing has been made on the lane detection results. In overall,
the pixel accuracy is found to be 0.72, the mean class accuracy
is 0.36 and the FmIoU is 0.73 which are consistent with results
of other datasets.

Fig. 7 provides visualization on several cases, which can
shed some light on the nature of these errors. The closer objects
tend to give better accuracy. For example, the closer lane mark-
ing visibility is better in the semantic grid. However, they are not
precisely accurate which results in errors. The poles are also de-
tected; however they are larger in size than the actual one. This
is probably due to the infrequent appearance of the poles. An-
other interesting feature is that since CMCDOT is able to detect
the obstacles, even if there is a car which is upside down, and
therefore difficult to detect with a standard deep neural network
where such images are not provided at training, we can still de-
tect it as a car by using our combined framework.
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Table 3: Confusion Matrix for SYNTHIA Dataset

% Void Building Road Sidewalk Fence Vegetation Pole Car Sign Lane
Void 93.35 0.42 2.92 0.12 0.55 0.86 0.41 1.01 0.07 0.29
Building 60.67 30.26 0.36 5.02 0.22 2.29 0.17 0.54 0.31 0.16
Road 32.19 0.33 57.42 1.25 0.86 0.17 0.51 2.35 0.08 4.85
Sidewalk 43.57 9.70 8.37 30.38 0.24 1.47 0.71 2.52 0.71 2.33
Fence 38.25 0.77 21.55 0.10 26.07 0.41 0.50 7.61 0.15 4.59
Vegetation 57.65 0.73 3.55 0.25 0.41 32.68 1.53 2.45 0.34 0.40
Pole 66.51 0.17 7.63 1.30 1.02 0.98 17.34 2.79 0.55 1.71
Car 41.14 0.82 8.32 0.05 2.40 0.34 0.68 44.93 0.30 1.02
Sign 70.70 0.40 6.89 1.11 1.15 1.97 11.27 0.65 4.29 1.57
Lane 16.43 0.33 48.51 2.43 1.30 0.17 1.16 2.61 0.36 26.69

5. Conclusion

In this study, we have shown a method which integrates a
Bayesian particle filter with a neural network layer by using a
geometric fusion network. This network is shown to work by
training end-to-end. We have tested different network architec-
tures to be used with our framework and investigated the usage
of CRF refinement in the output of our framework. We analyzed
our proposal by using several datasets including real data and
synthetic data to evaluate the capabilities of our approach.
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