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ABSTRACT
The aggregation of colloidal clay mineral particles plays an important role in controlling the mechan-ical and transport 
properties of soils. Interactions and aggregation of plate-like montmorillonite particles were previously studied with the 
help of Molecular Dynamics (MD) simulation. This paper investigates the aggregation of cylindrical imogolite-like 
phyllosilicate nanotubes. Nano-scale MD simulations are carried out to find the potential of mean force between two 
nanotubes. This PMF is then used in a mesoscale simulation that represents interactions between elemental nanotubes 
through coarse-graining. We investigate the distribution of water molecules around the curved surfaces, and the effects 
of the surface charge density and tube length on aggregation. Shorter nanotubes were found to form larger stacks.

1. Introduction

Clay are among the most abundant minerals on the earth
with important industrial applications in construction,
environmental, pharmaceutical, and process industries.
As a particulate material, the aggregation of particles is
one of the most important factors governing the bulk
properties of clay, including stiffness, strength, and plas-
ticity in the field of mechanical and civil engineering.

Clay minerals have layered structures at nanoscale,
most commonly in the form of some combination of
tetrahedral silicate and octahedral alumina layers bonded
through sharing of oxygen atoms. The layers constructed
from the building blocks come in different sizes and can
also foil up to form rolls or tubes. Natural imogolite nan-
otubes are formed as weathering products of volcanic
ash and are tubular in shape with a typical diameter
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∼2 nm, and length ∼100 to 400 nm [1] (dimension
ratio D/L ≈ 1:50 to 1:400). A nanotube consists of an
octahedral outer layer and a tetrahedral inner layer,
resulting in a thickness of around 5Å and a chemical for-
mula: (OH)3Al2O3SiOH. There also exist double-walled
varieties, and types with impurities in the form of iso-
morphous substitutions (IS) [1]. Through doping, one
can also control the diameter of the tubes, which makes
imogolite a promising candidate material as molecular
sieve [2,3]. Imogolite charged in this way can have a
convenient length down to ∼10 nm.

Molecular dynamics (MD) method is a powerful
technique for studying the interaction between col-
loidal nanoplatelets at the atomistic scale and can
be used to investigate micro-scale aggregation mecha-
nisms through coarse-graining techniques [4]. Various

Cambridge, 02139 MA, USA <MSE> 2, IRL 3466 CNRS/MIT/Aix-Marseille Université, MIT, Cambridge, 02139 MA, USA

http://www.tandfonline.com
https://crossmark.crossref.org/dialog/?doi=10.1080/00268976.2019.1660817&domain=pdf&date_stamp=2019-09-03
mailto:pellenq@mit.edu


researchers have studied the interactions between plate-
like particles throughmolecular simulation, either focus-
ing on the behaviour under different thermodynamic
conditions or as a bridging stage between atomistic
and mesoscale simulations [4–9]. However, the interac-
tions of particles with curved surfaces have not been
investigated in detail. This paper studies the aggre-
gation of imogolite-like aluminosilicate tubular parti-
cles at mesoscale through molecular dynamics (MD)
simulation. Similar methods have been applied to Na-
montmorillonite in [4] and have provided useful infor-
mation about the aggregation behaviour, mechanical and
transport properties.

In order to get an accurate representation of inter-
particle interaction, we proceed with free energy pertur-
bation calculations of the water-mediated interaction of
two nanotubes, from which the potential of mean force
(PMF) (free energy related to the distance between parti-
cles) is obtained. The free energy curve (obtained from
the atomistic simulations) is then used to calibrate an
effective mesoscale pair potential. With the calibrated
potential, mesoscale simulations are carried out with
coarse-grained particles. We study the geometric prop-
erties during the aggregation process for systems with
particles of different lengths.

2. Nanoscale simulation

2.1. Simulationmethods

We initially compute the free energy associated with
the interactions of two imogolite nanotubes in a parallel

configuration. We consider an elemental imogolite using
data provided in [10] fromX-ray diffraction experiments.
The primitive cell ((OH)3Al2O3SiOH) has a height of
8.4 Å containing 1/20 sector of a full cylindrical seg-
ment. We construct the typical particle segment con-
taining three repetitive segments resulting in a height
of 25.2 Å (Figure 1). In order to simulate the interac-
tion of two tubes, we created an orthorhombic simulation
box with dimensions 127.0 Å (x) × 63.0 Å (y) × 25.2 Å
(z), and periodic boundary conditions at all faces. Two
segments of tubes were put at a certain separation d in
x-direction in the box parallel to each other and to the z-
axis, aligned along the centre line in the x-direction and
centered within the unit cell. The centre-to-centre dis-
tance between the tubes, denoted by d in the following
discussions, will be the controlled parameter, while peri-
odic boundary conditions represent very long imogolite
tubes. Horizontal dimensions (x and y) of the box are
chosen so as to leave enough space from the tube to
the boundaries (more than 20Å clearance) in order to
eliminate the effect from images of the tubes in neigh-
bouring periodic copies of the simulation box. In terms
of the size of awatermolecule (≈ 3Å), 20Å corresponded
to more than 6 layers of water when solvated, which
was deemed adequate to eliminate unwanted effects from
boundaries or neighbouring images. The height of the
cell in the z-direction, 25.2 Å, corresponds to 3 times the
length of the primitive cell of imogolite. After we set the
tubes at different spacing di in place, water molecules are
added through a predefined orthogonal lattice of 3.1 Å
(x) × 3.03Å (y) × 3.2 Å (z), resulting in water density
of 0.996 g/cm3, close to the water density under standard

Figure 1. Representation of a section of the nanotube in the simulation. (a) Plan view and (b) front view.



Figure 2. Simulation setup: plan (upper) and front section (lower) views. The configuration was taken after 2.5 ns NVT simulation of the
system with charge-neutral nanotubes. Boxes in the plan view are explained in Sections 3.2 and 3.3.

condition (i.e. 1 atm, 298K) [11]. The choice of the lattice
constants was to avoid conflict between water molecules
from the adjacent periodic simulation box upon creation.
Figure 2 shows a typical configuration.

After initial setup, the system was let to evolve in
a canonical ensemble (NVT) under constant tempera-
ture 300K with fixed volume using Molecular Dynamic
(MD) simulation with LAMMPS [12]. Temperature con-
trol was achieved through the Nosé–Hoover thermo-
stat [13,14]. Interactions between atoms were defined
by the CLAYFF force field [15], which has been previ-
ously used for molecular simulations of clay minerals
[7,16]. In this model, the potential energy contains four
parts: harmonic bond and angle terms for bonded atoms,
and van der Waals term of the Lennard–Jones (LJ) type
and long-range Coulombic electrostatic term for non-
bonded atoms (see Appendix 1). Short-range (LJ) terms
were calculated with a potential cut-off of 8.5 Å; while
long-range Coulombic terms were calculated with the
particle–particle–particle–mesh (PPPM) Ewald summa-
tion method [17,18]. Timestep was set to 1 fs (10−15 s).
The system was allowed to relax for 500 ps followed by a
2500 ps production period. We recorded 501 configura-
tion, at time intervals of 5 ps, during the production stage
for each spacing di, for the calculation of the potential of
mean force. In the NVT simulations, the imogolite tubes
were held fixed and rigid. Bond length and angle of water

molecules were constrained with the SHAKE algorithm
[19]. The centre-to-centre distance di ranged from 25 to
60Å, with 0.25Å increment. The potential of mean force
(PMF), corresponding to the Gibbs free energy, between
the two tubes was calculated through a free energy per-
turbation. At each separation, the configurations were
perturbed towards di + 0.25Å= di+1 and to di − 0.25Å
= di−1. Differences in potential energy of the perturbed
and original states were calculated. The free energy dif-
ferences between adjacent states were calculated through
the following equations [20–22]:

�G(di → di±1) = − 1
β
ln

[ 〈
exp(−β�U/2)

〉
i〈

exp(−β�U/2)
〉
i±1

]

where di is the starting state, di±1 is the perturbed state,
β = 1/kBT (kB is the Boltzmann constant and T is the
temperature), and �U = U(di±1) − U(di). The average
was taken over the 501 configurations mentioned above.

The PMF at 60Å was set to zero as a reference point,
and the PMF at other spacings di was back-calculated
through the series of �Gi,i+1.

To study the effect of surface charge of the nan-
otubes, we also carried out free energy calculations
with charged nanotubes. Natural and synthetic imogo-
lite exhibit relatively high cation exchange capacity [23].
This is mainly due to the surface charge distribution of



the tubes and from the net charge caused by isomorphous
substitution, according to, e.g. Gustafsson [24] andHeck-
man and Rasmussen [23], in either octahedral or tetra-
hedral layers. Considering the result by Gustafsson [24],
which shows a weak positive local charge in the outer
layer and a stronger local negative charge in the inner
layer, the surface charge in our simulationwas introduced
as a result of isomorphous substitution in the tetrahedral
inner layer. One Si atom in each 8.4 Å segment was sub-
stituted with Al atom resulting in a configuration with
Si:Al=294:138=2.13, leaving a net surface charge of
around 0.0276C/m2. To eliminate asymmetry, substitu-
tions in consecutive segments are 120 ◦ from each other
in the plan view. To keep the system charge neutral, Na+
ions were added as counterions. Since the system has
infinitely long nanotubes, which does not allow material
exchange between spaces inside and outside the tubes, we
considered two charged cases of which one has counteri-
ons within the tubes (case A for brevity) and the other
outside the tubes (case B).

2.2. Potential of mean force

PMF curves for the charge-neutral case through averag-
ing over different lengths ofMD trajectories are shown in
Figure 3. The calculated free energy exhibits good con-
vergence after averaging over 2.5 ns. In Figure 3(b), all
PMF curves are obtained through averaging over 2.5 ns.
The PMF curves exhibit characteristic oscillatory features
on top of a general trend, with approximately equally
spaced local minima by the size of a water molecule (3Å,
as is shown by the arrows on the bottom curve as an
example). The interaction is repulsive when two tubes
are close to each other. In the charge-neutral case and
case B, there are no dominant potential wells, which is
different from that of platelike particles, as presented in
[7] in the case of Na-montmorillonite and [8] in the
case of graphene, where there are much smaller oscil-
lations in PMF. In order to understand the differences
between platelike and cylindrical particles ormore gener-
ally between slit pores and open-pore space with curved
surfaces, we also studied thewater distribution in the next
section.

PMFs for both uncharged case and case B indicate
mostly repulsion between particles. We have found in
case A the charged nanotubes together with the counteri-
ons inside the tube exhibit net electric dipole moment in
the direction alignedwith the tubes. The dipolemoments
are largely constant during each NVT simulation. When
the distance between the tubes is small, the two dipole
moments tend to be in the same direction.When the dis-
tance between the tubes is greater than 30Å (correspond-
ing to the minimum of the potential well), they tend to

Figure 3. (a) Convergence of potential of mean force curve for
charge-neutral case; (b) potential of mean force curve for cases
with charge-neutral particles (middle), charged particles with
counterions outside (upper) and inside (lower). Thehorizontal axis
is the distance between the two nanotubes, and the vertical axis
the free energy or potential of mean force per unit length in the
longitudinal direction.

be in the opposite direction. The magnitude of the dipole
moments is largely the same. As a first approximation, we
also did a power law fitting for the tail part (d greater than
35Å) of the PMF curve for Case A and obtained a best
fit power exponent of −2.87 (with correlation coefficient
0.76), which is quite close to dipole–dipole interaction’s
linear dependence upon d−3. Since our aim is to investi-
gate microstructures that develop due to aggregation, we
have focused our subsequent mesoscale simulations on
charged imogolite nanotubes with interior counterions
(Case A) only.

2.3. Kernel density distribution of watermolecules
and hydrogen bonds

Kernel density estimation was carried out for oxygen
atoms in water molecules and hydrogen bonds. It is



Figure 4. Probability density distribution of water molecules (a, c, e) and hydrogen bonds (b, d, f ). The plots were produced with kernel
density estimation averaged over 500 configurations. Vertical axes are the likelihood to find an oxygen atom of water/a hydrogen bond.
(a) Water, between (lower solid box), (b) hydrogen bonds, between (lower solid box), (c) water, beside (upper solid box), (d) hydrogen
bonds, beside (upper solid box), (e) water, across, and (f ) hydrogen bonds, across (dashed box).

equivalent to a smoothed histogram or a probabil-
ity density function. The vertical axes of these plots
indicate the relative likelihood of finding an oxygen
atom or hydrogen bond. In the following discussion,
the name ‘density distribution’ is used for short. Each
curve is the result of averaging over 500 configura-
tions over 2.5 ns. Figure 4(a) shows the density dis-
tribution along the x-axis of oxygen atoms in water
molecules within the region between the tubes indi-
cated by the lower solid box in Figure 2. For a cer-
tain di, the region is x ∈ [63.5 − (di/2) + 11.09, 63.5 +
(di/2) − 11.09] = [74.59 − (di/2), 52.41 + (di/2)] and
y ∈ [31.5 − 11.09, 31.5 + 11.09] = [20.41, 42.59]. In
Figure 4(a), the density profiles share similar distribu-
tions, with the highest density close to the surface of the
nanotubes. This corresponds to a formation of a denser

water layer in the vicinity of the tubes comprising 1–2
layers of water molecules.

Structuring of water molecules is more prominent
in the region between the tubes. In Figure 4(c), distri-
bution of water molecules along x-direction within the
black box in Figure 2 is shown. For certain di, the region
is x ∈ [74.59 − (di/2), 52.41 + (di/2)] and y ∈ [31.5 +
11.09, 63.0] = [42.59, 63.0]. Unlike in Figure 4(a), the
peaks are less distinguishable in the density distribution
plots.

Along the perpendicular bisector of the centre-to-
centre line segment, we could also observe geometric
features of water molecules. Figure 4(e) shows the distri-
bution of water molecules along the y-direction within
the dashed box shown in Figure 2, corresponding to
the region: x ∈ [74.59 − (di/2), 52.41 + (di/2)]. Beyond



the edges of the two tubes (that is, y ∈ [0, 20.41) ∪
(42.59, 63.0]), water molecules are less structured.
Within the region covered by the lower solid box (that
is, y ∈ [20.41, 42.59]), distribution curves show peaks
at around fixed positions. The peaks, however, are not
equidistant from adjacent ones and are not of equal mag-
nitude, but are symmetric with respect to the centre line.

We also investigated the distribution of hydrogen
bondswithin the above-mentioned regions. A commonly
used geometric definition was adopted: a hydrogen bond
is said to be established when O–O distance of two
water molecules is less than 3.5Å, and that the H–O–O
angle is less than 30◦ [25]. As shown in Figure 4(b,d,f),
hydrogen bonds were found to have similar distribution
corresponding to that of bulk water.

3. Mesoscale simulation

3.1. Coarse-graining technique

Mesoscale simulations were carried out using the PMF
obtained in the nanoscale simulation. Nanotubes were
coarse-grained into a series of spherical subparticles
(Figure 5) treated as rigid bodies. Subparticles are linearly
aligned. Interaction between two nanotubes was treated
as the sumof pair-wise interactions between subparticles,
with intra-tube interactions excluded, i.e. the potential
energy of tubes A and B is,

UAB =
∑
α∈A

∑
β∈B

uαβ

Figure 5. Schematic representation of the coarse-grained parti-
cle, rendered with Visual Molecular Dynamics (VMD) [26].

Figure 6. Curve-fitting with LJ and LJ/Coulomb potential forms
according to free energy per length data.

Table 1. Parameters for systems with coarse-grained tubes of
different lengths.

Name for the system CG-12 CG-20 CG-24 CG-30 CG-40

Number of sub-particles 12 20 24 30 40
Equivalent tube length (Å) 100.8 168.0 201.6 252.0 336.0
Number of tubes 2000 1200 1000 800 600
Total simulation time (ps) 5000 5500 6500 7500 8500

LJ potential is adopted as a first approximation, that is,
the energy between subparticles α and β is

uLJαβ = 4ε
[(

σ

rαβ

)12
−

(
σ

rαβ

)6]

The parameters were obtained through curve fitting in
terms of free energy per length (Figure 6), which pro-
vides a good approximation of the trend in the computed
PMF. We considered tube lengths ranging from 100.8 to
336 angstroms, equivalent to radius to length ratios of
1:10 to 1:30 (Table 1 and Section 3.2), so that it is safe
to assume curve-fitting according to results from sim-
ulations with two tubes in parallel can provide us with
satisfactory results.

The fitted values are shown in Table 2 together with
other parameters. Mass and radius of subparticles were
chosen so at to represent the mass and longitudinal
moment of inertia of the corresponding segment of
imogolite.

3.2. Simulation setup

The mesoscale simulation was implemented using
LAMMPS [12]. We start with configurations with 32
tubes within a cubic simulation box with side length
100 nm on a cubic lattice (a = 500Å), followed by a
grand-canonical Monte Carlo (GCMC) simulation to



Table 2. Parameters for mesoscale force field.

Parameter Short Unit

ε 2.294 kcal/mol
9.6 kJ/mol

σ 27.1 Å
Subparticle mass 4752.69 g/mol
Subparticle diameter, φ 27.27 Å
Subparticle spacing, δ 8.4∗ Å

Notes: Calculation of mass and diameter of subparticles is shown in the
appendix. (*) subparticle spacing is actually smaller than the radius: subpar-
ticles were overlapping. But since particles were treated as rigid bodies, this
would not generate problem or unphysical phenomena.

put in enough nanotubes without overlapping. We con-
sidered five monodispersed cases. The total number
of subparticles was kept constant to be 24,000, and
the lengths of the tubes were chosen to be 100.8,
168, 201.6, 252, and 336Å, corresponding to 12, 20,
24, 30, and 40 subparticles per tube, respectively. In
the following discussion, the systems will be named
‘CG’ (representing ‘coarse-grained’) followed by the tube
size. The systems were then relaxed with MD sim-
ulation in a canonical ensemble (NVT) at 300K for
more than 5.0 ns with a time step of 1 fs. The dura-
tion of their respective simulations is sufficient to allow
full relaxation of the system (see Section 3.4). Tem-
perature control was achieved with the Nosé–Hoover
thermostat [13,14].

3.3. Validation of simulation

To check the convergence of the systems, we examined
the thermodynamic variables. Figure 7 shows the evolu-
tion of temperature, pressure, and ratio of kinetic to total
energy of the system CG-12 for the first 2.5 ns of simula-
tion. Other systems show similar results. Thermostats for
all systems secured the convergence of temperature to our
desired values and pressure response also stabilised. The
proportion of kinetic energy also converged.

3.4. Aggregation behaviour

Figure 8 shows the configurations of systems CG-12, CG-
24 and CG-40 in the beginning and at the end of the
simulations. The initial configurations from GCMC sim-
ulation are completely random. At the end of NVT sim-
ulations, tubes align with nearby tubes and form stacks.
Shorter tubes give rise to stacks that aremore distinguish-
able than those of longer tubes. The stacks do not exhibit
observable long-range order as is found in [28], where
the researchers have observed liquid crystalline columnar
phase through various imaging technologies. The reason
for this might be the difference between the systems in
terms of tube lengths, electrolyte, pH, and the presence of
an external electric field. These could all be good orien-
tations for further development of this research study. To

Figure 7. Time evolution of thermodynamic variables of the systemwith tubes with 12 sub-particles: (a) temperature, (b) pressure, and
(c) energy ratio.



Figure 8. Configurations of three systems (CG-12, 24, and 40) in
the beginning and end of the simulations. Size of the subparti-
cle was downscaled to 3 Å in radius for clearer observation of the
aggregation behaviour. Rendering was achieved with OVITO [27].
(a) CG-12, initial; (b) CG-12, after 5000 ps; (c) CG-24, initial; (d)
CG-24, after 6500 ps; (e) CG-40, initial; and (f ) CG-40, after 8500 ps.

further analyse the geometry quantitatively, we calculated
the order parameter of the assembly for snapshots taken
along the process of relaxation. The order parameter S
was defined as in [29,30],

S =
〈
3 cos2 θ − 1

2

〉

where the average was taken over all tubes and θ is the
angle between the unit vector of each tube and the direc-
tor vectorn of the assembly. The director vector is defined
as the major eigenvector of the order tensor,

Q = 1
N

N∑
p=1

(
up ⊗ up − 1

3
1
)

i.e. the average of the deviatoric part of the projection
tensor for the unit vector up of tubes p = 1, 2, . . . ,N.

Figure 9. Evolution of order parameter (a) and normalised num-
ber of stacks (b) with time. The number of stacks are normalised
by the total number of imogolite nanotubes. Individual tubes not
attached to others are counted as stacks with a size of 1. Ns refers
to the number of stacks, and Np the total number of particles.

When the nanotubes are linearly aligned (prolate), θ will
be close to 0 or π , and hence, S → 1. In contrast, when
S is a minimum (−0.5) the nanotubes are orthogonal to
each other (oblate). The case with S = 0 corresponds to
random orientation (isotropic) [30].

Figure 9(a) shows the effect of tube length on the evo-
lution of the order parameter. For all cases, S remains in a
small range 0.05–0.20. This means that the initial config-
urations generated by the GCMC simulation are random,
and the aggregation process does not give rise to a pre-
ferred orientation of the tubes, which means the orienta-
tion of the stacks formed during the process are randomly
oriented. This could also be observed in Figure 10 show-
ing the radial distribution function at the beginning and
end of the simulations. In the beginning, the radial distri-
bution functions are like those for ‘gaseous phase’. This
means the initial configurations are dilute and tubes are
uncorrelated. At the end of the simulation, the nanotubes
exhibit correlations as in the liquid phase, especially in
the case of CG-20 and CG-24.



Figure 10. Radial distribution function calculatedwith respect to
the centres-of-mass of the tubes at the end of the simulations.

Figure 11. Probability density distribution of finding a tube in a
stack of a certain size at the final configurations of systems (a) CG-
12 and CG-20; (b) CG-24, CG-30, and CG-40. Stacks of size 1 are not
shown in the plots. (a) CG-12 andCG-20, and (b) CG-24, CG-30, and
CG-40.

Apart from this, we also looked into the stack size and
number of stacks in the assembly. Here a stack is defined
geometrically by the following criteria:

(1) distance between centres-of-mass of the tubes is less
than 40Å and angle θ between unit vectors satisfies

cos2 θ > 0.95 (very well aligned, acute angle less
than 12.9◦); or

(2) if tubes A and B belong to one stack, and B and C
belong to one stack, then A and C belong to one
stack.

Figure 9(b) shows the evolution of the number of
stacks with time. If a tube does not form any stack with
other tubes, it is counted as a stack of 1 tube. The num-
ber of stacks is normalised by the total number of the
tubes in the system. All systems formmore stacks during
the simulation process, and the number of stacks tends
to level out in the end. Short tubes tend to form more
stacks than longer tubes. A difference in the dimension
ratio by a factor of around 3.3 (40 to 12 subparticles) can
lead to a difference in the normalised stack number by
a factor of around 4 (0.8 to 0.2). We also study the stack
size distribution of the final configurations of the systems
(Figure 11). Shorter tubes like CG-12 and CG-20 have a
large span of stack sizes and a relatively high proportion
of the tubes form large stacks containing up to 91 tubes
(CG-12). However, in the case of longer tubes (CG-24,
CG-30, and CG-40), tubes tend to form less large stacks,
and most tubes are found to be in stacks of 2–4 tubes.

4. Conclusions

In this paper, we have studied the aggregation of imogo-
lite nanotubes with nanoscale andmesoscaleMD simula-
tions. Nanoscale simulations of two parallel tubular tubes
provided us with the potential of mean force between the
tubes, which was subsequently used to calibrate an effec-
tive interaction function between coarse-grained tubes.
Mesoscale simulations of tubes with various lengths were
carried out with the coarse-grained effective tube–tube
interaction function, and their aggregation behaviour
was studied. We found that shorter tubes were better at
forming large aggregates or stacks of parallel tubes and
present a greater potential of forming membrane-like
microstructures. Further investigations are taken in the
direction of altering the surface chemistry of the tubes,
tuning the salinity of the solution, and adjusting the tem-
perature and pressure of the systems to find the optimal
stacking condition.We also plan to refine the representa-
tion of the computed PMF curve by either combining LJ
and Yukawa potentials [31] or Fourier series [32].Wewill
also plan to study the mechanical properties of the tube
assembly [33] as a function of their length.
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Appendices

Appendix 1. CLAYFF force field

CLAFF is a force field proposed in [15]. The parameters was
obtained using structural and spectroscopic data fitted to some
simple compounds. It consists of non-bonded and bonded
interactions, of which the former includes long-range Coulom-
bic interactions and cut-off van der Waals interactions in
Lennard–Jones form, and the latter includes harmonic bond
and angle stretching terms, i.e.

Utotal = Ubond + Uangle + UCoulomb + UVdW

The four terms take the following forms:

Ubond
ij = k1(rij − r0)2

Uangle
ijk = k2(θijk − θ0)

2

UCoulomb
ij = 1

4πε0

qiqj
rij

UVdW = εij

[(
σij

rij

)12
− 2

(
σij

rij

)6]

where rij, qi, qj and θijk are the distance between atoms i and j,
their charges and the angle formed by atoms i, j, and k; k1, k2,
r0, and θ0 are constants; ε0 is the dielectric constant of vacuum;
σij and εij are constants that are specific to atom types of atoms
i and j and is calculated from per-type property through

εij =√
εiεj

σij = 1
2
(σi + σj)



Table A1. Non-bonded parameters in CLAYFF force field.

Charge, q ε σ

Atom type (e) (kcal./mol) (Å)

Octahedral Al 1.5750 1.3298×10−6 4.7943
Tetrahedral Al 1.5750 1.8405×10−6 3.7064
Tetrahedral Si 2.1000 1.8405×10−6 3.7064
Octahedral Mg 1.3600 9.0298×10−7 5.0909
Water H 0.4100 0.0 0.0
Hydroxyl H 0.4250 0.0 0.0
Water O –0.8200 0.1554 3.5532
Hydroxyl O –0.9500 0.1554 3.5532
Hydroxyl O near substitution –1.0808 0.1554 3.5532
Clay O –1.0500 0.1554 3.5532
Clay O near octahedral substitution –1.1808 0.1554 3.5532
Clay O near tetrahedral substitution –1.1688 0.1554 3.5532
Sodium ion Na+ 1.0000 0.1301 2.4178

Note: In this table, ‘near’ means ‘adjacent to’.

Table A2. Bonded parameters in CLAYFF force field.

Type k r0 (Å) θ0 (deg)

O–H bond 554.1349 kcal/Å2.mol 1.0 –
H–O–H angle 45.768 kcal/rad2.mol – 109.47

The parameters mentioned above are listed in Tables A1
and A2. In LAMMPS, the LJ potential takes a slightly different
form,

ŨLJ
ij = 4ε̃ij

[(
σ̃ij

rij

)12
−

(
σ̃ij

rij

)6]

Conversion between the two sets of parameters are

ε̃ij = εij

σ̃ij = σij
6√2

Appendix 2. Subparticle properties in mesoscale
model

The mass of a subparticle in the mesoscale simulation was
obtained from longitudinal line density of the imogolite nan-
otube, which was 565.797 g/Å.mol, so that

Msub = λL = 565.797 × 8.4 = 4752.69 g/mol (A1)

The radius was calculated so as to keep the longitudinal com-
ponent of the moment of inertia correct. For a spherical sub-
particle, Isubparticle = 2

5MR2reduced = Ireal, so that

Rreduced =
√
5Ireal
2M

= 13.635Å

or in terms of diameter φ = 27.27Å. This is common to sub-
particles in all tubes.
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