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Abstract—Pseudo-Random Number Generators (PRNG) are omnipresent in computer science: they are embedded in all approaches of numerical simulation (for exhaustiveness), optimization (to discover new solutions), testing (to detect bugs) cryptography (to generate keys), and deep learning (for initialization, to allow generalizations).... PRNGs can be basically divided in two main categories: fast ones, robust ones. The former have often statistical biases such as not being uniformly distributed in all dimensions, having a too short period of time,.... In the latter case, statistical quality is present but the generators are not fast. This is typically what is encountered when running a cryptographically secure PRNG. In this paper, we propose alternative architectures, based on jumps in N-cubes, that provide fast and robust PRNGs for efficient simulations, but not exclusively for that.

Index Terms—PRNG, Hamiltonian Cycles, FPGA, Simulation.

I. INTRODUCTION

Hardware devices for performing simulations are multiple: multi-core processors, GPU cards, FPGA cards. Each device is dedicated to a family of simulations and none should be privileged over the others. Simulation methods, prediction of parameters such as the Monte-Carlo method, are based more or less on the generation of random events that allow the simulation of random physical events [1]. Many (pseudo)random number generators have been proposed, but few can be used for serious simulations: their statistical qualities are not sufficient to ensure that the simulation will reflect all the cases that may appear in reality.

But the use of Pseudo-Random Number Generators (PRNG) is not limited to simulation, even if this field represents an important part of their applications. PRNGs can indeed be found in public applications like random game universes, search for new optimums in operational research, cryptography, ....

Design of such PRNGs must fulfill some essential properties to ensure that their use will not jeopardize the quality of the overall application. Those properties can be listed as:

• Statistical robustness: the PRNG must generate bits sequences as close to real random sequences as possible. This implies that the PRNG is an implementation of a mathematical probability distribution. In other words, each member of the output family, all tuples, all sets or intervals of the same length on the distribution, are equally probable. Today, verifying these types of properties is achieved by performing statistical tests on generators. These only check some properties about random variables for predefined parameter values. Among the set of PRNGs statistical evaluation batteries, the reference one is the TestU01 [2].

• Speed or throughput: the PRNG must be able to reach high throughput. This is equivalent to use as less machine cycles as possible to generate one bit or one word of bits. This implies that the PRNG must perform the least operations as possible for each generation. For example, the use of multiplications has a great impact over the performance and area of hardware implementations and should be avoided [3].

• Size: the PRNG must be as small as possible so that it can be integrated in embedded systems (as a chip e.g.). This implies to use an inner state that is as small as possible. Also, the number and the nature of operations may be dramatic for this feature, when considering the hardware implementation on chips (FPGA,...).

In the scope of this paper, we do not consider cryptographic aspects, but we address all the other features. We propose several PRNG designs that allow to fulfill at least the first two criteria given above. Also, we keep in mind the problem of the size and we try to limit it whenever it is possible.

This article is organized as follows. The next section gives the background over PRNGs that is required to fully understand our work. Then, Section III shows how to produce PRNGs based on one jump in a N-cube, and studies them with respect to efficiency (on CPUs and on FPGAs) and to statistical properties. Section IV adds one step to this kind of combinations and shows how this additional step improves PRNGs in terms of statistical quality without reducing the efficiency. Section V provides a theoretical boundary of the mixing time of this family of generators. This demonstrates that the number of jumps can be very small without reducing the statistical quality of the PRNG. Section VI presents some numerical experiments on this family of generators. Section VII summarizes this work and provides some perspectives.

II. BACKGROUND

As far as we know, it is an issue to gather statistical robustness and high speed in a same PRNG. Currently, the fastest PRNG are not robust as they do not pass the TestU01 which is a reference to evaluate statistical robustness.
On the other hand, robust PRNGs are slower as they contain either more operations or more complex ones.

Quoting [4], [5], a Random Number Generator (RNG) can be defined by a tuple \((S, f, g, U, x^0)\), in which \(S\) is the internal state space of the generator, \(U\) is the random output space, \(f : S \rightarrow S\) is the transition mapping function, \(g : S \rightarrow U\) is the output extractor function given from a given state, and \(x^0\) is the seed, see Fig. 1. The random output sequence is \(y^1, y^2, \ldots, \) where each \(y^{t+1} \in U\) is generated by the two main steps described thereafter. The first step applies the transition function according to the recurrence
\[
x^{t+1} = f(x^t),
\]
where \(f\) is an algorithm. The configuration \(x^{t+1}\) is the new internal state. The second step consists in applying the generator function, further denoted as \(g\), to the new internal state \(x^{t+1}\) leading to the output \(y^{t+1} = g(x^{t+1})\).

The addressed question in this work is: Does there exist a combination (and what kind of combination) of lightweight PRNGs whose throughput on this support is higher than the previous ones whilst passing all the statistical tests of TestU01?

III. ONE JUMP IS NOT SUFFICIENT

A set of PRNGs has been selected for evaluation purpose:

- The size of state space \(S\) and thus the size of the output space \(U\) is the first criterion we consider. Indeed, it is in direct relation with the area that is required to be reserved on the FPGA. A priori, the smaller the size of the spaces, the smaller the area deployed on the FPGA to process data of these spaces.
The underlying mechanism of pseudo-random number generation directly influences both the quality of the sequence of generated bits and the time required to generate them. It is well known that it is not efficient to implement products with large factors on FPGAs. A PRNG based on a LCG \( x^{t+1} = (a \cdot x^t + c) \mod m \) with a large \( a \) multiplier can be efficiently deployed on CPU (where the multiplication operation is not an issue anymore) but not on FPGA.

The ability to pass the test TestU01, the TestU01 informs us about the intrinsic qualities of the generator that will be integrated internally into our combination approach. To fully pass the TestU01, it is not hard to understand that it is a priori better to use internally a generator that passes almost all the statistical tests of the TestU01 than to use a generator that fails most of them.

Among all PRNGs, seven have been selected according to these criteria. First of all, a set of four efficient PRNGs based on the LFSR scheme, namely LFSR113 [9], Taus88 [2], Xorshift128+ [10] and Xoroshiro128+ [11] whose internal space is lower or equal to \( 2^{128} \). Notice that none of these generators use multipliers and all of them fail the Linear Complexity test of TestU01. For efficiency comparison purpose, we have furthermore evaluated three PRNGs that succeed the whole TestU01, namely PCG32 [7] (based on a LCG and a permutation function), Taus88+PPCG32 [8] (a combination of Taus88, for jumping in the 32-cube, and of a permutation function based on a simplified version of PCG32) and CIPRNG [12] (a combination of three Xorshift based PRNGs).

Results of this evaluation are summarized in Table I. The second column gives the size of the internal state space \( S \). The third one specifies which part of TestU01 has failed (if any). For this family of test, each PRNG is evaluated 100 times, with a different random seed each time. Only tests that systematically fail, \( (i.e., \text{100 times with } p\text{-values less than } 10^{-15}) \) are reported here. The fourth one indicates how many cycles are required to generate 1 byte using Lemire’s evaluation tool [13]. Finally, the last two columns present the throughput (in Gb/s) and the area (in Gate Equivalent) obtained with the FPGA implementation of each PRNG.

The hardware implementation of the selected PRNG are evaluated by using Xilinx Vivado tool and Digilent Zybo Z7-10 Board (PRNG of 64-bit uses Zybo Z7-20). The physical implementation results are based on two parameters, the frequency of the circuit and the output range, whose multiplication gives the throughput [12]. The gate equivalent area \((\text{FF+LUT}) \times 8\) is only evaluated by Flip-Flop (FF) and Lookup-Table (LUT), which are the base elements for each FPGA technologies (the slice parameter is calculated differently for Xilinx or Alteras).

Because multiplications are widely used in PRNGs, they can be implemented with DSP. However, in hardware level, these arithmetic operations (especially the multiplication) are hard coded inside the tools (Xilinx) using optimized algorithms for that. Unlike the CPU or GPU, all arithmetic operations in FPGA are executed in parallel using Distributed Arithmetic with less space and power usage (no complex multi-tasking or multi-core used). They perform a multiply-and-add operation at the same time using most basic logic elements (LUTs in FPGA). Their size and performance depend on both the word length and their binary representations, regarding dynamic range and precision.

### Table I: Statistical and Efficiency Evaluation of Linear PRNGs

<table>
<thead>
<tr>
<th>PRNG</th>
<th>Output size</th>
<th>Size of ( S )</th>
<th>TestU01 failures (if any)</th>
<th>Nb cycles/bytes on CPU</th>
<th>Throughput (Gb/s)</th>
<th>Area (GE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFSR113</td>
<td>32</td>
<td>128</td>
<td>Matrix Rank Linear Comp</td>
<td>2.6</td>
<td>16.49</td>
<td>1984</td>
</tr>
<tr>
<td>Taus88</td>
<td>32</td>
<td>96</td>
<td>Matrix Rank Linear Comp</td>
<td>2.64</td>
<td>16.52</td>
<td>1616</td>
</tr>
<tr>
<td>PCG32</td>
<td>32</td>
<td>64</td>
<td>No test failed</td>
<td>1.86</td>
<td>9.29</td>
<td>6106</td>
</tr>
<tr>
<td>Taus88+PPCG32</td>
<td>32</td>
<td>128</td>
<td>No test failed</td>
<td>3.8</td>
<td>6.95</td>
<td>4936</td>
</tr>
<tr>
<td>CIPRNG</td>
<td>32</td>
<td>352</td>
<td>No test failed</td>
<td>4.01</td>
<td>8.50</td>
<td>10720</td>
</tr>
<tr>
<td>Xorshift128+</td>
<td>64</td>
<td>128</td>
<td>Linear Comp</td>
<td>0.9</td>
<td>15.77</td>
<td>2784</td>
</tr>
<tr>
<td>Xoroshiro128+</td>
<td>64</td>
<td>128</td>
<td>Linear Comp</td>
<td>1.09</td>
<td>14.88</td>
<td>2312</td>
</tr>
</tbody>
</table>

It is clear from Table I that PRNGs like LFSR, Taus, Xorshift and Xoroshiro have the highest throughput and lowest areas compared to the others. These results confirm the first remark concerning the drawback of using arithmetic operations or physical accelerators such as DSP.

As an example, it can be seen that PCG32 takes 1.86 Cycle/Byte in CPU execution where physical accelerators are used to optimize 64-bit multiplications. However, in the domain of PRNGs, the goal is physical implementation for industrial uses as ASIC, in which these accelerators must be built from scratch to meet timing. Indeed, these is why in hardware implementation of PCG32, the number of cycles increases (20 cycles) with partial product, conducting to a limited throughput.

The embedded PRNG is considered here to be a black box: the internal state space, its 32-bit output \( s^t \), are known, but there is no change in the code of this embedded generator. The studied space is \( E^{32} \) and the state we are interested in is a vector \( x^t = (x[0]^t, \ldots, x[31]^t) \) of this space. Two jumping approaches are defined.

The first one corresponds to a jump from \( x^t \) into the complete 32-cube following the \( s^t \) strategy. Formally, we have

\[
x^{t+1} = x^t \oplus s^t,
\]

or, in other words, \( f \) of the equation (1) is the binary negation function restricted to items defined by \( s^t \).

The second approach corresponds to a jump into a 32-cube in which a balanced oriented Hamiltonian cycle has been removed. It has indeed been shown that removing a Hamiltonian cycle in an N-cube does not change its strong connectivity [14]. Intuitively, the proof is based on the fact that no edge of the same Hamiltonian cycle taken in the opposite direction is removed and that this cycle allows, at least, to connect all the vertices between them. In addition, it has also been shown that the associated Markov matrix to this type of jump is also doubly stochastic [14], which is a necessary and sufficient condition for the output to be uniformly distributed. Basically, the proof is that exactly one outgoing edge is
removed from each vertex in a N-cube (whose Markov Matrix is obviously doubly stochastic) and its associated probability is reallocated to the loop over this vertex. Notice that strong connectivity is not is not guaranteed if two Hamiltonian cycles are removed (the proof is left to the reader).

Table II shows experiments on combining one PRNG with a jump, either in the complete N-cube (and denoted as PRNG-XOR) or in a N-cube where a Hamiltonian cycle is removed (denoted as PRNG-HAM). What can be first deduced is that applying a XOR does not solve any failure in Matrix Rank or Linear Comp tests. For the former, it is not a surprise. The output $y^{t+1}$ of this kind of generator is indeed a configuration in $\mathbb{B}^{32}$ resulting of an exclusive or between the previous output $y^t$ and the output of a combined LFSR whose recurrence equation is $x_{i+q}^t = x_{i+q}^t \oplus x_i^t$. In other words, $y^{t+1} = y^t \oplus x^t$.

It is a simple exercise to prove by recurrence on $t$ that $y_{i+q}^t = y_{i+q}^t \oplus y_i^t$ for any $t$, $i$, $y$ is an LFSR and that such kind of generator fails the Matrix Rank test.

### Table II: Combining PRNGs with a jump, in the 32-cube

<table>
<thead>
<tr>
<th>PRNG</th>
<th>Size of $S$ (bits)</th>
<th>TestS01 failures (if any)</th>
<th>Nb cycles/bytes on CPU</th>
<th>Throughput (Gb/s)</th>
<th>Area (GE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFSR113-HAM</td>
<td>160</td>
<td>Random Walk 1</td>
<td>5.19</td>
<td>9.73</td>
<td>3729</td>
</tr>
<tr>
<td>LFSR113-XOR</td>
<td>128</td>
<td>Random Walk 1</td>
<td>4.81</td>
<td>9.68</td>
<td>3392</td>
</tr>
<tr>
<td>Taus88-HAM</td>
<td>128</td>
<td>Matrix Rank, Linear Comp</td>
<td>3.61</td>
<td>16.15</td>
<td>1927</td>
</tr>
<tr>
<td>Taus88-XOR</td>
<td>128</td>
<td>Matrix Rank, Linear Comp</td>
<td>3.61</td>
<td>16.15</td>
<td>1927</td>
</tr>
</tbody>
</table>

In terms of throughput and area, the use of Hamiltonian cycles induces a decrease of throughput, due to an important increase of area. Indeed, the impact over the throughput is lighter than over the area. The important increase in area is due to the hardware implementation of the cycles functions. Its limited impact over the throughput comes from using only 8-bits Boolean arithmetic operations in parallel without any hard macro as memories or DSPs.

### IV. One Jump and One Mixing based PRNG

Section IV-A starts with presenting the proposed combining of PRNGs. Section IV-B shows how the allowed bits in the PRNGs were technically stored. Finally, Section IV-C presents candidates for combinations.

#### A. General Scheme Proposal

According to the previous results, we have designed a general scheme of PRNG that includes the removing of a Hamiltonian cycle in the N-cube of internal state. This scheme involves two (weak) PRNGs that respectively correspond to $f$ and $g$ functions in Fig. 1. It can be described as in Listing 2. Concerning the building of the strategy, i.e., the st value that is XORed to the current internal state, there are two possibilities that depend on the function allowedBits. In the classical case, where there is no constraint and the jump can be everywhere in the N-cube, the allowedBits function always returns a 32-bits word with all bits with value 1. In the other case, where a Hamiltonian cycle is removed, the allowedBits function must return a 32-bits word with ones everywhere save at some positions corresponding to the forbidden dimensions for the current move. As these forbidden dimensions depend on the current state, i.e., the current position in the N-cube, the allowedBits function must take the current state as parameter. This additional constraint of forbidden dimensions represents an increase in complexity that can be useful for the robustness of the final PRNG.

Listing 2: General PRNG scheme using two inner PRNGs

```plaintext
// Get the current moving strategy in the n-cube
st = state.str(); // str() is a 32-bits PRNG
// Get the mask of allowed bits
ab = state.allowedBits(state.currentValue);
// Updating of the strategy according
// to the allowed bits
st = st & ab;
// New internal state deduced from a XOR between
// the current state and the moving strategy
state.currentValue = (state.currentValue ^ st);
// PRNG output deduced from the current state
// sent through the mixing function
return state.mix(state.currentValue);
```

#### B. Details over the allowedBits function

As described above, the allowedBits function must return the mask of dimensions of the N-cube along which a move is possible according to the current position. To build this mask, a Hamiltonian cycle would be required in the 32-cube. However, although it would be possible to find such a cycle by using one of the generation algorithms designed in [15], [16], this is not done in practice, due to the very large state space. Indeed, the description of a Hamiltonian cycle requires to store at least the dimension index (i.e., $2^{32}$ values for a cycle in a 32-cube) for each vertex in the N-cube, which is not pertinent in the current context.

So, in order to get smaller storage requirements, the 32-bits word is divided into sub-words of $k$-bits each ($k=8$ or $16$). For 16-bits sub-words, two Hamiltonian cycles in 16-cube are needed, requiring $2^{16}$ indices each, leading to a total storage of $2^{17}$ values. For 8-bits sub-words, four Hamiltonian cycles are needed in 8-cube, leading to only $2^{10}$ values to store. Although N-cubes of any dimension between 2 and 32 may be used, it is better, for statistical quality, to use sufficiently large dimensions as well as dimensions that are powers of 2. Indeed, such dimensions of N-cubes are the only ones to provide totally balanced Hamiltonian cycles. This is why we consider in this work only N-cubes of dimension 8 or 16.

The direct consequence over the allowedBits function is that it must manage several cycles (two or four) instead of only one. This is done by concatenating the $k$-bits cycles states in order to obtain the 32-bits internal state of the PRNG, as depicted in Figure 2.

In classical programming language such as C/C++, such word concatenation can be directly achieved by using the union structure, as shown in Listing 3. This allows us to get access to different parts of the same memory location, which is the PRNG internal state in our case.

Finally, according to performance aspect, it is more efficient to directly store the mask of allowed bits per N-cube vertex.
(denoted as \( a \) in Listing 2), as it avoids building that mask dynamically during the PRNG process.

Listing 3: Union structure used as a polymorphism of the PRNG internal state.

```c
typedef union {
  // 32-bits integer representing
  uint32_t t1;
  // the PRNG internal state
  // two 16-bits integers representing
  uint16_t s[2];
  // the cycles in 16-cubes
  uint16_t s[2];
  // four 8-bits integers representing
  // the cycles in 8-cubes
  uint8_t s[4];
  // the PRNG internal state
  // 32-bits integer representing
  // 32-bits cycles)
  uint32_t i;
  // the respective states of each cycle
  // the current state
  // 1st 8-cube
  // 2nd 8-cube
  // 3rd 8-cube
  // 4th 8-cube
  // state
} Union;
```

Following this construction, the \( \text{allowedBits} \) function can be described by Listing 4. In this code sample, the cycles are stored in two dimensional arrays whose first dimension is the cycle number, and the second dimension is the vertex number in the N-cube. The content of array cell \([i][j]\) is the mask of allowed bits at vertex \( j \) in cycle \( i \).

Listing 4: \( \text{allowedBits} \) function with the current state parameter \( \text{curState} \).

```c
// Union used to manage the cycles
Union u;
// Setting the current state into the union
u.i = curState;
// 32-bits integer
// Getting the respective states of each cycle
// (example with two 16-bits cycles)
// 0
u.s[0] = cycle[0][u.s[0]]; // Allowed bits for vertex
// 1
u.s[1] = cycle[1][u.s[1]]; // Allowed bits for vertex
// Shift update for two cycles (0 and 1)
// vertex u.s[0] in the other cycle
// vertex u.s[1] in the other cycle
// Concatenation of allowed bits of the cycles
return u.i;
```

The obtained PRNG scheme allows us to easily build many PRNGs by combining two 32-bits PRNGs and a given number of Hamiltonian cycles in \( k \)-cubes. However, in this scheme, the use of multiple cycles could be seen as a weakness, due to their limited size (implying small periods) and their independent use. Nevertheless, this can be overcome by mixing their respective evolutions. This is done by circularly shifting the cycles at each execution of the \( \text{allowedBits} \) function, as depicted in Listing 5. In this algorithm, only one additional variable is required to store the current shifting position, as well as a few operations on the cycles indices.

From a probabilistic point of view, we will show in the next section that when one Balanced Hamiltonian cycle per cube is removed, it is sufficient to invert all the bits on average 4 iterations, i.e., to reach any vertex. The same is obviously true when, in addition, at each iteration, the balanced Hamiltonian cycle of a another 1-byte group is used.

Listing 5: \( \text{allowedBits} \) function with cycles shifts

```c
// Current shift of the cycles
static char cycleShift = 0;
...
// Shift update for two cycles (0 and 1)
cycleShift = 1 - cycleShift;
...
// Getting the allowed bits for
// the respective states of each cycle
// (example with two 16-bits cycles)
// 0
u.s[0] = cycle[cycleShift][u.s[0]]; // Allowed bits for vertex
// 1
u.s[1] = cycle[1 - cycleShift][u.s[1]]; // Allowed bits
// for vertex u.s[1] in the other cycle
```

In the following subsection, we present different PRNG constructions, based on this general scheme, and for each one we consider two versions, with and without cycles shifts.

C. Considered combinations of PRNGs

As described previously, there are many possible variants to build a PRNG by using our general scheme. In addition to the choices of strategy and mixing functions, comes the number of sub-words (N-cubes) to decompose the PRNG output word. In the scope of this study, we consider only \( N \)-cubes of dimension 8 or 16. Also, as our general scheme requires two 32-bits words internally, one for the strategy and one for the mixing, we have considered to use one 64-bits PRNG instead of two 32-bits PRNGs. For performance sake, we have selected some very fast 64-bits PRNGs, given in Table I.

Selected combinations given in Table III consider both variants with and without cycle shifts.

![Figure 2: Concatenation of several \( k \)-bits cycles states to compose the 32-bits PRNG internal state: (a) Four 8-bits cycles (b) Two 16-bits cycles.](image)

Table III: Combinations of PRNGs used in the general scheme

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Mixing</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFSR</td>
<td>Taus88</td>
</tr>
<tr>
<td>Xorshift128+</td>
<td>Xorshift128+</td>
</tr>
<tr>
<td>Taus</td>
<td>LFSR</td>
</tr>
<tr>
<td>Xorshift128+</td>
<td>Xorshift128+</td>
</tr>
</tbody>
</table>
V. CONVERGENCE RATE

The are two main approaches to measure the convergence rate of a Markov Chain, i.e., how fast it converges to the stationary distribution: the mixing time and strong stationary times. The mixing time of a Boolean function in the N-cube provides accurate information on the average number of iterations that are sufficient to provide an output with a uniform distribution, to the nearest epsilon. The use of Markov chains makes it possible to demonstrate that this average number of iterations is constant. In a previous work, in which walking in a N-cube (each move is along only one dimension at a time) was considered instead of jumping (what we do in this article), it has been proven that a upper bound of this number was in $N \times \log(N)$, where $N$ is the number of produced bits. Strong stationary times mathematically ensure that the limit distribution is reached.

Using a classical result on symmetric and ergodic Markov chains, walking or jumping in a N-cube where a Hamiltonian cycle has been deleted induces a Markov chain $M$ whose stationary distribution $\pi$ is the uniform one (see [14] for details). Let us then recall some probabilistic definitions of mixing and strong stationary times.

First of all, let be given two distributions $\mu$ and $\pi$ on the same set $\Omega$, the Total Variation distance $||\mu - \pi||_{TV}$ is defined by:

$$||\mu - \pi||_{TV} = \max_{A \subset \Omega} |\mu(A) - \pi(A)|.$$  

Let then $M(x, \cdot)$ be the distribution induced by the $x$-th row of the Markov matrix $M$. If the Markov chain induced by $M$ has a stationary distribution $\pi$, then we define

$$d(t) = \max_{x \in \Omega} ||M^t(x, \cdot) - \pi||_{TV}.$$  

Finally, let $\varepsilon$ be a positive number, the mixing time with respect to $\varepsilon$ is given by

$$t_{\text{mix}}(\varepsilon) = \min\{t \mid d(t) \leq \varepsilon\}.$$  

Intuitively, it defines the smallest iteration number that is sufficient to provide a deviation lesser than $\varepsilon$ to the stationary distribution, which is here the uniform one. It is known that $t_{\text{mix}}(\varepsilon) \leq t_{\text{mix}}(1/4) \log_2(\varepsilon^{-1})$.

Intuitively, strong stationary time in a Markov chain is the instant when the stationary distribution is reached. Let $t_{\text{stop}}$ be the first time all the elements of $[1,N]$ could have been inverted. More precisely, for any element $x$ in the N-cube (where an Hamiltonian cycle has been removed), we denote by $\text{mv}(x)$ the set of elements $j \in \{1, \ldots, N\}$ such that $(x,y_j)$ (where $y_j$ is obtained from $x$ by just switching the $j$-th bit) is an edge in this modified N-cube. For a Markov Chain $(x_i)$ in the modified N-cube, the random variable $t_{\text{stop}}$ is defined as the minimum $t$ such that $U_{t-\text{stop}}^t \text{mv}(x_i) = \{1, \ldots, N\}$. Each bit of $x_{t_{\text{stop}}}$ is uniformly distributed, proving that $t_{\text{stop}}$ is a strong stationary time. We have the following theorem.

**Theorem 1.** $E[t_{\text{stop}}]$ is less than 4.

**Proof.** Let us consider a N-cube where a balanced Hamiltonian cycle has been removed. We re-use some notations introduced in [15] to define a balanced Hamiltonian cycle. Let $L = w_1, w_2, \ldots, w_{2N}$ be the sequence of a N-bits cyclic Gray code. The transition sequence $S = s_1, s_2, \ldots, s_{2N}$, $1 \leq i \leq 2N$, indicates which bit position changes between code-words at index $i$ and $i + 1$ modulo $2N$. The transition count function $\text{TC}_N : \{1, \ldots, N\} \rightarrow \{0, \ldots, 2N\}$ gives the number of times $i$ occurs in $S$, i.e., the number of times the bit $i$ has been switched in $L$.

Let $N$ in $2^N$, and $a_N$ be defined by $a_N = 2 \lfloor \frac{2N}{2^N} \rfloor$, where $\lfloor x \rfloor$ denotes the greatest integer less than or equal to the real number $x$. A cyclic Gray code is balanced if and only if for any bit position $i$, $1 \leq i \leq N$,

$$a_N \leq \text{TC}_N(i) \leq a_N + 2.$$  

In the first stage, $N - 1$ bit can be modified. Since jumps are executed in an $N - cube$ where a Hamiltonian path has been removed and without loss of generality, we can consider that the first bit cannot be switched. Let us consider the jump done and let $C$ be the reached configuration. It remains thus to calculate how many jumps are required to have the possibility to modify the first bit.

In the configuration $C$, the probability that the first bit cannot be switched again is $p'$ where

$$\frac{a}{2^N} \leq p' \leq \frac{a + 2}{2^N}.$$  

The probability of the complementary event, i.e., to be able to switch the first bit, is $p = 1 - p'$, which can be bounded as follows.

$$1 - \frac{a + 2}{2^N} \leq p \leq 1 - \frac{a}{2^N}.$$  

The random variable that counts the number of jumps required to switch this first bit follows a geometric distribution of success $p$. Its expected value is $E = \frac{1}{p}$ which can be bounded as follows:

$$\frac{1}{1 - \frac{a}{2^N}} \leq E \leq \frac{1}{1 - \frac{a + 2}{2^N}},$$  

i.e.,

$$\frac{2^N}{2^N - a} \leq E \leq \frac{2^N}{2^N - a - 2}.$$  

Since $a_N = 2 \lfloor \frac{2N}{2^N} \rfloor$, $a_N$ is lower than $\frac{2^N}{2^N}$, and thus,

$$2^N - a_N - 2 \geq 2^N \left(1 - \frac{1}{N} - \frac{2}{2^N}\right),$$  

leading to,

$$E \leq \frac{2^N}{2^N - a_N - 2} \leq \frac{1}{1 - \frac{1}{N} - \frac{2}{2^N}} \leq \frac{N \times 2^N}{N \times 2^N - 2^N - 2^N},$$  

if $N$ is not equal to 2.

It is not hard to verify that over $[2, \infty)$, the function

$$x \mapsto \frac{x \times 2^N}{x \times 2^N - 2^N - 2x}$$  

is decreasing. Thus $E$ is less than

$$\frac{3 \times 2^N - 2^N - 2 \times 3}{3 \times 2^N - 2^N - 2 \times 3} = 2.4.$$  

In the specific case where $N = 2$, the Gray code is totally balanced, i.e., $\text{TC}_2 = 2$. Hence $p' = p = \frac{1}{4}$ and $E$ is 2.
All cases lead to the conclusion that $E$ is less than 3 and therefore that $E[\tau_{\text{stop}}]$ is less than 4, which ends the proof.

By using now $t$ we have the Markov inequality:

$$P(\tau > t) \leq \frac{E(\tau)}{t} \leq \frac{4}{t}.$$  

Therefore, using this inequality for $t = 16$ and [17, Lemma 6.13], it follows that $t_{\text{mix}}(\frac{1}{2}) \leq 16 = O(1)$, $t_{\text{mix}}(\frac{1}{2})$ is bounded by a constant independent of $N$. The inequality also points out that the probability of not achieving the equilibrium decreases at least as $\frac{1}{t}$ with the number of steps, showing a fast convergence.

VI. EXPERIMENTS

For the experimental evaluation, we have used the TestU01 C library [2]. Our PRNG scheme has been fully implemented with the possibility to choose the strategy and mixing functions, among the four standard PRNGs given in Table III. Also, a file of Hamiltonian cycles can be specified to activate constrained jumps in the N-cube. Indeed, as we need the allowed bits for any vertex in the N-cube, the file can directly contain the cycles expressed under that form. However, for hardware implementation on FPGA, it is more efficient to express the cycles as Boolean functions, as the use and accesses to static arrays is much more area and time consuming.

Results are summarized in Table IV. The names of failed test are listed in column TestU01 when there are just a few, otherwise only the number of failed tests is given. Otherwise, the column contains OK. In the $6^{th}$ column reports the average number of cycles to generate 1 byte on an Intel E5-2640@2Ghz CPU, based on 1000 generations of $10^6$ bytes. The areas obtained after a place and route stage are reported in the last column.

As can be seen, the combination with LFSR as the strategy and Taus as the mixing function (L-8-T) is not robust, whatever the cycles are used or not. However, the inverse combination (T-8-L) is much better. This shows us that the choice for the strategy and the mixing is not symmetric. Also, the second combination shows that the use of Hamiltonian cycles can bring robustness to a PRNG. Finally, the other combinations pass all the tests but their respective internal states are larger (128 bits) than those of T-C-L (96 bits).

Concerning the performance aspect in terms of cycles per generated byte, the use of Hamiltonian cycles implies overheads that depend on the dimension of the underlying N-cube. However, those overheads stay quite limited for 8-bits cycles, especially when combined with the fastest PRNGs like Xorshift128+ and Xoroshiro128+ (respectively 13% and 14%).

Concerning hardware implementations, the different hardware combinations can be classified in two categories based on the results in Table IV:

a) Combining PRNGs with a jump in a complete N-cube: The hardware implementations are based on strategy and mixing words generations in parallel, followed by the updating of the internal state and the generation of the output word. In such architecture, the critical path is only related to either the strategy or the mixing function. Indeed, Taus88-XOR-LFSR has the highest throughput compared to the other combinations, but it fails the TestU01. Both combinations Xorshift128-XOR-Xorshift128 and Xoroshiro128-XOR-Xoroshiro128 pass the test but with lower throughput. However, they provide better performance than some single PRNGs given in Table I and all the combinations listed in Table II.

b) Combining PRNGs with a jump in a N-cube where a Hamiltonian cycle is removed: As mentioned before, these combined PRNGs apply the jump in a set of N-cubes with or without cycles shifts. First, the hardware design of the combined PRNGs is based on three steps: generating the strategies for each N-cube (only one inner PRNG call), splitting the internal state in 4 or 2 blocks depending on the size of H-Cycles (8 or 16 bits), and updating the internal state by applying the jump only over the allowed bits given by the H-Cycles. When based on 8-cubes (resp. on 16-cubes), cycles are expressed exclusively with Boolean arithmetic operations. Therefore, implementing two 16-bits H-Cycles in FPGA requires 2 SRAM dual-port memories. Also, applying shifts to the H-Cycles composing the internal state requires more logic and implies an additional delay to the PRNG output.

Finally, when looking at the combinations that pass TestU01, Taus88-HAM8-LFSR without cycles shifts (T-H8-L) provides the best throughput, with 9.32Gb/s. It is significantly better than the CIPRNG (8.5Gb/s) given in Table II although T-H8-L has a smallest internal size (128 bits instead of 352 bits) and a smaller area (5336 GE instead of 10720). By the way, the area of T-H8-L is one of the smallest among all the PRNGs that pass TestU01.

VII. CONCLUSION

When performing numerical simulations, used pseudo random numbers must be flawless in order to avoid any bias in the results of the simulation. Also, they must be quickly produced so that the simulation can be carried out as fast as possible.

This work has first shown that any PRNG can be seen as a form of jumping into an N-cube whose dimension defines the internal space. The way of jumping is specific to each PRNG, the important aspect being that it is as "unpredictable" as possible while remaining sufficiently fast.

Our approach is twofold. The former is a jump into a N-cube in which a balanced Hamiltonian path has been removed guided by an effective generator (Taus88 for example). The latter one produces the output by mixing the current state with another generator (LFSR113 for example). The result is a generator that successfully passes the whole TestU01, which is considered to be the most difficult for PRNGs.

If this combination of jumping and mixing had already been sketched in a previous work, we have greatly strengthened it in this work. From a theoretical point of view, we demonstrated that the mixing time was constant (while it was in $\text{N log}(\text{N})$) and that we could get rid of more complex generators (PCG32 for example), while continuing to pass the TestU01. We have also conducted an exhaustive efficiency study of this family of generators on both CPU and FPGA. On the first platform,
we were able to provide a whole family of PRNGs that pass the complete TestU01, but which is twice as slow as PCG32. On FPGA, to the best of our knowledge, we obtain the fastest generator in the world (9.32Gb/s) that passes the entire TestU01. This result significantly improves our previous score which was 8.5Gb/s. This is very promising and let us think that it is possible to achieve even smaller PRNGs that pass TestU01 with throughput beyond 10Gb/s.

Future works cover many aspects. A first track consists in generating more bits (128 bits e.g.). Then, we plan to further study XORShift-based generators to exhibit minimum conditions to pass the TestU01, while improving the flow rate. Also, exploring the reduction of the internal state size as well as the number of operations should lead to faster generators.
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### Table IV: Results for each combination and variant in the general scheme

<table>
<thead>
<tr>
<th>Strategy</th>
<th>H-Cycles</th>
<th>Cycles shifts</th>
<th>Mixing</th>
<th>TestU01</th>
<th>Nb cycles/byte on CPU</th>
<th>FPGA Throughput (Gb/s)</th>
<th>Area (GE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFSR</td>
<td>none</td>
<td>N/A</td>
<td>Taus</td>
<td>MatrixRank</td>
<td>7.20</td>
<td>15.78</td>
<td>3912</td>
</tr>
<tr>
<td>LFSR</td>
<td>2 x 16-bits</td>
<td>YES</td>
<td>Taus</td>
<td>LinearComp</td>
<td>8.01</td>
<td>4.54</td>
<td>5520</td>
</tr>
<tr>
<td>LFSR</td>
<td>2 x 16-bits</td>
<td>NO</td>
<td>Taus</td>
<td>MatrixRank</td>
<td>7.58</td>
<td>4.92</td>
<td>5504</td>
</tr>
<tr>
<td>LFSR</td>
<td>4 x 8-bits</td>
<td>YES</td>
<td>Taus</td>
<td>14 tests</td>
<td>7.16</td>
<td>6.34</td>
<td>7640</td>
</tr>
<tr>
<td>LFSR</td>
<td>4 x 8-bits</td>
<td>NO</td>
<td>Taus</td>
<td>14 tests</td>
<td>6.59</td>
<td>8.99</td>
<td>5336</td>
</tr>
<tr>
<td>Taus</td>
<td>none</td>
<td>N/A</td>
<td>LFSR</td>
<td>MatrixRank</td>
<td>5.10</td>
<td>15.33</td>
<td>8848</td>
</tr>
<tr>
<td>Taus</td>
<td>2 x 16-bits</td>
<td>YES</td>
<td>LFSR</td>
<td>OK</td>
<td>8.24</td>
<td>4.51</td>
<td>5368</td>
</tr>
<tr>
<td>Taus</td>
<td>2 x 16-bits</td>
<td>NO</td>
<td>LFSR</td>
<td>OK</td>
<td>7.76</td>
<td>4.90</td>
<td>5104</td>
</tr>
<tr>
<td>Taus</td>
<td>4 x 8-bits</td>
<td>YES</td>
<td>LFSR</td>
<td>OK</td>
<td>7.15</td>
<td>6.01</td>
<td>7648</td>
</tr>
<tr>
<td>Taus</td>
<td>4 x 8-bits</td>
<td>NO</td>
<td>LFSR</td>
<td>OK</td>
<td>6.43</td>
<td>9.32</td>
<td>5336</td>
</tr>
<tr>
<td>Xoroshiro128+</td>
<td>none</td>
<td>N/A</td>
<td>Xoroshiro128+</td>
<td>OK</td>
<td>4.63</td>
<td>7.63</td>
<td>4048</td>
</tr>
<tr>
<td>Xoroshiro128+</td>
<td>2 x 16-bits</td>
<td>YES</td>
<td>Xoroshiro128+</td>
<td>OK</td>
<td>7.26</td>
<td>4.40</td>
<td>6144</td>
</tr>
<tr>
<td>Xoroshiro128+</td>
<td>2 x 16-bits</td>
<td>NO</td>
<td>Xoroshiro128+</td>
<td>OK</td>
<td>7.03</td>
<td>4.35</td>
<td>5880</td>
</tr>
<tr>
<td>Xoroshiro128+</td>
<td>4 x 8-bits</td>
<td>YES</td>
<td>Xoroshiro128+</td>
<td>OK</td>
<td>5.70</td>
<td>5.66</td>
<td>7888</td>
</tr>
<tr>
<td>Xoroshiro128+</td>
<td>4 x 8-bits</td>
<td>NO</td>
<td>Xoroshiro128+</td>
<td>OK</td>
<td>5.25</td>
<td>7.27</td>
<td>5552</td>
</tr>
<tr>
<td>Xoroshiro128+</td>
<td>none</td>
<td>N/A</td>
<td>XORoshiro128+</td>
<td>OK</td>
<td>4.40</td>
<td>7.17</td>
<td>9088</td>
</tr>
<tr>
<td>Xoroshiro128+</td>
<td>2 x 16-bits</td>
<td>YES</td>
<td>XORoshiro128+</td>
<td>OK</td>
<td>7.22</td>
<td>4.51</td>
<td>5384</td>
</tr>
<tr>
<td>Xoroshiro128+</td>
<td>2 x 16-bits</td>
<td>NO</td>
<td>XORoshiro128+</td>
<td>OK</td>
<td>6.98</td>
<td>4.75</td>
<td>5112</td>
</tr>
<tr>
<td>Xoroshiro128+</td>
<td>4 x 8-bits</td>
<td>YES</td>
<td>XORoshiro128+</td>
<td>OK</td>
<td>5.37</td>
<td>6.15</td>
<td>7232</td>
</tr>
<tr>
<td>Xoroshiro128+</td>
<td>4 x 8-bits</td>
<td>NO</td>
<td>XORoshiro128+</td>
<td>OK</td>
<td>5.02</td>
<td>7.21</td>
<td>4784</td>
</tr>
</tbody>
</table>