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ABSTRACT

The molecular oscillator of the mammalian circadian clock consists in a dynamical network of
genes and proteins whose main regulatory mechanisms occur at the transcriptional level. From
a dynamical point of view, the mechanisms leading to an oscillatory solution with an orderly
protein peak expression and a clear day/night phase distinction remain unclear. Our goal is to
identify the essential interactions needed to generate phase opposition between the activating
CLOCK:BMAL1 and the repressing PER:CRY complexes and to better distinguish these two
main clock molecular phases relating to rest/activity and fast/feeding cycles. To do this, we
develop a transcription-based mathematical model centered on linear combinations of the clock
controlled elements (CCEs): E-box, R-box and D-box. Each CCE is responsive to activators and
repressors. After model calibration with single-cell data, we explore entrainment and period tun-
ing via interplay with metabolism. Variation of the PER degradation rate p, relating to the tau
mutation, results in asymmetric changes in the duration of the different clock molecular phases.
Time spent at the state of high PER/PER:CRY decreases with p, while time spent at the state
of high BMAL1 and CRY1, both proteins with activity in promoting insulin sensitivity, remains
constant. This result suggests a possible mechanism behind the altered metabolism of tau muta-
tion animals. Furthermore, we expose the clock system to two regulatory inputs, one relating to
the fast/feeding cycle and the other to the light-dependent synchronization signaling. We observe
the phase difference between these signals to also affect the relative duration of molecular clock
states. Simulated circadian misalignment, known to correlate with insulin resistance, leads to
decreased duration of BMAL1 expression. Our results reveal a possible mechanism for clock-
controlled metabolic homeostasis, whereby the circadian clock controls the relative duration of
different molecular (and metabolic) states in response to signaling inputs.

1. Introduction
In the vast majority of organisms the circadian clock is a fundamental mechanism that governs daily behavior and

cell physiology providing adaptation to external changes. In mammals, coordination between cycles of rest/activity
and fast/feeding with the external light/dark cycle is ensured by a complex and hierarchical timing system: in brief, a
hypothalamic central clock receives light inputs and in turn coordinates clocks in peripheral tissues and cells along the
24 h cycle via internal signaling. Both central and peripheral clocks share the same molecular makeup.

Experimental studies and mathematical models have uncovered a dynamical network of clock components. The
core clock mechanism consists of the CLOCK:BMAL1 protein complex that promotes transcription of Per and Cry
mRNA. The PER:CRY protein complex subsequently formed in the cytoplasm then translocates into the nucleus where
it both blocks CLOCK:BMAL1 transcriptional activity and displaces the CLOCK:BMAL1 heterodimer from its cog-
nate promoters (Ye et al., 2014). Another negative feedback loop between CLOCK:BMAL1 and REV-ERB� is also a
part of the core clock mechanism (Buhr and Takahashi, 2013), (Relógio et al., 2011). In spite of the phase differences
between core clock mRNAs and core clock proteins not being exactly the same, specific peak order between the core
clock components, such as BMAL1, REV-ERB�, PER and CRY occurs already at the mRNA level (Koike et al., 2012).

Endogenous circadian clocks coordinate gene activation patterns and protein concentrations that oscillate in in-
dividual cells with a 24 hour period, such that different times of day are characterized by different cellular protein
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profiles. Of particular importance is the antiphasic relation between CLOCK:BMAL1 and PER:CRY that strongly
correlates with the day/night separation. We note that the terminology “phase” is formally used as to denote the angle
of rotation of the oscillator relative to a reference value. However, by abuse of language, throughout this article we
sometimes use “phase” in a more general sense, to designate a given stage of the molecular circadian oscillation, as for
instance to refer to an activating phase (when CLOCK:BMAL1 is up and PER:CRY is down) or to a repressing phase
(with CLOCK:BMAL1 down and PER:CRY up).

A combination of experimental and computational approaches has helped increase knowledge on the circadian
clock. Goodwin proposed in 1975 a model based on a simple negative feedback loop between a protein and its own
gene (Goodwin, 1965). Such a feedback loop was indeed uncovered, first in Drosophila (Zehring et al., 1984) and later
in other organisms (Bell-Pedersen et al., 2005). Since then a number of dynamic modeling studies have furthered the
discussion on the mammalian cellular clock (see Podkolodnaya et al. (2017) for a comparative review). Examples of
thesemodels are (Leloup andGoldbeter, 2003), (Forger and Peskin, 2003), (Relógio et al., 2011), and (Yan et al., 2014),
that present varying ways of studying the system. Moreover, (Mirsky et al., 2009) propose a model that purposely min-
imizes post-translation modified species and (Becker-Weimann et al., 2004) focus on clock modeling using a reduced
number of species. Applications of clock models are useful for studying the interconnection between the mammalian
clock and other essential cellular processes, such as the cell cycle (Gérard and Goldbeter, 2012), (Zámborszky et al.,
2007), (Feillet et al., 2015), (Bieler et al., 2014) and metabolism (Woller et al., 2016), (Woller and Gonze, 2018).

In this work, we first aim to investigate whether major mammalian clock properties such as oscillation, orderly pro-
tein peak expression and CLOCK:BMAL1/PER:CRY phase oposition can be recovered by a short transcription-based
model that includes the majority of the core clock components and uses simple equation modeling terms. Thus, unlike
large models, such as that of (Leloup and Goldbeter, 2003), that recover antiphasic oscillation of CLOCK:BMAL1
and PER:CRY in the context of comprehensive clock modeling, we aim here to uncover a reduced set of interactions
that allow to recover this property. For this, we have focused on the clock controlled elements (CCEs): E-box, D-box
and R-box. Some previous models have also represented the effect of CCEs on the clock: (Korenčič et al., 2012)
focus exclusively on regulation between CCE modulation factors, proposing independent competition between CCEs
modeled by a multiplicative relation, and (Jolley et al., 2014) highlight the role of D-box in a model that reproduces
expected timing of CRY1 peak expression.

In our model, we simultaneously minimize the number of variables and restrict post-translational modifications to
the PER:CRY mediated transrepression. While post-transcriptional mechanisms, including RNA-based mechanisms,
are essential for the proper functioning of the clock, this doesn’t mean these mechanisms are dynamically significant
for oscillation or for the correct order of protein peak expression, as their contribution may be in the creation of specific
delays that in a modeling perspective can be achieved by adjusting parameters on the essential dynamical interactions.
In fact, transcription/translation feedback loops are usually shorter than circadian periods and delays such as that of
PER degradation or that of PER nuclear entry via phosphorylation are known to contribute to the 24 h circadian period
(Gallego and Virshup, 2007). Thus, our model is built on a view of the mammalian clock system working, most
significantly, as an integrator of signals at the transcriptional level. The general assumption behind this simplistic
modeling is that there are always sufficient amounts of rate-limiting active enzymes to carry out the essential post-
translational modifications.

Our model reproduces the expected order of peak expression of the core clock proteins: BMAL1, then PER2, then
CRY1 (Koike et al., 2012), as well as the aimed antiphasic relation between BMAL1 and PER:CRY. Model calibration
is achieved by fitting to high temporal resolution REV-ERB� expression data from single cells, (Feillet et al., 2014),
and we verify robustness of the oscillatory behavior to changes of parameters. We then seek to study the interplay
between clock and metabolism, without including metabolic modeling directly, but rather from the point of view of the
integration and response to metabolic and light -related signals by the clock network. As such, we start by analyzing the
system with and without an extra self-regulatory loop representative of the impact of the E-box controlled transcrip-
tional coactivator PGC1-� on ROR activity and observe the period response of the mammalian cellular clock to the
parameters governing this interaction. Furthermore, we verify that this internal control loop increases the entrainment
region of the clock to an external signal. Additionally, the system presents a type I phase response curve to an additive
input on PER expression. Next, we investigate the tau mutation by varying the PER degradation rate. This mutation
observed in hamsters and mice results in altered clock period and metabolism. We discover that the average duration
of peak expression changes differently for each clock protein. From this, we hypothesize that the time spent at different
clock phases, mainly at the activating CLOCK:BMAL1 and the repressing PER:CRY phases, is relevant for metabolic
outcomes. We further test our hypothesis by studying the system’s response to the alignment/misalignment state of
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fast/feeding and light/dark signals. Results show an opposite trend between the duration of CLOCK:BMAL1 and
PER:CRY. Finally, we hypothesize and discuss a relation between the time spent at different molecular clock phases
and the duration of cellular states of insulin sensitivity and resistance.

2. Model Design, Calibration and Robustness
To construct a concise yet biologically meaningful mathematical model, we use ODEs and favor mass action kinetic

terms as well as Michaelis-Menten and low exponent Hill function (n = 2) terms that reasonably describe complex
formation. This is in agreement with experimentation, where cooperative binding of clock proteins to target genes
hasn’t been observed (Smolen and Byrne, 2009). Furthermore, we restrict post-translational effects to protein natural
degradation, formation/dissociation of the PER:CRY complex and nuclear export of the CLOCK:BMAL1:PER:CRY
complex, and focus instead on transcriptional details. Thus, the model is centertered on the competition of pairs of
transcription factors in binding to certain specific regions of genome: the clock controlled elements (CCEs). These
CCEs are the E-box (enhancer box) activated by CLOCK:BMAL1 whose promoter activity can be blocked by CRY
binding, the R-box (REV-ERB�/ROR response element) activated by ROR and repressed by REV-ERB� and the D-box
activated by DBP, HLF and TEF and repressed by E4BP4 (see Table 11).

Here, we focus on understanding the minimal mechanisms for orderly clock protein expression, in particularly
the antiphasic oscillation between CLOCK:BMAL1 and PER2/PER:CRY. We base our choice of CCEs on the work
of (Ueda et al., 2005) showing which CCEs are sufficient to guarantee clock rhythmicity in phase with PER2 and
antiphase with BMAL1. Other experimental results point to more extensive clock networks. For instance, (Yang et al.,
2013) found three functional E-boxes at the REV-ERB promoter, (Yamamoto et al., 2004) show the presence of R-box
elements in DBP and REV-ERB promoters as well as a higher number of CCEs in general and (Ukai-Tadenuma et al.,
2011) present substantial evidence for a D-box in combination with R-box at the CRY1 promoter. Fig. 1 shows a
scheme of the molecular mechanisms and interactions included in our model.

We start by deriving appropriate equations to describe the effect of each CCE (E-box, D-box and R-box), which
include an activator with a positive effect and a repressor with a negative effect, that compete for binding. Independent
competition as in the R-box and D-box cases (Fig. 11) is well described by multiplying the terms of activation and
repression. This insures adequate modeling of active repression in the blocking of activators as well as the positive
definiteness of gene activation rates. As for the E-box, CRY binds to a previously bound BMAL1 on the target gene,
blocking its promoter activity rather than directly blocking the gene itself, and the competition is not independent.

Furthermore, BMAL1 promoter activity is assumed to represent the CLOCK:BMAL1 complex, as their transcrip-
tional regulation is similarly achieved by 1 R-box and BMAL1 is rate-limiting in the formation of CLOCK:BMAL1
(Lefta et al., 2011). DBP is representative of all D-box activators. The equations for the three CCEs are shown in Eqs
1, 2 and 3:

Ebox = VE
[BMAL1]

[BMAL1] + kE + kEr[BMAL1][CRY ]
(1)

Rbox = VR
[ROR]

[ROR] + kR

k2Rr
k2Rr + [REV ]

2
(2)

Dbox = VD
[DBP ]

[DBP ] + kD

kDr
kDr + [E4BP4]

(3)

In our model we consider independent multiplicative competition between the terms of the majority of pairs of
activator/repressor of each CCE, but additive relations between the contributions of each CCE to gene promoters, as
has been observed for the activation of the mPer1 promoter by DBP and CLOCK:BMAL1 (Yamaguchi et al., 2000).
The model is shown in Eqs. (4) to (11): the eight variables are the 3 pairs of activators/repressors mentioned above
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Figure 1: Simplified molecular mechanisms of the mammalian circadian clock. The CLOCK:BMAL1 protein complex
promotes transcription of Per, Cry, Ror, Rev-erb and Dbp via E-boxes. CRY1 and PER:CRY block CLOCK:BMAL1
transcriptional activity, forming the main transcription-translation feedback loop. RORs (activators) and REV-ERBs
(repressors) compete for R-box binding, coordinating expression of Clock, Bmal1, E4BP4, Ror and Cry1. Finally, D-box,
activated by DBP and repressed by E4BP4, also contributes for expression of Rev-erb and Per.

(Equations (1) to (3)) as well as PER and the PER:CRY complex. All variables directly represent the rate of change
of protein concentrations.

d[BMAL1]
dt

= Rbox − bp[BMAL1][PER ∶ CRY ] (4)

d[ROR]
dt

= Ebox + Rbox − ror[ROR] (5)

d[REV ]
dt

= 2Ebox +Dbox − rev[REV ] (6)

d[DBP ]
dt

= Ebox − db[DBP ] (7)

d[E4BP4]
dt

= 2Rbox − E4[E4BP4] (8)
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Figure 2: The mammalian circadian clock can be described by a model focused on transcriptional regulation. Output of
the mammalian circadian clock model for parameters of Table 1. A) Oscillation of all eight model variables; T = 20.1 h.
B) BMAL1 and PER:CRY have an antiphasic relation; calibration of the model using data from (Feillet et al., 2014) (Fig.
1, Panel A) for a peak of REV-ERB� in mouse fibroblast cells (NIH-3T3) – a filter was applied to smooth the data.

d[CRY ]
dt

= Ebox + 2Rbox − pc[PER][CRY ] + cp[PER ∶ CRY ] − c[CRY ] (9)

d[PER]
dt

= Ebox +Dbox − pc[PER][CRY ] + cp[PER ∶ CRY ] − p[PER] (10)

d[PER ∶ CRY ]
dt

= pc[PER][CRY ] − cp[PER ∶ CRY ] − bp[BMAL1][PER ∶ CRY ] (11)

where the negative term −bp[BMAL1][PER ∶ CRY ] represents the nuclear export of CLOCK:BMAL1 via
complex formation with PER:CRY and the terms pc[PER][CRY ] and cp[PER ∶ CRY ] represent formation and
dissociation of the PER:CRY complex respectively. The model includes the two step mechanism of the repression
of CLOCK:BMAL1 by PER:CRY (Ye et al., 2014), with CRY also being a repressor of BMAL1 activity on E-box
(Equation 1). Furthermore, note that the variables CRY and ROR directly model CRY1 and RORc, via the appropriate
combination of CCEs, see (Ueda et al., 2005), even though we take them as representative of all CRYs and RORs.

Fig. 2 A) shows a solution of the model for the calibrated parameters (see Table 1). The model fits well to the
high temporal resolution experimental data for relative fluorescence intensities of VENUS-tagged REV-ERB� protein
obtained from (Feillet et al., 2014) (Fig. 2 B). We collected data from Fig. 1, Panel A of (Feillet et al., 2014), applied
a filter to remove irregularities and normalized these data as percentage of the REV-ERB� mean value (% ofREV ).
This normalization allows to better compare our results with the experimental data obtained in single-live-cell imaging
of REV-ERB�::VENUS, that measures relative levels of protein expression (Feillet et al., 2014). The fit is obtained via
an optimization based on non-linear cost minimization, with the use of matlab’s fminsearch command. All parameters
result from the minimization of the distance of the REV variable to data points. The period of the system converges to
the period of the data (T = 20.1 h). We can observe phase opposition between CLOCK:BMAL1 and PER:CRY, the
property of interest (Fig. 2 A). The phase relation between CLOCK:BMAL1 and REV-ERB� (Fig. 2 B) of 7.1 h is
also in agreement with experimental observation (Ko and Takahashi, 2006).

Moreover, Fig. 3 shows a zoom on the proteins of the main TTFL: an appropriate phase separation occurs for
BMAL1, PER, CRY1 and PER:CRY. Note that all modeling terms have low Hill coefficient n, with the majority being
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Figure 3: Oscillation of the main TTFL clock proteins. Orderly expression of clock proteins is in accordance with experi-
mental observation: BMAL1, then PER, then CRY1; BMAL1 and PER:CRY are in phase opposition.

Michaelis-Menten terms, except the repression achieved by REV-ERB�. In the case of REV-ERB�, active repression
occurs via recruitment of co-repressor to genes, which requires two REV-ERB� molecules; monomer REV-ERB�
binding is not sufficient for active gene repression acting exclusively as an inhibitor of ROR binding (Everett and Lazar,
2014) (Zamir et al., 1997). REV-ERB� monomer repression may indeed be what happens at gene promoters where
R-boxes are not in close proximity (Crumbley et al., 2010), however, here we assume REV-ERB� active repression
and study the model with n = 2, respecting the stoichiometry of co-repressor activation. Nevertheless, simulations for
n = 1 yield the same order of protein peak expression as simulations with n = 2.

In summary, the modeling framework here developed is a tool that can be used for dynamic modeling of genetic
networks of this type. It consists in describing protein rates of change as a combination of independent responses
to certain regulatory regions of the genome, which in turn are modeled so as to describe the competition between
activators and repressors.

Moreover, we verify the robustness of oscillations to perturbations in its parameters as shown by the sensitivity
analysis in Fig. 12. Each parameter is varied by 20% around the calibrated point and oscillations are never lost although
the period may change, which suggests period tuning is possible within a range of 18 - 23 h approximately. We can
observe that parameters such as VR and db impact on the period the most, while variations on, for instance, kEr and
bp have little impact. In general R-box promotes longer periods, as parameters that lead to an increase in R-box value,
VR and kRr, have a positive effect on the period. Similarly D-box promotes shorter periods and E-box has a very
mild effect on the period (with VE and kEr having opposite effects). Additionally, the increase in the rate of complex
formation pc leads to an increase in the clock period and unsurprisingly the rate of complex dissociation cp has an
opposite effect, meaning that favoring the repressor PER:CRY favors longer periods – as such the rate of formation of
the BMAL1:PER:CRY complex bp that favors the removal of both the repressor PER:CRY and the activator BMAL1
has almost no effect on clock period. Finally, the increase in PER degradation rate p leads to shorter periods, while its
decrease lengthens the period, which is consistent with the S662G mutation in humans leading to FASPS syndrome.

3. Chromatin remodeling by CLOCK:BMAL1 as an internal mechanism of period control
Recently, more relevance has been attributed to the role of CLOCK:BMAL1 in promoting a transcriptionally per-

missive chromatin state for other transcription factors, allowing to integrate sensors of cellular energy status and nu-
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Figure 4: PGC1-� integrates cellular metabolism and the mammalian circadian clock. CLOCK:BMAL1 promotes PGC1-�
indirectly by promoting expression of SIRT1 and the rate-limiting enzyme NAMPT which generates the cofactor NAD+,
via E-boxes. Upon binding to NAD+, SIRT1 deacetylates PGC1-�. Deacetylated PGC-� then co-activates ROR which in
turn antagonizes REV-ERB repressing activity thereby turning on R-box controlled genes (RCG).

trient availability with the molecular clock (Trott and Menet, 2018).
From a modeling point of view, this means that CLOCK:BMAL1 may be rhythmically altering specific model

parameters that reflect chromatin states, thus acting as a closed-loop control mechanism that modulates one or more
specific parameters.

In the previous section, in order to ensure that our model represents an autonomous oscillatory clock, we have taken
a constant value for parameters that can potentially be affected by the interplay with the cell’s energy metabolism. Now,
we investigate whether a biologically derived function representative of the oscillatory chromatin permissiveness state
could be used to tune a parameter. The circadian clock oscillates with a period close to 24 hours, but is observed
to vary in a larger range, from 18 to 26 hours approximately (see (Saini et al., 2012) and (Feillet et al., 2014)). As
indicated by our sensitivity analysis, parameters representing R-box activity are very relevant for period tuning. Thus,
we investigate the implication of these parameters in chromatin remodeling in the real system and whether it’s possible
to adequately modulate them by metabolic inputs in our model.

Biologically, PGC1-� appears as an important transcription coactivator that facilitates ROR connection to the
genome at the R-box binding site. CLOCK:BMAL1 can possibly promote PGC1-� in more than one way, particularly
by promoting expression of the NAMPT enzyme (Ramsey et al., 2009) and the sirtuin SIRT1 (Zhou et al., 2014) via
E-boxes: NAMPT is rate-limiting in the biosynthesis of NAD+ that acts as a cofactor of SIRT1, which deacetylates
and activates PGC1-� (Tang, 2016). This control loop is shown in Fig. 4.

Thus, PGC1-� activity on R-box is a good candidate to represent the oscillatory chromatin status. As such, we
design the non-linear control � by considering PGC1-� to be given by an E-box (PGC1-� = E-box) and its activity
as a facilitator of the binding of ROR to R-box to be expressed as acting on the parameter kR of R-box, by making
kR → � kR in Equation 2, where � is given by:

� = V1
k1

k1 + Ebox
(12)
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Figure 5: Tuning of the period with the internal loop �. Variations in the period of the system with the parameters V1 and
k1 of � (Eq. 12). In this region the system behaves with the exact same features of Fig. 2. Outside of this region the
system presents complex behavior.

Thus R-box becomes:

Rbox = VR
[ROR]

[ROR] + V1
k1

k1+Ebox
kR

k2Rr
k2Rr + [REV ]

2
(13)

An adjustment of the parameter VR allows to enter a region where the period can be controlled via the � internal
loop, without altering the system’s dynamical behavior, as intended. Thus, illustrating the ability of the clock system
in incorporating metabolic signals. Fig. 5 shows the period of the system for variations of V1 and k1, when period
control is achieved via �. Outside this region the system behaves in a complex manner. Setting VR = 50 allows to be
in the region of period control. The remaining parameters are unchanged as shown in Table 1.

Thus, introducing chromatin remodeling increases the model’s period range in a robust way. The fact that a
biologically-derived closed-loop function allows period control and doesn’t interfere with the qualitative dynamical
behavior of the system illustrates one of the many ways in which the circadian clock is able to tune and integrate signals
via internal loops in order to optimize circadian output, i.e. the system has the ability to regulate itself via this function.
The period-control response to the internal closed-loop function highlights the ability of our model to correctly include
chromatin remodeling terms. We make V1 = 0.41 and k1 = 10 (with VR = 50) to take the period of the oscillator to
24 h and will from now on work with this tuned system and explore its response to external signals.

4. Phase Response Curves and Entrainment
A particularly important characteristic of the circadian clock is its ability to synchronize to external signals, as well

as the phase response induced by an external input pulse. In order to explore these properties and validate our model,
an input Ipulse is added in the equation of the PER protein, such as d[PER]dt = Ipulse+Ebox+Dbox−pc[PER][CRY ]+
cp[PER ∶ CRY ] − p[PER]. The idea is to mimic the PER promoter’s response in transducing a variety of external
signals such as stress hormones (So et al., 2009), (Tamaru et al., 2011), (Reddy et al., 2012).

Fig. 6 shows the phase-response curve (PRC) of the system when we make a temporary perturbation on PER: the
transient phase-shift is measured when the phase of the perturbation is varied over the course of one circadian cycle.
For this, we consider the first BMAL1 peak that occurs after the perturbation and compute the difference between the
time at which this peak occurs in the perturbed and non-perturbed cases. Duration of the pulse is two hours. Data
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Figure 6: Phase response curves. Phase response curves of the system (measured as the phase shift in BMAL1) to two
external pulses of different intensities, acting via stimulation of PER expression. Data points from Pendergast et al.,
(2010), of photic entrainment in wild-type mice are shown for comparison (Pendergast et al., 2010). The duration of the
pulses is 2 h.

from (Pendergast et al., 2010) for photic entrainment in wild type mice, are shown for comparison. Our simulation
shows a type I PRC, for two pulse intensities Ipulse, with shape similar to those of wild type mice, with the delay zone
being larger than the advance zone. The majority of organisms typically have PRCs of this type, illustrating an ability
to synchronize to external signals. Observe that phase shifts are more pronounced for higher intensity pulses.

We next analyze the entrainment of our model to a sinusoidal and to a rectangular wave, for different periods and
amplitudes. In Fig. 7 we observe that, for both the sinusoidal (Fig. 7 A) and the rectangular (Fig. 7 B) waves, the
region of entrainment forms a characteristic shape known as the Arnold tongue with entrainment becoming possible
for larger period ranges with increasing amplitude. Entrainment with a sinusoid in general allows for larger regions of
entrainment than with a square wave, a result that is obtained experimentally in observations of photic entrainment in
hamsters (Boulos et al., 2002), as well as in numerical simulations of both photic (Gonze and Goldbeter, 2000) and
temperature (Heiland et al., 2012) entrainment in circadian clocks. Entrainment via a sinusoidal wave leads to some
points of period doubling, where the ratio between the period of the clock and that of the entraining signal is 2:1, as
well as one point where the ratio between periods becomes 3:1. Rectangular waves also allow for a couple of points
where the period of the clock becomes three times the period of the entraining wave.

Furthermore, Fig. 13 shows the same simulation for the model without the closed loop control mechanism intro-
duced above in Equation 12. The closed-loop control increases the region of entrainment of the system by an external
oscillatory input, thus revealing a possible role of chromatin remodeling in improving the ability of clock entrainment
to signals.

5. Asymmetric variations in the duration of molecular clock phases on the tau mutation.
We now investigate the model dynamics under changes of the PER degradation rate p. Changing this parameter

may relate experimentally to observations in animal models of the tau mutation, that have shorter circadian periods.
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Figure 7: Entrainment of the clock to an external oscillatory input. The amplitude and the period of an entraining wave
are varied and the resulting regions of entrainment form Arnold tongues. A) The entraining wave is a sinusoid. B)
Entrainment is done with a rectangular wave. A black/white gradient represents the ratio between the clock period and
the period of the entraining wave: white - no entrainment, grey - 1:1 entrainment, dark grey - 2:1 entrainment and black
- 3:1 entrainment.

This mutation of the enzyme casein kinase 1� (CK1�) is thought to result in a gain of function on certain PER residues
leading to its accelerated degradation, which is at the basis of the reduced period (Gallego et al., 2006) (Meng et al.,
2008).

In this model, increasing p leads to a shortening of the circadian period. This effect was shown in Fig. 12 and is
also observed in the controlled model with chromatin remodeling here used (see Fig. 14). Though animals affected
by the tau mutation have a shorter behavioral day, the underlying mechanism is a shortening of the molecular night,
caused by accelerated degradation of PER after its peak expression (Meng et al., 2008). Here, we vary p in a linear
manner. An increase in p corresponds to a gain of function of (CK1�) and a decrease in p to a loss of function of
(CK1�). This allows to investigate asymmetries in the clock’s response to a decrease in period caused by increased
PER degradation rate.

We start by measuring average durations of peak protein expression by computing the full width at half maximum
(FWHM) as the length between the two instances at which the solution crosses half peak height:

FWHM = tdown − tup, where x(tup) = x(tdown) =
1
2 x(tpeak), tup < tpeak < tdown

and tpeak is the instant at which the solution x(t) is at its maximum.
Fig. 8 shows the FWHM of all clock proteins, plotted against p. Two vertical lines show the points where the

period of the system is consistent with the wild type (WT) phenotype and with homozygotic CK tau∕tau mutation to
allow for better comparison. We observe that, the FWHM of proteins such as REV and PER decreases linearly with p
and the FWHM of PER:CRY also shows a decreasing trend for higher p values, meaning that as the period decreases
the duration of expression of these proteins also decreases. On the other hand, duration of expression of BMAL1 and
CRY1 doesn’t decrease linearly with the period and changes very little from the wild type to the tau mutation. This
suggests an ability of the clock circuit to protect the duration of one of its main antiphasic molecular states (BMAL1,
CRY1) against changes that affect the other (PER, PER:CRY), see Fig. 2.

Moreover, a measurement of the total amount of time spent at a particular molecular phase Ttotal in a given time
window Twindow can be given by the number of periods the system goes through in the time window Twindow

T multiplied
by the FWHM of the specific protein. Thus, we compute the ratio of total time spent at different molecular phases
between CK�tau∕tau and CK�W T as:
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Figure 8: Asymmetric changes of FWHM of several clock proteins as p is varied. When the period of the system is varied
in a manner consistent with the tau mutation the duration of protein expression decreases as the circadian period decreases
(increase of p) for the majority of clock proteins, except for CRY1 and BMAL1. Vertical lines show the points where the
period of the system is consistent with both the wild type phenotype and the tau mutation.

T tautotal BMAL1

TW T
total BMAL1

=

Twindow
Ttau

FWHM tau
BMAL1

Twindow
TW T

FWHMW T
BMAL1

=
TW TFWHM tau

BMAL1

TtauFWHMW T
BMAL1

= 1.14

and similarly

T tautotal CRY 1

TW T
total CRY 1

= 1.20,
T tautotal PER

TW T
total PER

= 1.05,
T tautotal PER∶CRY

TW T
total PER∶CRY

= 1.00

This means that in the same time window (which means comparing tau and wild type mice with the same age) the
tau phenotype spends 14%more time with elevated BMAL1 expression and 20%more time with elevated CRY1 than
the wild-type phenotype while spending about the same time in a state of elevated PER and PER:CRY expression.
This is because while FWHM of PER and PER:CRY decreases with the decrease in period (Fig. 8), FWHM of CRY
and BMAL1 changes little. Thus, the mutant with a shorter period results in more time spent at the BMAL1/CRY1
molecular state than the wild-type for a fixed time window.

The existence of twomarkedly distinct phases of response to pmay be implicated inmetabolic processes and states,
such as insulin sensitivity/resistance, that oscillate with the states of sleep and alertness: a state of feeding/alertness
tends to be also of increased insulin sensitivity so as to allow cells to uptake glucose, in particular at the beginning
of the activity phase (la Fleur et al., 2001). The tau phenotype is characterized by a cluster of altered features that
includes altered rates of growth and reproduction, body size and lifespan. Furthermore, metabolic rate relative to body
mass is observed to increase proportionally to the increase in circadian frequency (Oklejewicz et al., 1997). Whether
these phenomena are caused by pleiotropic effects of CK1� kinase or by the altered circadian rhythm is still a matter
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of discussion. In fact, mammalian clock proteins not only control the formation of rate-limiting enzymes of several
metabolic processes, but are also themselves directly involved in metabolism (Zhou et al., 2014) (Zhang et al., 2010).

Furthermore, our results reveal an ability of the clock circuit to protect the duration of one of its molecular phases
(BMAL1, CRY1) against changes that affect the other (PER, PER:CRY) (see Fig. 2). For this, the dynamical clock
mechanism behind two distinct circadian phases (BMAL1/PER:CRY) modeled in this work may be relevant. Fig. 15
shows an extended simulation of FWHM for BMAL1 and PER:CRY in a wider range of p, where an opposite trend
in variation between the FWHM of BMAL1 and of PER:CRY is visible.

Moreover, Fig. 16 shows that amplitude and mean value of BMAL1 and PER:CRY similarly decrease with p.
This decrease in amplitude may not be large enough to impair biological processes. In fact, observations show that
the tau mutation doesn’t significantly affect clock amplitude (Meng et al., 2008). Divergence with observations in this
aspect may be due to our simplistic modeling. Importantly, in Fig. 16 the amplitude and mean value of BMAL1 and
PER:CRY have similar trends of change with p. Thus, the asymmetric response of the clock system to variations
of p concerns only the time spent at main clock phases, for which we focus mostly on the changes in BMAL1 and
PER:CRY duration of expression and how these may relate to different metabolic states.

Additionally, Fig. 17 shows FWHM as percentage of circadian period for the same simulation as Fig. 8. Note the
increase in the percentage of circadian period BMAL1 and CRY1 occupy versus other clock proteins.

To further this analysis, we observe the phase differences between peaks of BMAL1 and PER:CRY with p. As-
suming a cycle starts with BMAL1 increase, these phase differences reflect respectively the time difference between
peaks of PER:CRY and previous BMAL1 peaks of the same cycle n and peaks of BMAL1 and the peaks of PER:CRY
of the previous cycle, as:

ΔΦ[BMAL1,PER∶CRY ] = tPER∶CRYpeaksn
− tBMAL1

peaksn

and

ΔΦ[PER∶CRY ,BMAL1] = tBMAL1
peaksn

− tPER∶CRYpeaksn−1

Fig. 9 shows how the two half periods varywith p. WhileΔΦ[PER∶CRY ,BMAL1] doesn’t changeΔΦ[BMAL1,PER∶CRY ]
decreases linearly with p, i.e. the shortening of the period is due to the PER:CRY peak occurring closer to the previous
BMAL1 peak. Thus, the phase differences between BMAL1 and PER:CRY are also two possible useful measurements
to investigate asymmetric effects in clock dynamics due to p-dependent period changes. As such, when comparing
the total time spent at each of these two molecular phases for tau and wild-type in the same time window we obtain:

T tauΔΦ[PER∶CRY ,BMAL1]

TW T
ΔΦ[PER∶CRY ,BMAL1]

=
TW TΔΦtau[PER∶CRY ,BMAL1]

TtauΔΦW T
[PER∶CRY ,BMAL1]

= 1.20

and

T tauΔΦ[BMAL1,PER∶CRY ]

TW T
ΔΦ[BMAL1,PER∶CRY ]

=
TW TΔΦtau[BMAL1,PER∶CRY ]

TtauΔΦW T
[BMAL1,PER∶CRY ]

= 0.90

i.e. the tau phenotype spends 20 % more time at the [PER:CRY, BMAL1] molecular state and 10 % less time at
the [BMAL1, PER:CRY] molecular state than the wild-type.

Moreover, an example of two oscillatory solutions for the CK�W T and CK�tau∕tau cases is shown in Fig. 18,
where the phase differences and FWHM variation of both proteins between the two p values can be seen. The FWHM
of PER:CRY decreases more than the FWHM of BMAL1. Similarly, the shortening of the period affects more the
ΔΦ[BMAL1,PER∶CRY ] phase than the ΔΦ[PER∶CRY ,BMAL1] phase, with the peaks of PER:CRY getting closer in time
to the previous BMAL1 peaks, while the phase difference between BMAL1 peaks and previous PER:CRY peaks is
maintained.

S Almeida et al.: Preprint submitted to Elsevier Page 12 of 19



Transcription-based circadian mechanism controls the duration

Figure 9: Changes of ΔΦ[BMAL1,PER∶CRY ] and ΔΦ[PER∶CRY ,BMAL1] with the tau mutation. As p increases ΔΦ[PER∶CRY ,BMAL1]
remains approximately constant while ΔΦ[BMAL1,PER∶CRY ] decreases linearly, i.e. the shortening of period that occurs with
p is compatible with asymmetric changes of the molecular clock phases. Vertical lines show the points where the period
of the system is consistent with the wild type phenotype and with the tau mutation.

These results suggest there may be a role of the circadian clock in optimizing the time spent at each molecular
phase. Hence, the relative duration of different clock phases, given either by the FWHM of each protein or by the
phase difference between the peaks of proteins, may be relevant in the investigation of metabolic diseases.

A similar reasoning could be made for other cyclic processes that may have a circadian control. For example, a
circadian rhythm of redox has been observed in the SCN (Wang et al., 2012) and a BMAL1-dependent circadian rhythm
of ROS (reactive oxidative species) in mice fibroblasts (Khapre et al., 2011). Thus, assuming a circadian rhythm of
redox in peripheral cells, we could relate the time spent at a specific stage of the cellular redox cycle with observations
of altered lifespan. Importantly, tau mutant Syrian hamsters are observed to live 14 to 16 % longer than wild type
(Oklejewicz and Daan, 2002). According to our results, the higher percentage of time spent with increased BMAL1
and/or CRY1 expression would be relevant for this phenomenon, as leading to decreased time spent at the oxidative
state. This idea may be supported by the increased sensitivity of Bmal1−∕− cells to oxidative stress and the premature
aging of BMAL1-deficient mice (Khapre et al., 2011).

6. Clock integration of hormonal signaling and circadian alignment
To expand and deepen the relationship between the duration of the different circadian phases and metabolism, we

investigate the role of the mammalian clock mechanism in integrating hormonal signaling.
A subject of interest is the response of the system to aligned and misaligned states between suprachiasmatic nu-

cleus (SCN)-driven circadian light sensing and food/activity-related signaling. Circadian misalignment between the
sleep/feeding schedule of individuals and the external light environment (occurring, for instance, in shift-workers) is
known to increase the risk of several metabolic diseases such as diabetes, obesity, dyslipidemia, and insulin resistance
which are all manifestations of metabolic syndrome (Brum et al., 2015) (Leproult et al., 2014).

Peripheral clocks are incapable of directly sensing light inputs. Nevertheless, light-induced SCN-driven hormonal
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signaling is likely to be relevant for metabolic homeostasis in the entire organism, as phase misalignment between
the internal clock and the external light environment decreases metabolic efficiency (West et al., 2017). (Ishida et al.,
2005) demonstrate that the SCN of mice gates external light signals inducing phase-dependent corticosterone release
by the adrenal gland via the sympathetic nervous system. Furthermore, this effect is proportional to the light intensity
and indicates that external environmental light signals instantly provoke adrenal glucocorticoid release in the blood
(Ishida et al., 2005).

Thus, adrenal production of glucocorticoids (GCs) is coordinated by the central nervous system and can be either
humoral, via activation of the hypothalamic pituitary adrenal (HPA) axis as provoked by stress and fasting, or nervous
via activation of the SCN-sympathetic nervous system by light (Ishida et al., 2005). GCs in turn act on peripheral cells
via activation of the glucocorticoid receptor GR and are known to regulate the circadian clock and to cause an increase
in PER expression. In general, a high GC state also correlates with the fasting state, but unlike insulin or glucagon that
are exclusively dependent on nutrient status, GC plasma levels in mice can be induced by light, making it the hormonal
signal of choice to represent indirect sensing of the light/dark cycle in peripheral molecular clocks. In fact, in aligned
nocturnal animals, the fasting phase corresponds to the light window of the daily circadian cycle.

As such, to represent the light-dependent GR cycle we add an input in the equation of PER, Eq. (10), as done above
for the entrainment study, which is a sinusoidal wave with a 24 h period (the same as the intrinsic period of the system),
as Per genes have been shown to be the ultimate transcriptional targets of glucocorticoid signaling (So et al., 2009).
On the other hand, the hormonal signal that better represents a feeding cycle is insulin. Insulin is known to trigger
BMAL1 exclusion from the nucleus, suppressing its promoter activity (Dang et al., 2016). Thus, we introduce the
degradation term: −insulin(t) [BMAL1] in Eq. (4), where insulin(t) is also sinusoidal wave with period T = 24 ℎ,
meaning that a gradual change occurs between a feeding (activity) and a fasting (rest) phase (of 12 hours each). We
keep the two signals with the same amplitude A = 1 and period T = 24 ℎ and vary only the phase between them, as
in GR(t) = A + A cos( 2�T t) and insulin(t) = A + A cos( 2�T (t + Δ�)), where Δ� is the phase difference between the
two signals in hours. We compute the FWHM of all clock proteins in response to Δ� (varying between 0 and 24 h).
As our model was built on and calibrated to data of nocturnal animals (mice and rats) (Feillet et al., 2014) (Ueda et al.,
2005), we consider the aligned state to be represented by Δ� ≈ 12 h.

In Fig. 10 we observe how the FWHM of each clock protein changes as the phase difference Δ� between the
two signals varies from 0 to 24 hours. Strikingly, duration of BMAL1 and PER:CRY peak expression has opposite
trends in change, meaning that Δ� affects the time spent at each of these two main circadian clock phases. This can
possibly result in different time spent at different metabolic states or processes, as well as in alteration of the quantities
of metabolic enzymes for which clock proteins are rate-limiting. Duration of BMAL1 peak expression has a maximum
when the signals are in phase opposition (circadian alignment) and a minimumwhen the signals are in phase (circadian
misalignment), with FWHM of CRY, ROR and E4BP4 also increasing when signals move out of phase. On the other
hand, REV and PER:CRY seem to have a maximum for signals in phase. Curiously, average duration of PER peak
expression seems to be constant. In all simulations the order of peak expression of clock proteins was unaltered, and
the same as in Fig. 2.

These simulations show dynamic variations in the core clock components due to changes in regulatory inputs.
An interpretation of these results can be provided in the light of the pervasive involvement of the circadian clock in
metabolism and noticing that circadian misalignment has been shown to promote insulin resistance independently of
sleep loss (Leproult et al., 2014) (Reinke and Asher, 2019). Considering the role of BMAL1 in promoting insulin sen-
sitivity in mouse liver and muscle (Zhou et al., 2014) (Dyar et al., 2014), as well as the fact that CRY1, here presenting
a similar trend as BMAL1, also plays a role in improving hepatic insulin sensitivity (Zhang et al., 2010), these results
may help to explain the higher incidence of insulin resistance in individuals subjected to circadian misalignment: as
duration of circadian phases varies and the percentage of circadian period with higher BMAL1 and CRY1 expression
decreases so does the time spent in (directly or indirectly) promoting processes of insulin sensitivity.

Though light is a known stressor in mice that are nocturnal prey animals, GCs are released in all mammals at the
end of the resting phase and the neuroanatomy connecting the brain to the adrenals is similar in mice and humans.
Furthermore, a similar type of signaling is conceivable in a variety of organisms and the impact of misalignment in
generating changes in the duration of the different clock phases may be relevant for different systems. Expanding these
ideas for humans would require a confirmation of the number and combinations of boxes at gene promoters sufficient
for antiphasic CLOCK:BMAL1/PER:CRY oscillation as well as calibration from human data. Nevertheless, the fact
that this is a mammalian model strengthens the hypothesis that an asymmetric change in the duration of different
circadian molecular phases might be a consequence of misalignment for humans as well. Experimental observations
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Figure 10: Variations of FWHM with the phase difference between two external hormonal signals. Changes in FWHM,
as the phase difference between two crossed regulatory inputs changes. Duration of BMAL1, ROR, CRY1 and E4BP4
expression increases when the signals move out of phase, while duration of REV and PER:CRY decreases. FWHM of PER
changes little with Δ�.

both in mice and in humans of changes in FWHM in response to food/light misalignment would allow to evaluate our
hypothesis. Overall, Fig. 10 gives predictions of the response of the mammalian clock to the phase relation between
any two input signals (one acting via promoting PER and other via BMAL1 removal from target promoters) and shows
that different states of alignment/misalignment between this signals result in different percentages of time spent at
different clock phases and processes.

The analysis presented in this Section pieces together information on the mammalian clock, namely that misalign-
ment with the light environment is observed to decrease metabolic efficiency (West et al., 2017) and that light activates
adrenal release of GCs (Ishida et al., 2005). Furthermore, a feeding-dependent 24 h insulin cycle is here proposed to be
a decisive factor in determining the aligned/misaligned state. This allowed to construct an idea of what type of signals
could be acting on peripheral clocks and how. Our approach is simplistic as, realistically, there are several simulta-
neous ways by which the clock might incorporate metabolic signals, as well as more regulatory loops. Importantly,
CLOCK:BMAL1 affects insulin production in pancreatic � cells (Perelis et al., 2015). Here, we assume there are no
restrictions in insulin production to study its effects in peripheral clocks, i.e. insulin is produced any time feeding
occurs and peripheral cells receive a sinusoidal wave of insulin over 24 h. As such, the work here developed could
be expanded to include more regulatory loops and signals. A recent example of a comprehensive clock/metabolism
model that includes pancreatic insulin production is that of (Woller and Gonze, 2018) that observe gene-specific phase
shifts in result to misalignment between light and food cues. Nevertheless, our simplistic approach has the advantage
of allowing to better study isolated effects of each signal.

Moreover, the modeling here developped suggests a mechanism for the observed control of the glucose tolerance
cycle by the SCN (la Fleur et al., 2001). Similarly, our results concerning the FWHM response to one food-related and
one SCN-dependent signal led us to hypothesize a way whereby the 24 h insulin sensitivity cycle can be affected by
peripheral clocks.
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The currently accepted view states that circadian misalignment causes metabolic disease by desynchronizing the
clocks of different internal organs and systems. Our hypothesis aims to provide a new, possibly complementary,
insight whereby circadian misalignment can change the relative duration of activating and repressing molecular clock
states of internal clocks and consequently promote a smaller percentage of time spent in processes that favor insulin
sensitivity, thus leading to altered metabolic markers. As mentioned above, this interpretation could be extended for
other processes of potential circadian control, such as cellular redox that connects with lifespan. On this regard, a
decrease in lifespan is observed for chronic circadian misalignment in Drosophila (Boomgarden et al., 2019).

The circadian clock is thus here interpreted as a system that receives signaling inputs and outputs time spent at
different cellular processes.

7. Conclusion
Our analysis illustrates a description of the circadian clockmechanism by a network of regulations occurringmostly

at the transcription level. This is due to the ability of circadian genes to transduce a variety of signals, as well as to the
whole architecture of the system that is able to sense and integrate external and internal inputs, with likely implications
in a variety of cellular processes, including metabolic processes. In this perspective, we developed a transcription-
based dynamic model, with standard mathematical formalism and a reduced number of equations and parameters, that
is indeed capable of reproducing the relative order of expression of the main clock proteins, with special emphasis on
the antiphasic relation between BMAL1 and PER:CRY that relate to opposite phases of the fast/feeding, rest/activity
cycles. The modeling framework here developed is a tool that can be used for dynamic modeling of genetic networks
of this type, and consists generally in describing protein rates of change as a combination of independent responses to
certain regions of the genome, that in this case are the CCEs: E-box, R-box and D-box. Changes at these regions of
the genome in turn are modeled by the competition between activators and repressors.

Investigations on changes of the PER degradation rate, compatible with the tau mutation mechanism, have shown
the average duration of peak expression to decrease with the frequency for the majority of clock proteins, but not for
BMAL1 and CRY1. Moreover, when one signal representative of the light/dark cycle and another signal representing
the fast/feeding cycle are simultaneously applied, the peak duration of BMAL1 is maximal when the feeding behavior
occurs at a correct time and minimal when the feeding behavior occurs the most out of its expected phase; an opposite
effect is observed for PER:CRY. As we may directly connect BMAL1 with increased insulin sensitivity, these obser-
vations help to connect the state of insulin resistance with altered time pattern of feeding behavior that is observed for
shift-workers and in people affected by metabolic syndrome (Brum et al., 2015), leading us to propose that the control
of molecular state duration may be an important mechanism of the clock relevant for its connection with metabolic
homeostasis.
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Figure 11: Regulatorymechanisms of the threemajor CCEs. RORs and REVs compete for R-box binding. CLOCK:BMAL1
acts as an E-box activator and CRYs or PER:CRYs can bind to a previously bound CLOCK:BMAL1 repressing its E-box
promoter activity. D-box can be activated by DBP, HLF and TEF and repressed by E4BP4.

Table 1
Calibrated parameters from REV-ERB� data from (Feillet et al., 2014), (as shown in Fig.2), for the circadian clock model.

p Numerical Value
VR 44.4 %.ℎ−1
kR 3.54 %
kRr 80.1 %
VE 30.3 %.ℎ−1
kE 214 %
kEr 1.24 %
VD 202 %.ℎ−1
kD 5.32 %
kDr 94.7 %
ror 2.55 ℎ−1
rev 0.241 ℎ−1
p 0.844 ℎ−1
c 2.34 ℎ−1
db 0.156 ℎ−1
E4 0.295 ℎ−1
pc 0.191 %−1.ℎ
cp 0.141 ℎ−1
bp 2.58 %−1.ℎ
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Figure 12: Sensitivity analysis: the model is robust to the variation of parameters. Each parameter is varied 20% around
the calibrated point (Table 1) and oscillations are always present. Variations in the value of VR, kRr, rev, db and p
significantly alter the period of the system, while varying kE , kEr, bp, E4 and kD has little impact on the oscillatory
period.
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Figure 13: Entrainment of the clock model without chromatin remodeling to an external oscillatory input. The amplitude
and the period of an entraining wave are varied and the resulting regions of entrainment form Arnold tongues. A) The
entraining wave is a sinusoid. B) Entrainment is done with a rectangular wave. A black/white gradient represents the
ratio between the clock period and the period of the entraining wave: white - no entrainment, grey - 1:1 entrainment, dark
grey - 2:1 entrainment and black - 3:1 entrainment. By comparison with Fig. 7 incorporation of the chromatin remodeling
mechanism results in a larger region of entrainment for sinusoidal waves and an improved entrainment overall for square
waves.

Figure 14: Period changes with p. The period of the system with chromatin remodeling decreases linearly with p.
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Figure 15: FWHM of BMAL1 and PER:CRY for a wide range of p. FWHM of BMAL1 and PER:CRY tend to have
opposite trends of change with p.

Figure 16: Amplitude andmean value of BMAL1 and PER:CRY similarly decrease with p. The amplitude and mean value
of BMAL1 and PER:CRY are similarly affected by changes in p.
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Figure 17: Ratio of FWHM to circadian period T of each clock protein with p (same simulation as Fig. 8). The percentage
of circadian period spent at the BMAL1 and CRY1 molecular phases increases with p. By comparison, the FWHM per
period of the remaining clock proteins varies less with p, especially in the region of p that comprises periods compatible
with variations between CK�W T and CK�tau∕tau, (0.85 ℎ−1 ≤ p ≤ 1.2 ℎ−1). Note that the system’s period also changes
with p. To compare the percentage of time spent at each molecular clock phase of two different p values for a fixed time
window refer to Fig. 8 and Section 5.

Figure 18: Oscillation of BMAL1 and PER:CRY for two values of p. Changing p from a CK�W T -compatible period
to a CK�tau∕tau-compatible period leads to similar decreases in BMAL1 and PER:CRY amplitude of oscillation and mean
value, but to asymmetric changes in BMAL1 and PER:CRY FWHM as well as BMAL1 and PER:CRY phase differences.
FWHM of PER:CRY decreases with p, while FWHM of BMAL1 remains approximately constant. Furthermore, the peak
of PER:CRY gets closer in time to the previous peak of BMAL1 with increasing p, while the time between the BMAL1
peak and the previous PER:CRY peak doesn’t change.
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