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ABSTRACT

Laser-assisted atom probe tomography (APT) and high-resolution dark-field electron holography (HR-DFEH) were performed to investigate
the composition of a polar [0001] GaN/AlxGa1− xN/InyGa1− yN light emitting diode. In particular, the III-site fraction of both AlxGa1− xN
and InyGa1− yN alloys was studied adopting a comparative approach. HR-DFEH allows mapping the projected strain with a subnanometer
spatial resolution which is used for the calculation of the two-dimensional alloy composition distribution. APT provides three-dimensional
alloys composition distribution with a nanometer spatial resolution. However, here we reveal that important inaccuracies affect local compo-
sition measurements. A Ga-poor composition is obtained in high DC-electric field regions. Moreover, such inaccuracies may be locally
enhanced where the [0001] pole intersects the surface of the analyzed specimen, leading to a lower fraction of Ga measured. III-site fractions
closer to the nominal values were measured at low field conditions. Ga loss is thought to be due to preferential DC field induced evaporation
of Ga ions between laser pulses. This is explained in terms of formation of a metallic layer on the tip surface during APT analysis, where
weak Ga-Ga bonds are formed, promoting the loss of Ga at high field conditions.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5113799

INTRODUCTION

III-V nitride semiconductors based on GaN/InyGa1− yN
Quantum Wells (QWs) are widely applied in high-power green and
violet-blue Light Emitting Diodes (LEDs).1–3 This is possible
thanks to the InyGa1− yN bandgap, which ranges from 3.5 eV
(GaN) to 0.7 eV (InN). The typical GaN-based LED structure is
composed of the following layers: a buffer layer typically grown on
an Al2O3 (sapphire) substrate; an n-doped GaN (Si-doped) layer; a
GaN/InyGa1− yN superlattice; an active region; an Electron
Blocking Layer (EBL) formed by an AlxGa1− xN barrier; and a
p-doped GaN (Mg-doped) contact layer. The active region
is formed by single or multiple GaN/InyGa1− yN QWs.
Recombination of strongly localized excitons in such InyGa1− yN

QWs is responsible for the radiative emission of the LED.4 The
number of InyGa1− yN QWs, their thickness, and In III-site frac-
tion y define the LED optical properties such as the emission
energy. In particular, higher emission energies can be obtained
reducing the In III-site fraction y in InyGa1− yN, decreasing the
potential well depth.5 Moreover, a reduction of the InyGa1− yN
QW thickness enhances quantum confinement phenomena,
increasing the LED emission energy.6 This effect is particularly
enhanced with an increase of the In III-site fraction y in the
QWs.5,7 Finally, the EBL layer is introduced to prevent carrier
leakage into the p-doped GaN layer without compromising the
hole injection into the active region. Tuning the Al III-site fraction
x in the AlxGa1− xN EBL, the LED optical performances can be
significantly improved.8,9
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The development of GaN-based LEDs clearly requires the careful
evaluation of both thicknesses and compositions of AlxGa1− xN and
InyGa1− yN layers. Transmission Electron Microscopy (TEM)-based
techniques can provide artifact-free atomic-scale images and allow to
study strain state, composition, morphology, and growth quality of
such heterostructures. However, InyGa1− yN QWs are extremely sensi-
tive to the irradiation produced by the high energy electron beam
(>200 keV) used in TEM. The inhomogeneous composition regions
formed under electron beam are very similar to those expected from
In-rich nanometric-scale regions, even if such issues can be prevented
by adopting specific analysis protocols.10,11

An alternative and complementary approach is based on
Laser-assisted Atom Probe Tomography (La-APT), which provides
near atomic-scale three-dimensional (3D) chemical maps. Such an
approach has been currently adopted by several authors to study
GaN/InyGa1− yN multi-QW systems.12–24 Nevertheless, atom probe
compositional analysis of semiconductors is strongly affected by
important biases.25,26 Recent studies have proved that the measured
composition by La-APT principally depends on the intensity of the
standing field (DC field) applied on the APT specimen.26–29 In
addition, the specimen crystallography affects the DC field distribu-
tion on the tip surface, in particular for specimens analyzed along
the [0001] direction. As a consequence, position-dependent com-
position biases can be observed over the analyzed surface.27,29

The present work is focused on the III-site fraction quantifica-
tion in AlxGa1− xN and InyGa1− yN layers grown in a c-axis ori-
ented (wurtzite crystal) LED structure. Several investigations have
already addressed the problem of composition in AlxGa1− xN
alloys. However, no systematic study has been conducted in polar
InyGa1− yN alloys.26,30–32 The main advantage of studying the
III-site fraction is that measurements are independent of the
amount of nitrogen detected. Nitrogen quantification artifacts
reproduce what has been previously reported25,26 and are not con-
sidered in this article. The production of neutral N (i.e., following
dissociation processes) is in fact proposed as the loss mechanism
explaining the N-poor composition observed at low field in III-N
semiconductors.27,33,34 Therefore, a systematic investigation of
III-site fractions may elucidate the physical mechanisms responsible
for the loss of specific metallic atoms during atom probe analyses.

The interest of the present study is twofold. On the one hand,
it provides operational guidelines for an accurate composition anal-
ysis of LED structures by APT. On the other hand, the experimen-
tal results represent a significant gain in the understanding of
microscopic field evaporation mechanisms in these materials.

MATERIALS AND METHODS

The sample investigated is a GaN/AlxGa1− xN/InyGa1− yN
LED emitting at about 540 nm (yellow-green). The heterostructure
was grown on (0001) sapphire substrate by Metal Organic Vapor
Phase Epitaxy (MOVPE) in an AIX2000HT 6×2 in. planetary
reactor. The structure consists of ∼5 μm GaN buffer layer, 24 nm
(6 nm—InyGa1− yN/2 nm—GaN) superlattice (SL), and 15 nm
n-GaN barrier grown at 915 °C, 3 nm InyGa1− yN QW grown
at 825 °C, 4 nm undoped GaN barrier grown at 900 °C, 11 nm
p-AlxGa1− xN EBL, and 120 nm p-GaN grown at 1000 °C. The SL
was formed using the growth interruption approach.35

A Scanning Electron Microscope/Focused Ion Beam
(SEM/FIB) was used to prepare a TEM lamella and needle-shaped
tips required for La-APT. The specimen preparation method con-
sisted in a standard lift out procedure followed by milling with
30 kV Ga ions and cleanup procedure at 2 kV in order to reduce
the thickness of the damaged volume.36–38

TEM investigations were carried out using I2TEM–Toulouse,
a HF3300 (Hitachi) TEM operating at 300 kV, equipped with a
cold-field emission source, an imaging aberration corrector (CEOS
B-COR), a multiple biprism system, and a 4 k CCD camera.
High-Resolution Dark-Field Electron Holography (HR-DFEH)
experiments were performed with the sample holder position
within the objective lens. Contrary to the Lorentz-DFEH,39–41 such
mode does not allow large (∼1 μm) field of view. However, thanks
to a 0.1 nm fringe spacing and image aberration correction,
HR-DFEH provides ultimate spatial resolution of at best 0.3 nm for
strain mapping which is essential for the analysis of extremely thin
layers.42 The holograms were recorded using ⟨0008⟩ diffracted
beam. Out-of-plane strain maps were reconstructed using
HoloDark plugin for DigitalMicrograph.43 Out-of-plane strain dis-
tribution maps were obtained over 70 × 70 nm fields of view with a
0.6 nm spatial resolution and 0.1% precision. In order to correct
the measured strain values for the impact of stress relaxation at the
free surfaces of the TEM lamellas, we have applied the Finite
Element Method (FEM) modeling within COMSOL Multiphysics
software. Indium and aluminum composition maps were extracted
from the corrected out-of-plane strain maps by using elasticity
theory for biaxially stressed pseudomorphic to the substrate 2D
layers.44–46 Finally, the method allowed the extraction of composi-
tion maps in the AlxGa1− xN and InyGa1− yN layers with an accu-
racy of at most 2% in x and y.

Atom probe analysis was performed using a FlexTAP
(CAMECA) tomographic atom probe operated with femto-second
laser pulses (350 fs) at a wavelength of λ = 343 nm (UV). The
pulses repetition frequency was 50 kHz. The laser pulse energy Elas
was 1.0 nJ, corresponding to a peak energy density during the pulse
of ∼10−4 J cm2. The field of view was fixed at ±15°. The specimen
was cooled to a base temperature of 80 K. La-APT analyses were
performed at a constant detection rate (w≈ 0.0025 event/pulse),
varying the applied bias VDC in order to keep w constant during
the tip evaporation. The detection system used was a specially
designed Multi-Channel Plate/advanced Delay Line Detector
(MCP/aDLD) with a MCP detection efficiency ηMCP of ≈0.6.46,47 It
should be noted that the analysis conditions are very similar to
those used for GaN in a previous work.26

RESULTS AND DISCUSSION

Electron microscopy

A HR-DFEH out-of-plane strain map of the LED heterostruc-
ture is represented in Fig. 1(a). The material deformation is mea-
sured with respect to the zero strained GaN lattice. The large lattice
mismatch between GaN and InyGa1− yN alloys is responsible for the
tensile out-of-plane strain observed in InyGa1− yN pseudomorphic
to the substrate layers. More In incorporated into these layers results
in higher measured strain. Similarly, compressive out-of-plane strain
is observed in the AlxGa1− xN alloy which has lower lattice
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parameters than GaN matrix. Again, the effect strictly depends on
the Al content. Once the measured strain values were corrected by a
factor of 1.16 for the effect of stress relaxation in a TEM lamella, the
composition within the alloys was extracted from the elasticity
theory.44–46 In this way, the III-site fraction associated to both
AlxGa1− xN and InyGa1− yN alloys can be assessed with an accuracy
of ∼0.02. The composition profiles calculated along the c-axis direc-
tion of the LED are reported in Fig. 1(b). The three InyGa1− yN
layers composing the superlattice exhibit an In content equal to 0.08,
while the measured In fraction in the active QW reaches 0.24. This
In fraction is in agreement with the values expected to generate
green light in c-plane LED.49 Lastly, the Al III-site fraction associated
to the AlxGa1− xN EBL is about 0.15.

Mass spectra

The mass spectrum related to the atom probe analysis of the
specimen is represented in Fig. 2(a). A total number of 1.5 × 106

events were detected. The choice for the mass spectrum peak
indexing is the same reported in the literature.18,25,27,29,34 Nitrogen

is predominantly evaporated as N2
+ ions and forms a peak at

28 Da. Also, a few N3
+ ions are detected at 42 Da. The peak at

14Da is associated to N+ ions. Ga+ ions are associated with the
peaks observed at 69 and 71 Da, because of its two isotopes. The
peaks at 34.5 and 35.5 Da are due to the presence of Ga2+ ions.
Some heterogeneous molecular ions are recognized. These are as
follows: GaN2+, forming a pair of peaks at 41.5 and 42.5 Da; GaN3

2+,
observed at 55.5 and 56.5 Da. The mass spectrum of the EBL is rep-
resented in Fig. 2(b). About 1 × 105 events are recorded. Three
different peaks associated to Al+, Al2+, and Al3+ ions appear at 27,
13.5, and 9 Da, respectively. Also few AlN2+ ions are detected at
20.5 Da. Lastly, in Fig. 2(c), the mass spectrum of the InyGa1− yN
layer #1 is reported [cf. Fig. 3(a)]. A total number of 8 × 104 events
are associated to this layer. In presents two isotopes with mass
numbers 113 and 115. The first has a natural abundance of about
4% while the second one of about 96%. Moreover, In2+ ions are
detected at 56.5 and 57.5 Da. It should be observed that the minor
peak of In2+ ions is perfectly superimposed with the GaN3

2+ peak
present at 56.5 Da. In order to carefully determine the composition a
peak decomposition procedure must be carried out. Briefly, the
number of In2+ ions present at 56.5 Da was calculated knowing that
95.7% of In2+ ions forms the peak at 57.5 Da. The number of 113In2+

ions at 56.5 Da can then be straightforwardly determined. The rest of
the events at 56.5 Da is attributed to GaN3

2+. Parasitic species (such
as hydrogen-, carbon-, nitrogen-, and oxygen-related peaks) and
hydrides were also detected, most likely supplied by the environment
during the specimen preparation procedure and during La-APT
analysis.

Atom probe 3D reconstruction

The 3D reconstructed volume of the tip analyzed is repre-
sented in Fig. 3(a). Al+, Al2+, and Al3+ ions are represented in
green and Ga+ and Ga2+ in blue. In+ and In2+ ions are depicted in
red. A cone-angle reconstruction algorithm is applied using the tip
geometrical features observed using SEM. The reconstruction
parameters are as follows: apex radius: 35 nm; tip cone angle: 15°;
curvature: 1; and reconstruction efficiency: 0.20. The latter parame-
ter was chosen in order to scale the depth direction of the APT
reconstruction with the layer thicknesses provided by TEM images.
The other parameters are fitted in order to obtain a reconstructed
volume with flat layers in agreement with the thicknesses measured
by high-resolution TEM. The III-site fraction profile extracted
along the c-axis direction of the atom probe 3D reconstruction is
reported in Fig. 3(b). It is very interesting to compare this profile
with the one derived from the strain map in Fig. 1(b). The results
obtained from the two different techniques present remarkable
differences. First, both Al and In III-site fractions measured with
atom probe are greater than the respective fractions provided study-
ing the strain state by HR-DFEH. Second, the spatial resolution
provided by La-APT (∼2 nm) is lower compared to the one
reached performing HR-DFEH (∼0.6 nm).

Considerations about charge-state metrics

As demonstrated in previous the works, the Charge-State
Ratio (Ga-CSR) allows the electric field to be assessed.25–30,34 The
so-called effective field Feff can be estimated by the ratios of

FIG. 1. (a) HR-DFEH strain map of a lamella specimen. (b) Al and In III-site
fraction profiles along the c-axis direction derived from the strain map.
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different charge states of given species through Kingham’s postioni-
zation model.50 Briefly, the intense electric field is responsible of
the evaporation of single charged ions from the tip surface.
However, postionization can occur close to the tip surface. When
an ion reaches a critical distance from the tip surface (several ang-
stroms), additional electrons can be transferred from the ion to the
tip surface by quantum tunneling effects. In principle, the process
is not influenced by the specimen. Moreover, the calculation of Feff
can be done with any species, even if most of the time only metallic
elements are considered. In the case of the Al0.15Ga0.85N EBL, both
Ga-CSR (Ga2+/Ga+) and Al-CSR (Al2+/Al+) were considered. In
particular, the EBL was divided into subregions along the c-axis
direction adopting the approach detailed in Refs. 25 and 30. For
each subregion, both Ga-CSR and Al-CSR are calculated. The rela-
tion between the two ratios is represented in Fig. 4(a), where also
the Feff provided by the postionization theory is reported. The data
reveal that the field estimated by the Al-CSR metric (from 24 to
25 V/nm) is lower compared to the one derived using the Ga-CSR
metric (from 25 to 27 V/nm). However, the estimate of Feff by an
Al-CSR is questionable. In fact, Al+ and Al3+ ions are not expected
to be observed at the same time by the postionization theory.26,30

Al+ ions should be completely postionized forming Al2+ ions at
about 26 V/nm, while Al3+ ions should be observed starting from
about 38 V/nm.50 For this reason, in AlyGa1− yN alloys the Feff is
generally estimated considering only the Ga-CSR. The simultane-
ous presence of different charge-state ratios of Al ions can reflect

the variations of field at the tip surface at the atomic scale (atomic
protuberances, neighborhood of the emitted ion, etc.). In the
InGaN layers of the SL, both In-CSR (In2+/In+) and Ga-CSR were
calculated. The relation between these quantities is depicted in
Fig. 4(b). Again, the effective fields derived from both In and Ga are
not consistent. The field estimated by In-CSR (from 21 to 23 V/nm)
is lower than the field calculated by Ga-CSR (from 23 to 25 V/nm).
This suggests again that the postionization theory cannot be strictly
applied to calculate the electric field, as already suggested.28,30

Therefore, Ga-CSR can be reliably used to estimate the variations
of the effective field Feff in all analyzed parts of the specimen.
Such ratio is thus recommended to be adopted to describe the field-
dependence of composition in both AlxGa1− xN and InyGa1− yN
alloys.

Composition analysis

The local, nanometer-scale composition distribution in
Al0.15Ga0.85N EBL was investigated. For that purpose, the EBL
was divided into about 200 subregions, adopting the method
described in Ref. 30. For each subregion, both Ga-CSR and Al
III-site fraction x were measured. The Ga-CSR map obtained
from the EBL analysis is represented in Fig. 5(a). The image
exhibits a radial symmetry around a high field region, associated
with the presence of the [0001]-pole. This field distribution is a
direct consequence of the tip faceting due to the crystallography:

FIG. 2. Mass spectra of the LED
atom probe specimen associated to
(a) the entire volume analyzed;
(b) the Al0.15Ga0.85N EBL; and (c) the
In0.08Ga0.92N layer #1 [cf. Fig. 3(a)].
Tomographic atom probe used:
FlexTAP. UV laser pulse energy:
Elas = 1 nJ. Tip base temperature:
T = 80 K. Field of view: ±15°.
Detection rate: w≈ 0.0025 event/pulse.
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low index poles (i.e., [0001]-pole) present a lower radius of curva-
ture compared to high index poles. This leads to local variation of
the field (averaged over time) over the tip surface. The Al III-site
fraction map is reported in Fig. 5(b). Comparing the two maps, it
is clear that high field regions are associated with higher Al
III-site fractions measured. In order to point out such relation,
the probed tip surface was divided into about 40 subregions and
the Al III-site fraction is plotted as a function of the Ga-CSR for
each of them in Fig. 5(c). The Ga-CSR distribution reveals that
Feff ranges between 25 and 27 V/nm. At low field conditions,
x ≈ 0.2 (Feff ≈ 25 V/nm). As the effective field increases, x is
increased up to 0.35 (Feff ≈ 27 V/nm). Nevertheless, the nominal
Al III-site fraction (x = 0.15) was never measured within the elec-
tric field conditions investigated. More details of the Al III-site
fraction dependence on the experimental condition for alloys with

different Al content can be find in previous studies.26,30,31 In
order to explain these results, the Ga atoms loss mechanism
between laser pulses was recently proposed.26,30 As a consequence
of such Ga loss channel, a higher Al III-site fraction x is obtained.
This explains why the measured Al III-site fraction increases with
the applied field.

The approach adopted for the EBL was extended to the
InyGa1− yN layers. First of all, the local distribution of both
Ga-CSR and In III-site fraction in the In0.24Ga0.76N QW was inves-
tigated. Results are depicted in Fig. 6. The correlation between the
surface field [Fig. 6(a)] and the composition [Fig. 6(b)] is similar to
the one observed for the EBL. The high field region in correspon-
dence of the [0001]-pole is associated with an In III-site fraction
up to about 0.35. Instead, low field regions present a composition
close to the value derived by the strain state map (0.24).

FIG. 3. (a) 3D reconstruction of the LED volume analyzed using FlexTAP. The
reconstruction was performed using the cone-angle algorithm with the following
parameters: apex radius: 35 nm; tip cone angle: 15°; curvature: 1; reconstruction
efficiency: 0.20. (b) Al and In III-site fraction profiles along the c-axis direction
measured using atom probe.

FIG. 4. (a) Comparison between the experimental Ga- and Al-CSR observed in
Al0.15Ga0.85N EBL. (b) Relation between the experimental Ga- and In-CSR
observed in the InGaN layers of the SL. The values of Feff are calculated
according to the postionization model.
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The composition of the three In0.08Ga0.92N layers forming the
superlattice was subsequently investigated. The local distribution of
the Ga-CSR is reported in Figs. 7(a)–7(c). Again, a high field
region is observed in correspondence with the [0001]-pole. Feff is
estimated between 21 and 24 V/nm. Moreover, a higher field inten-
sity is observed in layer #1 [Fig. 7(a)]. Ga-CSR (resp. Feff) decreases
in layer #2 [Fig. 7(b)] and again in layer #3 [Fig. 7(c)]. This is the
consequence of the competition between various effects, such as
the increase of the tip radius, the reduction of the magnification,
and the increase of the tip surface probed. In fact, at a constant
detection rate (f = const.), the VDC bias applied dynamically
changes during the tip evaporation. In a homogeneous specimen,
despite the VDC bias increases with time, the electric field on the

tip surface decreases because the tip angle increases (shank angle of
tip). In the case of a heterostructure, variations of the applied VDC

bias are observed at the interfaces between materials presenting
different evaporation fields. Despite this, an overall reduction of the
electric field at the tip surface is always observed during the tip
evaporation. Such progressive field reduction during an atom probe
analysis is the so-called cone-angle effect.26 The spatial distribution
of In III-site fraction at the tip surface of In0.08Ga0.92N layers is rep-
resented in Figs. 7(d)–7(f). Again, a correlation exists between a
local field and the measured composition. The measured In III-site
fraction y is higher at high field regions due to Ga preferential
evaporation. Moreover, a progressive diminution of the In III-site
fraction is observed corresponding to a progressive decrease of the
field [Figs. 7(d)–7(f)]. This effect is highlighted in Fig. 7(g), where
the local III-site fraction y is plotted as a function of the Ga-CSR
for the three InGaN layers investigated. The effective field Feff is cal-
culated from the Ga-CSR. Data indicate that y is always overesti-
mated at high field conditions. This is particularly evident in layer
#1 where y ranges from 0.09 to 0.14 for an effective field Feff
ranging from 23 to 26 V/nm, respectively. Only at low field condi-
tions (from 23 to 24 V/nm), the measured local In III-site fraction
tends to the nominal value (0.08) over the whole tip surface, as it is
clearly observed in layer #3. An In III-site fraction lower than the
nominal one was never observed. This behavior is very similar to
that observed in AlGaN, MgZnO, and BGaN alloys.26,29–31

FIG. 5. (a) Ga-CSR and (b) Al III-site fraction chart of the Al0.15Ga0.85N EBL.
(c) Al III-site fraction plotted as the function of the local Ga-CSR. The effective
field Feff is calculated from the Ga-CSR through the postionization theory.

FIG. 6. (a) Ga-CSR and (b) In III-site fraction chart of the In0.24Ga0.76N
quantum well.

FIG. 7. (a)–(c) Ga-CSR and (d)–(f ) In III-site fraction chart of the In0.08Ga0.92N
layers. (g) In III-site fraction plotted as the function of the local Ga-CSR. The
effective field Feff is calculated from the Ga-CSR through the postionization
theory.
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The microscopic composition distribution detected for
[0001]-oriented InN is reported in the supplementary material.

Mechanisms leading to compositional biases

The observed dependence of the III-site compositions on the
DC field provides important information regarding the complex
phenomena leading to the laser-assisted field evaporation process.
The analysis of mass spectra of different semiconductors acquired
under various experimental conditions strongly suggests that the
overall process is the result of the competition between at least
three different phenomena. First, short-range atom migration can
occur due to laser heating and the presence of electric field gradient
over the tip surface, promoting the formation of clusters, in partic-
ular, in the presence of group V elements.25,27,28,51,52 Second, high
electric field conditions are responsible for the dissociations of
these clusters on the tip surface or during their flight toward the
detector.28,53 The deficit of N at low field is probably related to
such a process, i.e., the emission of neutral N upon dissociation of
GaN+ ions.25,27 Finally, differences in the binding energy of surface
atoms can lead to preferential evaporation of the more weakly
bound species (i.e., evaporation uncorrelated to laser pulses,
leading to the impossibility of identifying the correct mass to
charge ratio by time-of-flight mass spectrometry). In the present
case, preferential evaporation of Ga atoms can be identified as the
main mechanism responsible for the composition biases observed
in both AlxGa1− xN and InyGa1− yN alloys. This should be
explained in terms of the differences in the binding energies and,
as a consequence, in the evaporation fields (Fev) of Ga, Al, and In
in the respective alloys. As Ga-depleted composition is observed at
high field conditions for both alloys, the Fev of Ga is necessarily
lower than those of both Al and In. The development of a simple
model describing preferential evaporation has recently allowed esti-
mating the Fev of Ga and Al in AlGaN of about 25 and 27 V/nm,
respectively.26 Moreover, the same considerations applied to data
reported in Fig. 7(g) provide an estimation of Fev of about 24 and
26 V/nm for Ga and In in InGaN, respectively. The different evapo-
ration fields of Al, Ga, and In cannot be a direct consequence of
their different bulk binding energies, where metallic elements are
bound to N atoms only. It is well known that the Al-N cohesive
energy (Ec = 13.2 eV) is higher than the Ga-N one (Ec = 10.1 eV),
while the In-N bond is the weakest one (Ec = 8.7 eV).54,55 This is in
contrast with the Ga-poor composition observed in InyGa1− yN
(Fig. 7). In atoms should be lost in larger quantities at higher fields.
Nevertheless, the stability of surface atoms in group III-nitrides and
their alloys is affected by surface reconstruction processes. In fact,
one or more stable metal-rich layers can be formed at the top
surface, presenting weaker metallic bonds.56 Moreover, heating
effects due to the laser pulses during La-APT significantly increase
the tip surface temperature promoting diffusion phenomena.52,57

Short-range diffusion phenomena are dominant as attested by
the massive presence of N2

+ molecules in III-N mass spectra
(Fig. 2), despite no N-N bonds are expected in the crystals.25,27,30

In the case of metals, adatoms migration strongly increases for
low melting point (Tmelt) elements.52 The high mobility and the
very low melting point of Ga adatoms compared to In or
Al [Tmelt(Ga) = 300 K, Tmelt(In) = 430 K, Tmelt(Al) = 930 K, under

standard conditions] can lead to the formation of weak Ga-Ga
bonds on the tip surface.58 Other metallic bonds involving In and
Al may form, but Ga adatoms are those that can more easily evapo-
rate uncorrelated with laser pulses.56 This result is in agreement
with the model describing the formation of laterally contracted
metallic Ga bilayers that can be energetically favorable on GaN sur-
faces under Ga-rich conditions.59 In our case, the preferential loss
of N by different evaporation channels could be the driving mecha-
nism leading to Ga-rich conditions at the surface.25–27 Intriguingly,
metallic Ga bilayers are known to occur in very different situations,
i.e., during the GaN growth by molecular beam epitaxy (MBE): in
this case, the Ga-rich conditions are assured by the regulation of
the molecular fluxes impinging on the surface.60 The formation of
a Ga (Al, In) metallic layer on a III-N surface under high electric
field also represents an alternative picture of the so-called metalliza-
tion of apices of field-emission dielectric tips during APT analyses
with respect to the proposed mechanism of hole accumulation
induced by band bending and impact ionization.61

Indications for APT users

In order to measure III-site fractions closer to nominal
values, various strategies can be adopted. First of all, the
cone-angle effects inducing large variations of electric field during
the analysis can be partially mitigated with a specific FIB speci-
men preparation. A reduction of the specimen cone-angle and an
increase of the initial tip radius lead to lower and more constant
over time electric field during La-APT. Secondarily, the atom
probe analysis parameters can be tuned. In particular, an augmen-
tation of the laser pulse energy Elas at a constant detection rate
leads to a reduction of the applied VDC bias, thus of the electric
field. Such approach has already been reported for the study of
both AlGaN and MgZnO alloys.26,31 However, the higher peak
temperature reached by the specimen following laser pulse
absorption may activate surface migration phenomena. As a con-
sequence, a reduction of lateral resolution in atom probe 3D
reconstructions is observed.52 A further increase of Elas can even
activate long-range surface diffusion phenomena leading to a non-
uniform detection of ions over the whole detector. These consid-
erations actually reduce the range of Elas, which is effective for
performing La-APT for the given material.

As a final remark, we notice that previous works20,24 have
stated that the measurement of the In III-site fraction by APT is
reliable for different crystal orientation of the specimen.

The apparent discrepancy between past results and the present
work may be related to the difference in the applied experimental
conditions, as well as in the fact that we investigated here the polar
orientation, which particularly enhances the effect of field inhomo-
geneity on the evaporation behavior. In any case, this work points
out the primary importance of a careful determination of the
experimental conditions where the measurement of an accurate
composition at the nanometer scale in InGaN alloys is targeted.

CONCLUSIONS

The composition of layers of a GaN/AlxGa1− xN/InyGa1− yN
LED has been studied by electron microscopy and laser-assisted
atom probe tomography. High-resolution dark-field electron
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holography allows mapping the projected strain with a subnanome-
ter spatial resolution and assessing the two-dimensional distribu-
tion of III-site fraction of InyGa1− yN and AlxGa1− xN layers.
Contrarily, 3D atom probe measurements are affected by important
compositional biases. The obtained experimental results have
shown that the Ga charge-state ratio is a reliable metric for the esti-
mation of the surface electric field during APT analysis. The
surface electric field appears to be the main quantity responsible
for the inaccuracies of compositional measurements observed for
both studied alloys. In particular, we record an increasing deficit of
Ga in the composition of both AlxGa1− xN and InyGa1− yN when
the surface field is progressively increased. This fact was interpreted
in terms of preferential evaporation of Ga atoms between laser
pulses due to the applied DC electric field. The origin of such Ga
loss cannot be interpreted based on the bulk cohesive energy of the
alloy. Indeed, this could be the consequence of the formation of a
metallic layer of Ga at the tip surface under N-poor conditions. As
Ga-Ga bonds are expected to have a lower binding energy than
similar metallic bonds involving In and Al, a large fraction of Ga
could evaporate uncorrelated with laser pulses, which can explain
the observed loss of detected Ga. These results not only identify a
set of experimental conditions for which the accuracy of composi-
tional measurements by APT in III-N ternary alloys is maximized,
but also represent a significant gain in the understanding of the
complex physics and chemistry of field ion evaporation of these
materials.

SUPPLEMENTARY MATERIAL

See the supplementary material for the description of
the microscopic composition distribution detected for a [0001]-
oriented InN specimen.
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