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Abstract. Social insects and more specifically honey bees have very complex,
powerful and interesting task allocation abilities. They are able to distribute their
workforce effectively without any central control, using simple mechanisms based
on stimuli (dances, pheromones), interactions, thresholds and feedback loops.
Self-organisational concepts and some of those mechanisms, like pheromones,
are invisible to the human eye. In order to help the user grasp the complexity
of the task allocation, we propose to make them visible in a virtual, immersive
and interactive environment. First, this implies that the system must be able to
simulate and display in real-time around 30 000 bees interacting with each other,
emitting clouds of pheromones. Secondly, this implies also that the user should
be able to alter in real-time the environment of the bees (e.g. by manipulating the
frame of the hive) and visualise the effects on the organisation, potentially days
later. Finally, we would like to give to biologists and beekeepers some domain-
related, intuitive and natural ways of interacting with the hive. We describe in
this article these issues in more details, and how we plan to tackle them. This is a
“work in progress”, therefore a lot of work has still to be done, mostly surveying
and modelling the interactions.

Keywords: Complexity - Agent-based simulation - Tangible interfaces - Immersive en-
vironment - Training and education

1 Introduction

Social insects are well known for their robust and effective decentralised organisation.
They are able to distribute their workforce amongst all the different tasks to be done,
without any global knowledge of the state of the colony. This task allocation ability [1]
lies on stimuli (dances, pheromones), interactions between individuals, internal thresh-
olds and positive and negative feedback loops.

The honey bee Apis Melifera, the most common honey bee in Europe, uses these mech-
anisms in a variety of ways, such as dances to recruit their nest-mates to foraging activ-
ities or many different pheromones to inhibit or favour certain behaviour [9, 8, 4]. The
first part of our project is to model these mechanisms, within an agent-based simula-
tion [7, 1]. Agent-based modelling is a bottom-up approach that focuses on individuals,
their behaviour and interactions (at the micro-level), to deduce the overall behaviour of
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the system (macro-level) by emergence. The agent-based approach is thus particularly
suited to model and simulate complex systems. Following this approach, each honey-
bee is an agent, described by its biological cycle, behaviour, and its interactions with its
environment, including other agents. We work with biologists and beekeepers to help
us build and validate the model, and make it as relevant as possible.

We intend to model most of the in-hive tasks (feeding the brood, cleaning the combs,
foraging etc.), triggered (or inhibited) by different stimuli such as pheromones. Self-
organisational concepts are driven by invisible mechanisms, and thus quite challenging
to understand. There comes the second part of the project, a virtual, immersive and
interactive simulation. With virtual reality we want to allow the user to comprehend
those concepts, by showing the mechanisms behind them, hiding some parts of the
hive, abstracting the bees to focus only on pheromones, i.e. enhancing the view.

Related works on honey bee colony visualisation aim mainly at help beekeepers make
decisions, by providing them information about honey bee populations [2, 3, 6]. For ex-
ample, the authors of [2] use Augmented Reality to display data from several sensors
in a range of real hives and allow the user to go through all the data in an intuitive and
immersive manner. These data are collected at the hive (macro) level, such as temper-
ature and weight. They are thus able to know in which hive certain bees are and study
“bee drift”: when bees from a colony leave and join another colony. We, on the other
hand, work on a simulated honey bee colony and focus on the “micro” world, at the bee
level. Our goal is not to (directly) help the decision making of beekeepers, but to allow
them to visualize and understand their actions’ effects on the organisation of the (vir-
tual) colony, inside the hive. Section 3.3 provides some examples of such beekeeping
actions.

2 Scientific challenges

We highlight in this section three of the main issues that we face.

First, we want to visualise a very large system in 3D, with tens of thousands individuals,
interacting in various ways with each other, and allow the user to interact in real-time
with the system, changing the state of the simulation. The performance of such a system
needs to be considered.

Secondly, the user should be able to interact with the hive, and watch the colony adapt
to those actions in real-time, or fast forward to a later stage of the world to see how
the colony handled (or not) the action’s effects in the long term. It is necessary to con-
sider ways to handle those multiple time interactions, both on the simulator and the
visualisation.

Finally, this simulator should be used by biologists and beekeepers in different uses: a
scientific use, aimed at biologists, to evaluate the role of stimuli and other mechanisms
on self-organisation; and educational use, to allow new and experienced beekeepers to
learn good beekeeping practices through predefined scenarios and realistic means of
interaction. To do so, we would like to implement domain-related, intuitive and natural
ways of interacting with the hive.
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3 Preliminary Work

3.1 Visualisation and Interactions Challenges

We describe here our work on the first two challenges described previously.
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Fig. 1. Decoupled architecture. A java server holding the simulation and the interactive and im-
mersive app in Unity3D will talk to each other and synchronise through Web sockets.

We propose to separate the simulation and its visualisation, following the advice of [5],
by using a Java server calculator to run the model, and a Unity3D client for visualisa-
tion and interactions (see Figure 1). The first major effect of decoupling the calcula-
tor that holds the simulation, and the interacting app, is that we can model each part
without the constraint of the other part. The simulator won’t have to compute any com-
plex visualisation nor to draw it onscreen in real-time, and the interactive system won’t
have to bother with the calculation of the agent-based system. We may also gain some
performance, as we can easily run those two parts on separate computers: the authors
of [5] have shown that their decoupling does not create any performance bottleneck.
Moreover, by creating a “Rest API-like” server, we set the server free from the graph-
ical client’s updates, and even allow ourselves to change the interactive app later on if
needed, without changing the inner behaviour of the simulation.

Another effect of this separation is the decoupling of the time between the simulator
(virtual time) and the interacting app (in real-time to allow the user to interact with
the frames and the colony). This is a disadvantage, as we will have to ensure that the
simulator and the interacting app stay synchronised: an action performed at time ¢ by
the user must occur in the simulation at the same time. On the other hand, we need
this decoupling because we intend to give the possibility to the user to fast forward in a
later time to observe the effects of an action, so the simulator must be able to compute
the simulation very fast. Moreover, those two highly different speeds will require us to
implement a way for the user to understand the time flow and interact with it.

3.2 The Virtual Environment

The environment consists of the Dadant Hive, the standard beehive for honey harvest-
ing. The hive is mainly a wooden box, with rails on the sides to guide a few frames
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inside. We modelled it in Unity3D with the hexagonal cells in the frames, which are
where the larvae are raised and the resources packed. Figure 2 shows an example of
such a visualisation, in which the server randomly filled all the cells, then sent the data
to the client. Inside Unity3D, we can interact with these filled frames, making them rise
so we can see their content. This will be the basis for our work.

Our virtual world, with the hive, will be filled with
honey bees. Typically, in Unity3D, we would in-
stantiate each individual as a “GameObject”, and
let Unity3D handle the movements and display.
But as honey bee colonies can count up to 50 000
individuals, that many GameObjects would cause
severe frame rate drop and ruin the immersive ex-
perience.

Unity3D is way more effective iterating inside
a GameObject as it is to iterate through them.
So, instead of having a few thousand GameOb-
ject, we should have a single one, but containing
a few thousands of shapes scattered around the
Fig.2. A Unity3D simulation that vi- world. We will, therefore, use a point cloud in-
sualises the results of a Java simula-  gjde Unity3D, and Unity3D’s implementation of
tion. a point cloud is a very good start. We managed

to display a few hundred thousands points with a

very decent frame rate, around 60fps. We can now
use the same idea to represent different layers of the world, having, for example, a Point-
Cloud object representing all the bees, and another one for the pheromones (or different
objects for different types of pheromones). In section , we discuss how the visualisation
of the organisation could look like.

3.3 Natural Intuitive Interactions

We also worked with beekeepers and bee biologists to know how they interact with
their real hives. We recorded a dozen of interactions. This will be the basis of our
model, making it as relevant as possible. We also recorded their expected effects on
the organisation of the colony and will use these data to validate our task allocation
model and the interaction model.

For example, a beekeeper sometimes has to remove the queen of a colony, often to
replace it with a younger one. This change usually increases the number of eggs laid,
which will require much more nurses, food and space. Beekeepers can also change the
order of the frames by performing a circular permutation of all the frames. That move-
ment changes drastically the environment of the colony and requires a self-adaptation.
The last example is the more extreme and consists of the beekeeper removing all the
brood of the colony, to prevent a disease to spread. This is done by renewing all the
frames of the hive and has a huge impact on the colony.
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In a nutshell, each beekeeper move has a significant impact on multiple feedback loops,
and, in extent, on the task allocation of the whole colony. We discuss in the next section
the interaction means that could implement these actions.

4 Future Work and Perspectives

Different ways of interacting could help us answer to the issues listed in section 2.
Natural and intuitive interactions could be implemented thanks to a virtual hive that can
be manipulated with tangible interactors. For example, a common beekeeper action is
to remove a frame from the hive and then hit it on the top to make all the bees on it fall,
allowing a better and safer work on the frame. This simple, key movement would highly
benefit a tangible interactor, to reproduce at best the real feeling of the movement,
enhancing the immersion feeling and maybe enhance the learning experience of the
user as well. A solution could either be a real tracked Dadant hive with real tracked
frames, or a re-built simplified version with only the structural needs, as it does not
have to look like a hive. We still have to study the feasibility of both ideas.

The vast majority of the beekeeping interaction with the hive requires the handling of
a frame, enhancing the needs for tangible interactors. For example, the queen removal
action described in the previous section requires to remove a frame from the hive, ma-
nipulate it to find the queen, then lift it with an interactor, insert the new queen and then
put the frame back into the hive. In the same way, a rotation, circular permutation of all
the frames requires to lift a frame, remove the bees on it by hitting it on the top, store
it in a dedicated spot near the user, move all the other frames, and then put the stored
frame back on the other side of the hive.

Biologists and beekeepers won’t have the same needs regarding the interactions and
the visualisation of the system, even if they globally interact in the same way with the
frames. That’s why we intend to implement a system of layers, allowing each user to
effectively chose what they want to see. For example, a biologist studying the impact
of pheromones on the colony organisation could decide to hide the bees, the frames
and the hive, and only see the pheromones. We could even decide to hide or show bees
based on their activities, or age, and then display their perception.

It’s not clear yet, however, how the organisation will be shown to the user. Bringing that
abstract concept on the visible layer will require further work, but a first idea would be
to create geometries just above each agent, describing what they perceive (with a bar
chart) and what they do (for example a square floating above a bee would mean that
it’s currently a nurse). We could even select an agent and then see its whole history of
perception and action with graphs displayed inside the virtual world.

To allow the user to navigate in time, a tangible time controller is considered, which
should allow the user to fast forward and see the state of the colony in the future. We
are thinking about possible time travel to the past, but we are still unsure if this would
be meaningful for the project. Further discussions with biologists and beekeepers are
planned.
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Finally, a potential multi-verse metaphor could be useful for the user to compare the
consequences of multiple gestures upon the same colony. The user would be able at
any time to create a new universe, holding a copy of the current state of the colony.
Then, he could perform any interaction with the hives in any verse. The verses would
all be independent and thus, multiple hives could be watched at the same time. We
could, for example, have a “default colony” in the first verse, and never interact with it.
Then effectively compare it to the other verses where we would have performed many
changes.
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