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Abstract—Wireless capsule endoscopy (WCE) allows medical
doctors to examine the interior of the small intestine with a non-
invasive procedure. This methodology is particularly important
for Crohn’s disease (CD), where an early diagnosis improves
treatment outcomes. However, the viewing and evaluation of
WCE videos is a time-consuming process for the medical experts.
In this work, we present a recurrent attention neural network
for the detection in WCE images of CD lesions in the small
bowel. Our classifier reaches 90.85% accuracy on our own dataset
annotated by experts from the Hospital of Nantes. The model has
also been tested on a public endoscopic dataset, the CAD-CAP
database used for the GIANA competition, and achieves high
performance on detection task with an accuracy of 99,67%. This
automatic lesion classifier will greatly reduce the amount of time
spent by gastroenterologists in reviewing WCE videos, which will
likely foster the development of this technique and speed-up the
diagnosis of CD.

Index Terms—Deep learning, recurrent attention model,
Crohn’s disease, medical images classification

I. INTRODUCTION

Since the mid-1990s, the development of wireless capsule
endoscopy (WCE) improves the diagnosis of the Crohn’s
disease (CD) and its early treatment [1]. This minimally
invasive technology offers significant diagnostic performance
due to its ability to fully explore the 3 to 4 metres of the
small bowel. It is now well accepted by the entire scientific
community [2]. As angiodysplasia, its establishment is largely
based on the detection of intestinal lesions that can be more
easily detected with WCE aid. The diagnosis of CD is based on
two scores: the Capsule Endoscopy Crohn’s Disease Activity
Index (CECDAI) [3] and Lewis’ score [4]. These indicators
depend on the number of lesions, their types and locations in
the small bowel. As these scores are related to the number
and precise identification of the lesions, it is necessary for
gastroenterologists to view all 50,000 images generated by
the WCE for each patient, which can be very time-consuming
(30-60 minutes per read in most studies [5]).
Various systems have been developed to limit the time required
for gastroenterologists to analyze data. Many efforts have been
made to detect intestinal lesions from images obtained by

WCE. These works can be classified into two main cate-
gories: algorithms based on ad hoc techniques presented in
section II-A and algorithms based on convolutional neural
networks (CNN), presented in section II-B. These networks
allow the automatic extraction of features that make them more
resilient and accurate, but also more complex to train because
of the large amount of labeled ground truth required to learn
their parameters.
To gather enough data to train neural networks, we set up a
collaboration between the Hospital of Nantes and the Digital
laboratory of Nantes. 3128 labeled WCE images have been
collected and will continue to be totted. The choice was
therefore made to create a recurrent neural network with
attention in the manner of Mnih et al. [6]. This network,
rather than taking the entire image as an input, chooses several
patches successively extracted from the original image through
unsupervised learning that will allow a classification decision
to be made after multiple views of the same image. We
hypothesize this framework to be particularly efficient with
WCE images.

II. RELATED WORKS

A. Ad hoc methods

The first category of algorithms, not based on deep learning,
focuses on the extraction of features from WCE images. A
classifier is trained to make the link between the characteristics
and image classes. Yu et al. [7] use the Local Binary Pattern
(LBP) descriptor and the Scale Invariant Feature Transform
(SIFT) descriptor before classification using an SVM to detect
images containing ulcers. Other algorithms, such as the one
developed by Li et al. [8], are based on extracting the colors
of the images based on the observation that the color of the
ulcers is predominantly white/yellow, then using a network of
multilayer perceptrons to perform the classification. There are
also techniques based on texture extraction as in Chen et al.
[9]. The problem with theses approaches is that they are not
very robust to variations in lighting, angle of view and often
specific to a type of lesion, making it more difficult to apply
in real situations.



B. Deep learning methods

Over the past 4 years, new algorithms based on deep neural
networks have been developed to segment and detect lesions
from WCE images. These networks stand out for their different
architectures and the data used to train them. Aoki et al.
propose a network based on an architecture called Single
Shot multibox Detector [10]. This network learns to generate
delimitation boxes around areas considered pathological. Fan
et al. propose a detection algorithm using the AlexNet network
[11] driven on their own database containing 8000 WCE
images. There is also a deep neural network in the literature
called TernausNetV2 [12], a network for image segmentation.
This algorithm was applied to the segmentation of images
from WCE [13] and was awarded first place in the GIANA
competition. Since these different algorithms are tested on
different databases, it is difficult to compare their performance.

III. NETWORK ARCHITECTURE

In this article, attention is considered as a sequential
decision-making process of an agent interacting with a visual
environment. The network is based on the one presented by
Mnih et al. 2014 [6] and on the REINFORCE algorithm of
Williams 1992 [14]. From this base network, the local features
extraction of the What? Network has been improved thanks
to a pre-trained VGG16. The memory process has also been
upgraded by the addition of a Gated Recurrent Unit (GRU).
The ability to control the patch size has been given to the
network and is learn by reinforcement learning (RL).

A. Recurrent attention neural network

The global architecture of the network is described in Fig. 1.
An endoscopic image X is provided as input to the network.
The Glimpse Sensor will then extract a patch ρ(X) from
the original image according to lt = (x, y, z) where the
coordinates x and y are normalized in the interval [−1; 1], i.e.
(0, 0) is the center of the image, and z is a zoom coefficient
between ]0; 1]. With sx × sy the resolution of the original
image, we get a resolution patch (sx × z) × (sy × z). This
patch is then resized to keep a fixed size at the network input.
The subnetwork What? Network, based on VGG16 [15] with
batch normalization, pre-trained on ImageNet [16], allows
to extract the characteristics of the patch ρ(X). Only the
12 first layers of VGG16 and the first fully-connected layer
have been preserved. In parallel, information about extracting
the patch lt crosses the Where? Network composed of 2
fully-connected layers, thus allowing the extraction of the
characteristics relative to the extraction position of the patch
ρ(X). The two characteristic vectors produced by this network
are of identical size and multiplied before being subjected to
ReLu non-linearity. The new characteristic vector gt at the
output of the non-linearity then contains the “Where?” and
“What?” information extracted by the Glimpse Network at
time t. A Gated Recurrent Unit [17] (GRU) allows to merge
the characteristics extracted at time t by the network with
those extracted at the previous time contained in the previous
internal state ht−1 of the GRU. This internal state of the GRU
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Fig. 1. Architecture of the RANN : At each time t, we provide the Glimpse
sensor with an endoscopic image X and the location lt−1 of the patch to
extract from the original image. Two independent neural networks, the What?
Network and the Where? Network, will then extract information related to
the content and location of the patch. A Gated Recurrent Unit (GRU) will
then merge the characteristics previously extracted by the network to produce
the current system state ht. From this state, three subnets will independently
produce lt, the position of the next patch to extract, at, a vector containing a
score associated with each class and bt, the baseline from which is calculated
the reward for RL.

will be reused at the next time step.
From the new internal state produced by the GRU, the Action
network will produce a vector associating a score to each
class. The Baseline Network will allow it to calculate the
reward associated with a prediction so that it can train the
Location Network by reinforcement. Learning by reinforce-
ment is unsupervised and associates to each action of the
network a reward that should be maximized by the network.
Thus the network will increase the probability of locations
maximizing the reward function. If the network classifies the
image correctly, the reward is worth the number of views
placed on the image minus the sum of baselines calculated
by the network.

B. Loss function

The network cost function is a sum of three cost sub-
functions La, Lb and Lr. First, the cross entropy function La

computes the network classification error at the last glance
at the image with the network prediction Ŷi and the ground
truth Yi:

La = − 1

n

n∑
i=1

Yi log(Ŷi) . (1)

Then, function Lb calculates the mean square error between
the Ri

t reward and the bt baseline established by the network
(2). The reward is equal to the number of glances placed on the
image if the latter has been correctly classified, 0 otherwise.
This baseline, depending on the present and past contexts,
allows the reward to be adjusted in order to push the network
to improve on its previous results.



TABLE I
CONFUSION MATRIX ON CAP-CAD TEST DATASET PROVIDED BY GIANA ORGANIZERS.

Non-pathological Pathological
Normal Inflammatory-lesions Vascular-lesions

Normal 289 0 3
Inflammatory-lesions 0 297 25

Vascular-lesions 0 28 258

TABLE II
NEURAL NETWORK PERFORMANCE EVALUATION ON GIANA AND CROHN-IPI DATASETS.

3 classes 2 classes
Dataset Accuracy Accuracy Specificity Sensitivity F1 F2
GIANA 93.78% 99.67% 100.00% 98.97% 99.24% 99.51%

CROHN-IPI - 90.85% 91.47% 90.22% 90.44% 90.67%

Lb =
1

n

n∑
i=1

T∑
t=1

(bt −Ri
t)

2 (2)

Function Lr allows to set up the unsupervised RL (3). The
principle is as follows: a strategy π(τ j ; θ), depending on the
network parameters θ associates a probability to the path τ j . A
path is a succession of actions ut, in our case the change of the
location of the patch extraction. Each action results in a new
state st, in our case a new patch at the system input. This new
state then influences the system that will produce a new action
that will lead to a new state. The objective of the reinforcement
algorithm is to maximize the probability of trajectories that
maximize the reward (Rt − bt) and a contrario to decrease
the probability of trajectories leading to a low reward. We use
Monte Carlo methods to estimate the expected return from a
state by averaging the return from M multiple rollouts of a
policy.

Lr = − 1

n

1

M

n∑
i=1

M∑
j=1

T∑
t=1

logπ(ujt |sji:t; θ)(Rj
t − bt) (3)

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

The different medical image segmentation and detection
algorithms mentioned in above were each tested on different
databases, not all containing the same types of lesions. Cur-
rently, results of the different methods presented during the
Giana competition on the CAP-CAD database [18] are not
available but will be published shortly.

A. Results on GIANA

The training dataset contains 1800 images obtained by WCE
divided into 3 classes: 600 images with vascular lesions, 600
with inflammatory lesions and 600 containing no pathology.
The images of the training base undergo random transfor-
mations (rotations, y-mirroring and elastic distortion) during
training in order to increase the diversity of examples, thus
making it easier for the network to generalize its knowledge.
80% of the images in the database are used to train the network
and 20% for validation. The confusion matrix presented in

table III-A show results obtained on the test dataset of the
GIANA competition that contains 900 images.

An accuracy of 93.78% is obtained for the three-class classi-
fication task (inflammatory lesion, vascular and normal). Since
our problem deals with the detection of lesions, the classes
vascular-lesions and inflammatory-lesions have been grouped
into a “pathological” class. The maximum accuracy on the
two-class classification task (pathological, non-pathological)
is 99.67%, i.e., about one error for 300 images. Table III-A
summarizes different metrics evaluations.

B. Results on CROHN-IPI

The CROHN-IPI (CI) database includes 3218 images di-
vided into 7 different classes, 6 corresponding to different
types of pathological lesions (aphtoid ulceration, ulceration
from 3 to 10 mm, ulceration greater than 10 mm, edema,
stenosis, erythema) and a class containing images of non-
pathological intestines. These data have been annotated by
two gastroenterologists and come from 39 different patients.
The dataset contains 1590 pathological images and 1628 non-
pathological ones. 70% of the images in the database are
used to train the network, 10% for validation and 20% for
evaluation. The results obtained are grouped in table III-A.
An average accuracy of 89.26% is obtained after 10 cross-
validations, for an architecture using 4 views of resolution
80 × 80 on the images from WCE and 7 rollouts network
from Monte-Carlo sampling.

C. Discussion

The results obtained are inferior on the CI database than
on the GIANA database (one error every 10 images on CI
versus one error every 300 images on GIANA). There are
several reasons for this discrepancy. First, vascular lesions in
angiodysplasia are significantly easier to recognize by their
bright red color than lesions in Crohn’s disease. Secondly, the
GIANA dataset includes 600 images of each of the lesions and
600 non-pathological images, allowing the network to train
on 300 examples before being tested. For CI, some classes
of lesions such as stenosis or erythema are under-represented
(less than 70 examples). Then, it can also be explained by the
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Fig. 2. Examples of artificial saliency maps according to the detection result (with P for the pathological class and NP for the non-pathological one).

way GIANA’s images were chosen compared to those of CI.
GIANA images seem much cleaner, containing less image
noise (blurred, low light) and intestinal activity noise (fewer
bubbles on the images).
As we can see in Fig. 2, the network looks at relevant parts of
the image to make the classification decision. These artificial
saliency maps are generated by plotting the 4 glimpses for
the 7 rollouts networks from Monte-Carlo sampling.

V. CONCLUSION

This article presents the implementation of a recurrent atten-
tion neural network architecture. It was trained and tested on
two different datasets: GIANA and CI obtaining an accuracy
of 99.78% and 90.85% respectively.
The prediction on CI, the dataset built in partnership with the
Hospital of Nantes, are less accurate due to the number of
complex and more realistic images it contains. The addition
of new examples to this database, selected thanks to the
understanding of where the network focuses, should allow the
network to integrate new cases and thus improve results.
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