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Analytical evaluation of multicast packet delivery
and user-clustering schemes in high-speed 
cellular networks

Neila El Heni · Xavier Lagrange

Abstract Transmission on data-oriented radio inter-
faces of cellular networks has been primarily designed
for unicast applications. Nevertheless, unicast may not
optimize the resource usage when the same content has
to be transmitted to several users in the same cell. In
this context, multicast seems to be an efficient means
to convey data. In this paper, we develop an analyt-
ical model that allows the computation of the mean
bitrate for both multicast and multiple-unicast trans-
mission schemes. Furthermore, we propose a multicast
transmission scheme called the equal-bitrate (EB) algo-
rithm that allocates bandwidth to mobiles according to
their instantaneous channel quality. We compare it to
adaptations of the well-known max-signal-to-noise ra-
tio and round robin to multicast. We propose to group
users into clusters. The clustering method combines
multicast and unicast transmission schemes according
to the user’s average channel conditions. We use the
analytical model to evaluate the proposed solutions.
We compare the resulting performance against pure
multicast and multiple-unicast approaches. We show
that the EB algorithm offers a good trade-off between
throughput and fairness. Also, we show that mixed clus-
tering achieves good performance compared to conven-
tional clustering methods.
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1 Introduction

Third-generation (3G) data networks have been in-
troduced for the support of multimedia services over
wireless links. They have evolved to CDMA2000
1xEvolution Data Optimized [1] and High-Speed
Downlink Packet Access (HSDPA) [2, 3], commonly
known as 3.5G systems. The so-called 3.5 systems are
enabling the delivery of very demanding applications in
terms of network resource. These include video stream-
ing such as Mobile TV [4], the VCast service [5] from
Verizon, multiparty games or group-chat application,
etc.

Although 3.5G networks offer high capacity, the
expected demand will certainly overcome the available
resources. At present, multimedia services are deliv-
ered over separate connections on the radio interface
for each recipient. Packets are duplicated if there are
multiple users who want to receive the same data. In
this paper, such an approach is called multiple-unicast.
Because spectrum is a limited and expensive resource,
the radio interface can support only a handful of high-
bitrate users simultaneously, and the wireless link may
easily become a bottleneck. In this context, multicast
seems a promising alternative to conventional multiple-
unicast. The main benefit of multicast is bandwidth
saving, as it prevents clogging up the air interface with
redundant transmissions. Also, the overhead on the
sender side is reduced since it does not have to maintain
addresses of each destination. As commonly accepted,
we define a multicast group as a set of terminals listen-
ing to the same service.

Multimedia Broadcast/Multicast Service [6, 7] is
currently specified in the 3GPP recommendation to
address multicast and broadcast services in UMTS/



WCDMA networks. Equivalently, BroadCast and Mul-
tiCast Services [8] are defined by 3GPP2 standard to
support multimedia content multicast in CDMA2000
networks. However, the focus is on the access and
core network rather then on the radio interface. It is
implicitly assumed that transmissions are duplicated by
the base station (BS) if several user equipments (UEs)
in a cell belong to the same multicast group. Multicast
over 3G/3.5G radio interfaces is only used with low
bitrate channels, which does not scale well when the
number of multimedia services increases.

A common point between these networks is that they
use a shared channel to serve UEs with data packets
on a time-multiplexing basis. In this framework, a radio
resource consists in a transmission time interval (TTI),
and the scheduler’s task is to share time between users
of the system.

1.1 Multiple-unicast vs multicast issues

During a service session, users may experience different
channel conditions from one TTI to another. At each
TTI, the packet scheduler uses the reported signal-
to-noise ratio (SNR) to determine the instantaneous
bitrate capacity of each user. Then, depending on its
scheduling strategy, it chooses the user to serve with
the suitable bitrate. This scheme is illustrated in Fig. 1.
Given that the TTI is constant, determining the instan-
taneous bitrate capacity amounts to determining the
packet size, also called the transport block size (TBS),
like in HSDPA.

In multiple-unicast, user-specific adaptation of the
radio parameters (e.g., to track fast fading) can be
applied. As transmissions to users are considered
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Fig. 1 Conventional unicast scheduling

separately, all classical scheduling mechanisms may be
used, for instance, Max C/I [9], to maximize the system
throughput. However, fairness has to be guaranteed
between users who receive the same data. The main
drawback with multiple-unicast is that a TTI is re-
stricted to a single user. Alternatively, a TTI may be
allocated to all the users listening to the same service.
We call this scheme pure multicast. It is also possible to
divide the multicast group into different clusters and to
serve them at different times. As such, a cluster includes
one or several users who listen to the same service
transmission in the same TTI. If N represents the num-
ber of users in the multicast group, multiple-unicast is
then equivalent to N single-user clusters, whereas pure
multicast amounts to a single N-user cluster. A mixed
clustering includes, for example, N′ single-user clusters
and a single (N − N′)-user cluster. Figure 2 gives the
example of two clusters.

Multicast schedulers not only have to select the
cluster to serve at each TTI, but they also have the
additional difficulty of determining the transmission
bitrate that is common to the selected users despite
their various channel conditions. Indeed, bitrate selec-
tion is a challenging task in multicast scheduling. If
the transmission bitrate exceeds the bitrate capacity
of a UE, this mobile will not be able to decode the
transmitted packet, which is consequently lost. This is
particularly true for mobiles at the cell edge. While
the usage of retransmission algorithms [10] is possible
to counter losses, subsequent bandwidth consumption
and signaling may be costly. In all cases, the use-
ful multicast bitrate is constrained by the UE hav-
ing the worst channel, as this determines the service
coverage. Hence, the gain of multicast compared to
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Fig. 2 Multicast transmission with an example of clustering



multiple-unicast is not so obvious and needs to be
studied. Indeed, it is difficult to predict whether it is
better to duplicate data with a relatively high bitrate or
to send it only once but with the lowest bitrate. Very
few studies address the multicast schedulers’ design.
The study [11] proposes multicast proportional fairness
and intergroup proportional fairness schedulers that
are adaptations of the PF scheduler. However, packet
loss with these algorithms may be frequent, wasting
bandwidth because of retransmissions.

1.2 Paper scope and outline

In this study, we propose a new algorithm for multi-
cast transmission over high-speed cellular systems and
define a user clustering strategy that combines pure
multicast and multiple-unicast schemes. While existing
work on multicast generally addresses streaming ser-
vices, our study is agnostic of the service type, which
could be file transfer, video streaming, etc. We consider
the transmission of one service. Scheduling multiple
services amounts to managing priority between these
services according to their quality-of-service (QoS) re-
quirements. These issues have already been extensively
developed in literature, e.g., [12–14].

This paper is organized as follows: In Section 2, the
system model and assumptions are given. Section 3
explains the proposed equal-bitrate (EB) algorithm
and presents the model for throughput calculations of
max-SNR and round robin (RR). Section 4 places our
model in the framework of a theoretical generic sys-
tem. Particular case studies are developed in Section 5.
In Section 6, we introduce state-of-the-art clustering
schemes before defining a new clustering strategy.
Section 7 analyzes the performance of the proposed
solutions. Conclusions are drawn in Section 8.

2 Model description

2.1 General assumptions

We consider a system with one serving cell and N users
in the same multicast group. Dealing with multicast
in different cells is equivalent to studying multicast in
fixed networks, as data have to be transmitted over
wired links to different BSs. This has been developed
in [15]. Here, we consider downlink transmission like
in a HSDPA system with only one code. Large-scale
mobility aspects are not considered; signaling for clus-
tering dynamics is, then, not developed here but may be
considered as a future work.

Users are randomly distributed in the cell. To apply
our multicast transmission algorithm, clusters should
already be defined according to the proposed clustering
strategy. Let G be the number of clusters and S j be the
size of cluster j. Let γi, j be the instantaneous SNR of
user device i, which is a member of cluster j, and γi, j, its
average SNR. Note that indices i or j may be sometimes
omitted for simplicity. Due to channel variations, γi, j

are identically and independently distributed variables
that change randomly from one TTI to another but are
assumed to be constant during a TTI. Without loss of
generality, we assume that the user having the highest
average SNR is indexed by 1 and belongs to cluster 1.
Let ki, j (i = 1..S j, j = 1..G) be the SNR ratios such that
ki, j = γ1,1

γi, j
. By definition, k1,1 = 1 and ki, j ≥ 1 for i and

j higher than 1. Assuming the BS is serving user i of
cluster j, we define βi, j as the largest TBS supported
by that user. Let g be the function that relates βi, j to
the reported γi, j of the served user; hence, βi, j = g(γi, j).
It is easy to see that g is a strictly increasing function.
Its associated inverse function is denoted as h, i.e.,
γi, j = h(βi, j).

The main notations used in this paper are listed
in Table 1. We also define PX(x) as the cumulative
distribution function (CDF) of a random variable X.
Hence, Pγi, j(x) = Pr(γi, j ≤ x). Similarly, pX(x) denotes
the probability distribution function (PDF) of X.

Table 1 List of the main notations

Notation Meaning

g Function that associates a TBS
to the reported SNR

G Number of clusters
i, j Indices of a UE and a cluster, respectively
ki, j SNR ratios such that ki, j = γ1,1

γi, j

F j Fairness factor of cluster j
N Number of users in the cell (all belonging

to the same multicast group)
Qmcast Gain of the new clustering method

compared to pure multicast
Qucast Gain of the new clustering method

compared to multiple-unicast
R j Mean bitrate of cluster j
S j Size of cluster j
βi, j Largest TBS supported by UEi,

which is member of cluster j
β j TBS of cluster j
γi, j Instantaneous SNR of user i,

which is member of cluster j
γi, j Average SNR of user i,

which is member of cluster j
γ j SNR within cluster j



2.2 Propagation model

The average SNR may be computed by using a conven-
tional propagation model. Let Pi be the transmit power
to user i. The received power denoted as Pr is, then,

Pr = Pihiχi, (1)

where hi is the path gain including shadowing and
distance loss for user i and χi is the fast fading between
user i and the BS. Variable χi is a random variable
that represents Rayleigh fast fading. It therefore has
an exponential distribution. The path gain for user i at
distance ri from the BS is described by

hi = 10
A0
10 rβ

i (2)

where β is the pathloss exponent and A0 is the distance-
loss at 1 m (with a BS antenna height of 30 m, a UE
antenna height of 1.5 m, and a carrier frequency of
1,950 MHz).

The signal-to-interference ratio received by user i
is [16]

γi = Pihiχi

α(Pmax − Pi)hiχi + Iext
(3)

where Pmax is the total transmit power of the cell,
α is the orthogonality factor, and Iext represents the
intercell interference. Note that Iext is assimilated to
a constant similarly to the model given by the “en-
hanced UMTS radio access network extension for ns-2”
(Eurane) simulator [17]. By using further modifications,
we can obtain the average SNR of user i

γi =
∫ γsup

0
exp

(
−Iext10

A0
10 rβ

i x
Pi − α(Pmax − Pi)x

)
dx, (4)

where γsup is defined by

γsup = Pi

α(Pmax − Pi)
. (5)

3 Multicast scheduling

Multicast scheduling is performed in two steps. First,
the scheduler determines the convenient transmission
bitrate for each cluster. The intracluster bitrate alloca-
tion strategy is conservative. We then have

γ j = min
i=1..S j

γi, j(t). (6)

The CDF of γ j is equal to

Pγ j(x) = 1 −
S j∏

i=1

(
1 − Pγi, j(x)

)
. (7)

Once the bitrate of each cluster is determined, the
scheduler chooses the cluster to serve. In order to
maximize the global throughput, a natural solution is
to use max-SNR scheduling that privileges the clus-
ter having the highest bitrate capacity. However, the
scheduler must guarantee fairness between clusters.
RR scheduler is fair with respect to system resources
(i.e., time slots), but in general, the bandwidth is not
shared equally among the UEs because they have dif-
ferent bitrate capacities. The weighted-fair queuing RR
(WFQ-RR) is another variant of RR; it uses weights to
achieve the same throughput for all clusters; however,
WFQ-RR is agnostic of the channel conditions. In this
context, we introduce the EB scheduler that realizes
the same average bitrate for all the clusters while using
link adaptation to address channel variations. In the
next sections, we introduce our EB algorithm, then we
present briefly the computation models for max-SNR
and WFQ-RR.

3.1 EB scheduler

As all the clusters belong to the same multicast group,
and in order to achieve a maximum fairness between
them, EB targets the same average bitrate for all the
clusters. For this purpose, we define fairness factors
{F j} j=1..G such that a cluster having a higher instan-
taneous bitrate capacity is served with a lower prob-
ability, i.e., the time resource is not uniformly shared
between clusters. For clusters with low average channel
quality, the bitrate capacity is low. Hence, in order to
increase the average throughput for these clusters, their
corresponding fairness factors are relatively high such
that they are served more frequently. Note that, for
clusters having the same average channel quality, their
fairness factors are equal. At every TTI, cluster j is
served if the product of its instantaneous SNR and its
corresponding fairness factor F j is the highest among
all the clusters. Hence, cluster j is served if and only if

γ jF j = max
l=1..G

(γl Fl). (8)

If condition 8 is fulfilled, the TBS of cluster j, de-
noted as β j, is then equal to g(γ j). Otherwise, β j = 0.
Let β j(γ j) be the mean TBS of cluster j given that γ j is
known. We have

β j(γ j) = g(γ j)

G∏
l=1,l �= j

Pγmin,l

(
γ jF j

Fl

)
. (9)

Note that if there is only one cluster, the mean TBS
is equal to g(γ j). Equation 9 is still valid if the product
of a null number of factors is considered equal to 1. The



mean bitrate of cluster j denoted as R j is obtained by
considering all the γ j values

R j = 1

DTTI

∫ ∞

0
pγ j(x)β j(x)dx, (10)

where DTTI is the TTI duration. Substituting Eq. 9 in
Eq. 10, we obtain

R j = 1

DTTI

∫ ∞

0
pγ j(x)g(x)

G∏
l=1,l �= j

Pγmin,l

(
xF j

Fl

)
dx. (11)

Equation 11 provides both a general formula for the
average bitrate per cluster j and a method to determine
the values of {F j} j=2..G. It can be seen from Eq. 8 that
only the ratio Fl

F j
impacts the algorithm. Hence, F1 may

be arbitrarily set to 1. As we set the average bitrate
given in Eq. 11 to the same value for all the clusters, we
then have a set of G − 1 equations R j = R1 ( j = 2..G)
with G − 1 unknown values, namely, F j ( j = 2..G).

In an operational system, the scheduler may start by
allocating the same fairness factor for all clusters and
then increases this parameter gradually in clusters for
which the buffer at the BS is close to saturation. A
steady state is reached when all buffers have equivalent
loads. Alternately, it is possible to use a lookup table at
the BS to map the average SNRs to their corresponding
fairness factors. Of course, that supposes a prior knowl-
edge of the average channel conditions for each user. In
the case of HSDPA, measurement reports and uplink
feedbacks of the channel quality indicator may be used
by the BS to estimate the average SNR.

3.2 Max-SNR scheduler

In order to evaluate our proposed EB scheduler, it
would be interesting to compare it with reference
schedulers like max-SNR or RR. Max-SNR is the most
greedy scheduler with respect to throughput. At each
TTI, it selects the cluster with the maximum SNR.
Hence, throughput formulation can be deduced from
EB scheduler for {F j} j=1..G = 1.

R j = 1

DTTI

∫ ∞

0
pγ j(x)g(x)

N∏
l=1,l �= j

Pγl (x)dx. (12)

3.3 WFQ-RR

WFQ-RR scheduler serves users in a RR scheme with-
out caring about their radio channel variations. It tar-

gets the same throughput for all clusters. Let R̂ j be the
average bitrate capacity of cluster j. In other words, R̂ j

represents the throughput of cluster j if it were served
all the time. Hence,

R̂ j = 1

DTTI
E[g(γ j)], (13)

which is developed as follows:

R̂ j = 1

DTTI

∫ ∞

0

[
1 − Pγ j(h(x))

]
dx. (14)

Combining Eqs. 7 and 14, we deduce the average
bitrate capacity of cluster j

R̂ j = 1

DTTI

∫ ∞

0

S j∏
i=1

[
1 − Pγi, j(h(x))

]
dx. (15)

In order to guarantee fairness among clusters with
different channel conditions, the scheduler allocates to
each cluster j a bandwidth fraction ρ j such that

⎧⎪⎪⎨
⎪⎪⎩

ρi R̂i = ρ j R̂ j ∀i, j = 1..G
G∑

j=1

ρ j = 1
(16)

After a few elementary computations, the resolution of
Eq. 16 gives that

ρ j =

G∏
i �= j

R̂i

G∑
k=1

⎛
⎝ G∏

i �=k

R̂i

⎞
⎠

. (17)

Then, the effective average bitrate per cluster is given
by

R j = ρ j R̂ j. (18)

4 Computation for a generic system

4.1 Generic system considerations

We consider a generic system based on the Shannon
formula [18] that gives the maximum reachable system
capacity. Shannon assumes a perfect error correcting
system. It allows the computation of the maximum



bitrate depending on the SNRs. If W is the available
bandwidth, the maximum bitrate of user i is then

Rmax(bps) = W log2(1 + γi). (19)

The TBS is then derived as follows:

g(γi) = W DTTI log2(1 + γi). (20)

Next, we can deduce the associated inverse function

h(x) = 2
x

W DTTI − 1. (21)

In [19], Knopp and Humblet proposed a reference
radio channel model based on an exponential distribu-
tion for γ .

pγ (x) =
{

1
γ
. exp

(
−x
γ

)
if x > 0

0 otherwise,
(22)

where γ is the average received SNR. The associated
CDF is

Pγ (x) = 1 − exp

(−x
γ

)
. (23)

Note that the SNR given in Eq. 3 does not follow an
exponential distribution. However, we can verify that,
when γsup tends to infinity, the SNR has an exponential
distribution. Hence, the approximation of using both
Eq. 23 for the CDF of γ and Eq. 4 for its mean value
makes sense.

Assuming that the SNR of each user follows an
exponential distribution, we can deduce the CDF of γ j

from Eqs. 7 and 23 as follows:

Pγ j(x) = 1 − exp

⎛
⎜⎜⎜⎜⎜⎝

−x
S j∑

i=1

ki, j

γ1,1

⎞
⎟⎟⎟⎟⎟⎠

. (24)

Its corresponding PDF is derived as follows:

pγ j(x) =

S j∑
i=1

ki, j

γ1,1
exp

⎛
⎜⎜⎜⎜⎜⎝

−x
S j∑

i=1

ki, j

γ1,1

⎞
⎟⎟⎟⎟⎟⎠

. (25)

4.2 EB throughput

Substituting Eqs. 20, 24, and 25 in Eq. 11, we reformu-
late the EB average bitrate per cluster j as follows:

R j = W

S j∑
i=1

ki, j

γ1,1

∫ ∞

0

⎡
⎢⎢⎢⎢⎢⎣

exp

⎛
⎜⎜⎜⎜⎜⎝

−x
S j∑

i=1

ki, j

γ1,1

⎞
⎟⎟⎟⎟⎟⎠

log2(1 + x)

×
G∏

l=1,l �= j

⎛
⎜⎜⎜⎜⎜⎝

1 − exp

⎛
⎜⎜⎜⎜⎜⎝

− xF j

Fl

Sl∑
i=1

ki,l

γ1,1

⎞
⎟⎟⎟⎟⎟⎠

⎞
⎟⎟⎟⎟⎟⎠

⎤
⎥⎥⎥⎥⎥⎦

dx. (26)

Equation 26 gives the average bitrate per cluster j
considering Shannon and an exponential distribution
for SNR.

As multiple-unicast case corresponds to N single-
user clusters, the average bitrate is derived from Eq. 26
for G = N and S j = 1 (∀ j = 1..G). We denote it as
Rucast and we formulate it hereafter

Rucast = W
∫ ∞

0

[
1

γ j
. exp

(−x
γ j

)
log2(1 + x)

×
N∏

l=1,l �= j

(
1 − exp

(− xF j

Fl

γ j

))⎤
⎦dx (27)

with F j verifying R j = R1 (∀ j = 1..N).
In the framework of pure multicast, We denote the

average bitrate as Rmcast. It is derived after a few com-
putations including integration by parts and variable
changing.

Rmcast = 1

DTTI
.

∫ ∞

0
exp

−
(

2
x

W.DTTI − 1
) N∑

i=1

ki

γ1
dx. (28)

Note that cluster indice j is omitted from k and γ

parameters as there is only one cluster.
Finally, formulations for max-SNR are deduced from

EB expressions with fairness factors set to 1.

4.3 WFQ-RR throughput

Considering the (K&H) model given in Eq. 23 and
the inverse of shannon formula given in Eq. 21, we
reformulate Eq. 15 as follows:

R̂ j = 1

DTTI

∫ ∞

0

S j∏
i=1

exp

(
−2

x
W DTTI + 1

γi, j

)
dx, (29)



which is equivalent to

R̂ j = 1

DTTI

∫ ∞

0
exp

⎛
⎜⎜⎜⎜⎜⎝

(
−2

x
W DTTI + 1

) S j∑
i=1

ki, j

γ1

⎞
⎟⎟⎟⎟⎟⎠

dx (30)

From Eqs. 18 and 29, the average bitrate per cluster is

R j = ρ j

DTTI

∫ ∞

0
exp

⎛
⎜⎜⎜⎜⎜⎝

(
−2

x
W DTTI + 1

) S j∑
i=1

ki, j

γ1

⎞
⎟⎟⎟⎟⎟⎠

dx (31)

5 Case studies

In this section, we target performance evaluation for
some particular cases like equivalent users or uniform
user distribution. For the sake of simplicity and due
to space limitation, we restrict ourselves to the EB
algorithm, first because it makes part of the contri-
butions of this work, and second because it seems to
offer a good trade-off between system throughput and
user fairness. In fact, unlike WFQ-RR, this scheduler
uses link adaptation to track the channel variations,
and, unlike max-SNR, it realizes throughput fairness
between clusters. The objective is to study, in simple
examples, the behavior of our scheduler. Also, this part
orients us toward a new efficient clustering scheme. The
comparison with the other schedulers is addressed in a
more general case in Section 6.

5.1 Serving equivalent users

Considering N users with the same average SNR, we
compare the single N-user and the N single-user clus-
tering schemes. We have compared these schemes in
[16]; however, we take back the obtained results to jus-
tify our new clustering strategy. Let γ be the common
average SNR value for all users. In this context, fairness
factors F j and SNR ratios k j, ( j=1..N) are equal to 1.
Hence, the average unicast bitrate is deduced from
Eq. 27 as follows:

Rucast = W
γ

∫ ∞

0
exp

(−x
γ

)
log2(1 + x)

×
(

1 − exp

(−x
γ

))N−1

dx (32)

and Eq. 28 becomes

Rmcast = 1

DTTI
.

∫ ∞

0

(
exp

−(2
x

W.DTTI − 1)N
γ

)
dx. (33)

In the framework of multiple-unicast, our EB algorithm
is equivalent to the opportunistic max C/I scheduler.
As users have the same average SNR, they will receive
the same bandwidth fraction on average and fairness
is not affected. We evaluate the multicast gain, which
represents the ratio between the pure multicast bitrate
and the multiple-unicast bitrate. We denote this gain as
Γm. Hence,

Γm = Rmcast

Rucast
. (34)

Simulation parameters are listed in Table 2; they are
compatible with Eurane simulator [17] and coherent
with our propagation model to be applied in typical
urban environments. Two regions can be depicted.
Figure 3 presents the multicast gain Γm vs the average
SNR for various N. For high average SNRs (above
around 3.7 dB), it is better to use multicast, for which
the gain increases with N. In this case, bandwidth
saving by transmitting packets only one time to sev-
eral users has a higher impact than the bitrate limi-
tation by the minimum SNR. It is also observed that
the larger the average SNR becomes, the greater the
span in system gain becomes between different values
of N. However, when average SNRs are low (below
3.7 dB), multiple-unicast becomes more attractive. In
this case, it is better to take advantage from opportunis-
tic scheduling and to select the UE that has the best
SNR even if the same data are duplicated over several
times to the different users. Moreover, the greater N
is, the smaller the multicast gain is. Performance eval-
uation for HSDPA is coherent with the generic case.
Multicast can largely outperform multiple-unicast for
acceptable average channel quality. When the mean
SNR is high enough, minimum and maximum bitrate

Table 2 Simulation parameters

Frame period (DTTI) 2 (ms)
BS Transmission power (Pmax) 38 (dBm)
Power of Intra-cell interferants (Pmax − Pi) 30 (dBm)
Inter-cell interference (Iext) −100 (dBm)
β 3.52
A0 31.8 (dB)
W 5 (MHz)
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Fig. 3 Multicast gain Γm vs γ for different N

capacities within a multicast group are equivalent, and
then, as multicast serves all terminals at one TTI instead
of N TTIs, the multicast gain limit is

lim
γ→∞ Γm = N. (35)

This gain value is also obtained for multicast in fixed
networks.

5.2 Study of a uniform user distribution

In this section, we consider five users (U Ei=1..5) that are
uniformly distributed over a cell and sorted by their
distance from the BS in an increasing order of their
indices. As such, U E1, . . . , U E5 are distant from the
BS by 223, 316, 387, 447, and 500 m, respectively. Their
average SNRs are deduced from their respective dis-
tances from the BS as shown in Eq. 4. Other simulation
parameters are listed in Table 2. The objective is to
deduce in a simple example the best clustering strategy
to be coupled with the EB scheduler, and also to verify
coherence with results of Section 5.1. Table 3 gives

the most interesting tested configurations considering
different clustering schemes. Note that F j values are
computed by numerical resolution of an equation sys-
tem, as has been explained at the end of Section 3.

Configuration 1 corresponds to pure multicast where
all users belong to cluster C1. Configurations 2, 3, and 4
consider two clusters. For instance, in configuration 2,
users with high γ values and indexed by 1, 2, and 3 are
grouped in the same cluster (C1) and users 4 and 5 in
a second cluster (C2). Configuration 5 considers three
clusters. Finally, configuration 6 illustrates the multiple-
unicast case with five clusters.

We can verify in configurations 1 and 2 that grouping
users with low channel quality (U E4 and U E5) offers
the worst performance (1.69 and 1.87 Mbps). Multiple-
unicast is then better for these users. On the other hand,
configuration 5, which isolates users with low average
SNRs while grouping together terminals with good
channel quality, offers the best throughput (3.11 Mbps).
This confirms the idea of using multicast for users near
the BS. It is noteworthy that, instead of serving users
having low average SNRs in a unicast mode, it seems
interesting to cluster them with users close to the BS.
In fact, as the bitrate allocation strategy to each cluster
is conservative, the bitrate value is influenced by the
lowest capacity within the cluster. Hence, adding a good
user will have no tangible impact on the throughput.
This can be verified when we look at configurations
3 and 4 in Table 3. In the former, the worst user is
isolated in a separate group; in the latter, the user with
the highest SNR is grouped with the worst user. The
resulting performance is the same.

6 User clustering

Multiple-unicast and pure multicast are two extreme
clustering strategies. In a previous work [16], we com-
pared these strategies for the particular case of equiva-
lent users, i.e., users with the same average SNR. In this
study, we consider a mixed clustering strategy in a more
general case where users are anywhere in the cell.

Table 3 Clustering schemes’
performance for five
uniformly distributed users
(γ1 = 24, γ2 = 9, γ3 = 5,
γ4 = 0.8 and γ5 = −3 dB)

Configuration Results

ID G {U E1,U E2,U E3,U E4,U E5} {F j} j=1..G Rate (Mbps)

1 1 C1, C1, C1 C1, C1 {1} 1.69
2 2 C1, C1, C1, C2, C2 {1, 28.4} 1.87
3 2 C1, C1, C1, C1, C2 {1, 2.3} 2.06
4 2 C1, C2, C2, C2, C1 {1, 1.92} 2.06
5 3 C1, C1, C1, C2, C3 {1, 2.1, 11} 3.11
6 5 C1, C2, C3, C4, C5 {1, 59, 187, 680, 2980} 1.96



6.1 Previous work on multicast clustering

Existing multicast schemes introduce two clustering
approaches. First, we find basic clustering that ignores
QoS aspects. It includes service-oriented clustering
[20], where clusters are created depending on the ser-
vice availability. This means that a user subscribing to a
specific multicast service is integrated into the cluster
where this service is provided, independently of the
user’s location. If only one service is considered, this
scheme is equivalent to pure multicast with one cluster.
Another variant of the service-oriented clustering is
given in [21]. Instead of automatically using multicast
for users subscribing to the same service, authors pro-
pose to first check the number of these users and then
decide the transmission mode. If this number is below a
predefined threshold, multiple-unicast is adopted. Oth-
erwise, pure multicast is used. Considering only one
service, we clearly see that this clustering scheme is
equivalent to either multiple-unicast or pure multicast.
As basic clustering schemes do not consider the user
channel quality, the deviation between the best and the
worst user within a cluster may be so important that
the allocation of a common bitrate inside a cluster will
lack accuracy. In fact, if the chosen bitrate is high, there
will be losses for users having bad radio conditions.
Conversely, if the bitrate is too low, terminals with
good radio quality will be penalized as their channels
will be under-exploited. A second clustering approach
is proposed in [20] to alleviate the aforementioned
problems. It involves a QoS-oriented approach where
users are grouped according to their received quality.
Conceptually, UEs near the BS should belong to a
cluster with better quality and faraway UEs belong to
other clusters with lower quality. The division of UEs
into quality groups ensures that the deviation between
the best and the worst reception within a cluster is less
significant. However, according to the previous section,
grouping users with low SNRs decreases the system
performance. For this reason, we propose a new QoS-
based clustering scheme, namely, mixed clustering.

6.2 Proposed clustering strategy

We have seen in Section 5 that multicast is attractive
only for high average SNRs. Our proposed clustering
scheme is then deduced as illustrated in Fig. 4.

– An average SNR threshold is fixed so that the
system can differentiate users. The average SNR
is declared as low if it is below a threshold value
denoted as γ thres. Let Nlow be the number of users
having a low average SNR.

Fig. 4 Proposed clustering strategy

– Users with low average SNRs have to be separated
from each other. In fact, if the cluster size increases
for low SNR values, the instantaneous bitrate ca-
pacity within the cluster becomes lower, as the
multicast strategy is conservative. Our solution is to
serve these users according to a unicast scheme.

– Users with high average SNRs should follow a mul-
ticast scheme. They are grouped in the same cluster
that contains N − Nlow users. Consequently, the
resulting number of clusters G is equal to Nlow + 1.
Of course, if all users have low average channel
quality, G is equal to Nlow.

As it combines pure multicast and multiple-unicast,
our clustering scheme is called mixed clustering.

7 Evaluation results

In order to evaluate our mixed clustering approach, we
compare it to multiple-unicast with N single-user clus-
ters and pure multicast with a single N-user cluster. We
take γ thres equal to 3.7 dB, which is the threshold value
depicted in Fig. 3. Section 7.3 shows that the tolerance
margin for γ thres is quite large. We consider randomly
located users. Several iterations are performed until
acceptable confidence intervals are achieved. Each iter-
ation corresponds to a given user distribution. Then, the
average performance is computed over all the iterations
including the 95% confidence intervals.



7.1 Performance evaluation in terms
of average bitrate

We compare the throughput performance of the
studied schedulers associated to different cluster-
ing schemes, namely, multiple-unicast, multicast, and
mixed. For instance, considering the EB scheduler, we
record in each iteration the average bitrate given by
Eq. 26 for mixed clustering, by Eq. 27 for multiple-
unicast, and by Eq. 28 for pure multicast.

The throughput performance averaged over all the
iterations for EB scheduler in comparison with max-
SNR and WFQ-RR schedulers is shown in Fig. 5. We
can state that, for all the schedulers, mixed clustering
offers the highest performance. We can also verify that
curves of pure multicast are the same for all schedulers.
In fact, as pure multicast throughput deals with a sin-
gle cluster, it is independent of the cluster selection
scheme. Instead, it depends on the link adaptation
scheme, which is conservative for all our schedulers.
Dealing with the other clustering schemes, we see that
max-SNR offers the highest throughputs, while the
lowest performance is obtained with WFQ-RR. In fact,
the latter does not take profit from link adaptation.

Figure 6 shows the ratio between the EB throughput
with mixed clustering and EB throughput with conven-
tional clustering, namely, pure multicast and multiple-
unicast. This gain is computed for a fixed number of
terminals and different user distributions. In each dis-
tribution, the average distance between UEs and the
BS is represented on the x axes. When all the users
have high SNRs, our clustering solution is equivalent
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Fig. 5 Throughput (Mb/s) for the different scheduling and clus-
tering strategies with 95% confidence intervals

Fig. 6 Gain of the new clustering strategy compared to multicast
and multiple-unicast

to pure multicast, the gain against pure multicast being
equal to 1. On the other hand, the case when all the
users have low average SNRs comes down to multiple-
unicast as the gain against multiple-unicast is equal to
1. In the other cases where users have heterogeneous
channel qualities, the EB algorithm combined with the
new clustering scheme generally offers the best perfor-
mance, as the gain values in Fig. 6 are always higher
than 1.

Figure 7 shows the number of clusters vs the average
distance between users and the BS. For low average

Fig. 7 Number of clusters vs the average distance from the BS



distances from the BS, the number of clusters is equal
to 1; hence, we verify that our strategy corresponds to
pure multicast. When users get closer to the cell border,
the number of clusters increases and our strategy tends
to multiple-unicast.

7.2 Fairness evaluation

Fairness is an important issue for the scheduling design.
A fair scheduler prevents the automatic resource allo-
cation to users with a good channel quality. In order
to evaluate fairness for each scheduler, we use the
coefficient of variation (CV), which is a normalized
measure of the probability distribution dispersion. It
is defined as the ratio of the standard deviation to the
mean.

As EB and WFQ target the same throughput for all
clusters, their CV is equal to zero for all the clustering
schemes. Conversely, max-SNR scheduler results in
high CV. In Fig. 8, we estimate the mean CV values
for the different schedulers with multiple-unicast and
mixed clustering. Of course, the CV is null for pure
multicast. The CV is lower with mixed clustering com-
pared to multiple-unicast, and it increases for a higher
number of users. We can clearly see that, in spite of the
good performance of max-SNR in terms of throughput
and transmission duration, it is unfair to users with a
bad channel quality. The CV reaches 28% for 15 users
served in a unicast scheme.

7.3 Impact of the average SNR threshold γ thres

In order to see the impact of γ thres on the new clustering
scheme, we perform additional simulations for different
values of this parameter. The gain is averaged over 100
iterations. Let Qucast be the gain of the new clustering
method compared to multiple-unicast. Hence,

Qucast = Rmixed − Rucast

Rucast
, (36)

where Rmixed and Rucast are the average bitrate per-
formances of the new clustering strategy and multiple-

Table 4 Gain of the new strategy compared to pure multicast and
multiple-unicast for various γ thres values

γ thres (dB) −5 2 3.7 5 15

Qmcast 5 UEs 0% 13% 19% 4% −18%
10 UEs 0% 18% 23% 10% −26%
15 UEs 0% 23% 30% 14% −35%

Qucast 5 UEs 23% 40% 46% 28% 0%
10 UEs 36% 56% 68% 34% 0%
15 UEs 54% 71% 100% 46% 0%

unicast, respectively. Similarly, we define Qmcast as the
gain compared to pure multicast. It is noteworthy that
the performance of multiple-unicast and pure multicast
is independent of γ thres. Only the bitrate performance
of the new clustering scheme is influenced by γ thres
values.

Results are given in Table 4. The proposed clustering
method provides the highest gain for γ thres around
3.7 dB, which is coherent with the value obtained in
Fig. 3. For low γ thres values (−5 dB), we see that the
new clustering scheme is similar to pure multicast as
Qmcast is equal to 0%. In fact, in this case, all users
are considered with high average channel quality and
are therefore clustered together. For high γ thres val-
ues (15 dB), the new clustering strategy is similar to
multiple-unicast, as Qucast is equal to 0%. In fact, in this
case, all users tend to be considered with low average
SNRs and are therefore separated into different clus-
ters. According to Fig. 5, the global performance of EB
with multiple-unicast is lower than the one with pure
multicast. Hence, Qmcast is negative when γ thres is very
high.

Except for the highest value of γ thres, the proposed
clustering method always provides a gain compared
to both multicast and multiple-unicast, whatever γ thres
is. Among moderate values of γ thres, the threshold of
3.7 dB provides the highest gain. It is noteworthy that
the gain with neighboring threshold values (like 2 and
5 dB) remains interesting. This allows an important
tolerance margin for the choice of γ thres in which the
use of our clustering scheme is favorable.

Fig. 8 CV for the different
schedulers and clustering
schemes
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8 Conclusion

This study deals with multicast transmission over high-
speed cellular networks. In this framework, we pro-
pose the EB algorithm, which allows fairness among
clusters while offering good system throughput. We
have developed an analytical model for the average
bitrate calculations in order to evaluate the resulting
scheduling performance and compared it with two ref-
erence schedulers, namely, max-SNR and WFQ-RR.
To ensure an efficient usage of our algorithm, we have
proposed to use a mixed clustering strategy. We have
shown that our solution outperforms both multiple-
unicast and pure multicast strategies. Although the gain
is influenced by the threshold value for the average
SNR, a wide tolerance margin for this parameter exists
in which it is always favorable to use the new clustering
scheme.

The proposed solution is agnostic of the service type
and may be refined by considering both radio metrics
and QoS metrics. However, it is quite complicated to
model these QoS metrics, and resorting to simulations
seems to be necessary. This could be considered in a
future work.
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