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# ON $\Gamma$-CONVERGENCE AND HOMOGENIZATION OF NONCONVEX UNBOUNDED INTEGRALS IN CHEEGER-SOBOLEV SPACES 

OMAR ANZA HAFSA AND JEAN-PHILIPPE MANDALLENA


#### Abstract

We study $\Gamma$-convergence of nonconvex integrals of the calculus of variations in the setting of Cheeger-Sobolev spaces when the integrands have not polynomial growth and can take infinite values. Homogenization in such a framework is also developed.
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## 1. Introduction

Let $(X, d, \mu)$ be a metric measure space, where $(X, d)$ is complete, supporting a weak $(1, p)$ Poincaré inequality with $p>1$ and such that $\mu$ is a doubling positive Radon measure on $X$ which satisfies the annular decay property (see $\$ 2.1$ ). Let $m \geqslant 1$ be an integer, let $\Omega \subset X$ be a bounded open set such that $\mu(\bar{\Omega} \backslash \Omega)=0$, let $\mathcal{O}(\Omega)$ be the class of open subsets of $\Omega$
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and let $(\Sigma, \mathcal{F}, \mathbb{P})$ be a probability space. In this paper we consider a family of variational stochastic integrals $E_{t}: H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \times \mathcal{O}(\Omega) \times \Sigma \rightarrow[0, \infty]$ defined by

$$
\begin{equation*}
E_{t}(u, A, \omega):=\int_{A} L_{t}\left(x, \nabla_{\mu} u(x), \omega\right) d \mu(x) \tag{1.1}
\end{equation*}
$$

where $L_{t}: \Omega \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ is a Borel measurable stochastic integrand ${ }^{1}$ depending on a parameter $t>0$ and not necessarily convex with respect to $\xi \in \mathbb{M}$, where $\mathbb{M}$ denotes the space of real $m \times N$ matrices. The space $H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ denotes the class of $p$-Cheeger-Sobolev functions from $\Omega$ to $\mathbb{R}^{m}$ and $\nabla_{\mu} u$ is the $\mu$-gradient of $u$ (see 3.1).
We are concerned with the problem of computing the almost sure $\Gamma$-convergence (see Definitions 2.3 and 2.4) of the stochastic family $\left\{E_{t}\right\}_{t>0}$, as $t \rightarrow \infty$, to a variational stochastic integral $E_{\infty}: H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \times \mathcal{O}(\Omega) \times \Sigma \rightarrow[0, \infty]$ of the type

$$
\begin{equation*}
E_{\infty}(u, A, \omega)=\int_{A} L_{\infty}\left(x, \nabla_{\mu} u(x), \omega\right) d \mu(x) \tag{1.2}
\end{equation*}
$$

with $L_{\infty}: \Omega \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ not depending on the parameter $t$. When $L_{\infty}$ is independent of the variable $x$, the procedure of passing from (1.1) to (1.2) is referred as stochastic homogenization. If furthermore $L_{\infty}$ is independent of the variable $\omega$ then $E_{\infty}$ is said to be deterministic, otherwise $E_{\infty}$ is said to be stochastic. When $\left\{L_{t}\right\}_{t>0}$ is deterministic, i.e. $L_{t}$ is independent of the variable $\omega$ for all $t>0$, the procedure of passing from (1.1) to (1.2) is referred as deterministic homogenization.
Our motivation for developing $\Gamma$-convergence, and more generally calculus of variations, in the setting of metric measure spaces comes from applications to hyperelasticity. In fact, the interest of considering a general measure is that its support can be interpretated as a hyperelastic structure together with its singularities like for example thin dimensions, corners, junctions, etc. Such mechanical singular objects naturally lead to develop calculus of variations in the setting of metric measure spaces. Indeed, for example, a low multidimensional structures can be described by a finite number of smooth compact manifolds $S_{i}$ of dimension $k_{i}$ on which a superficial measure $\mu_{i}=\left.\mathcal{H}^{k_{i}}\right|_{S_{i}}$ is attached. Such a situation leads to deal with the finite union of manifolds $S_{i}$, i.e. $X=\cup_{i} S_{i}$, together with the finite sum of measures $\mu_{i}$, i.e. $\mu=\sum_{i} \mu_{i}$, whose mathematical framework is that of metric measure spaces (for more examples, we refer the reader to [BBS97, Zhi02, CJLP02] and [CPS07, Chapter $2, \S 10]$ and the references therein). In this way, having in mind the two basic conditions of hyperelasticity, i.e. "the non-interpenetration of the matter" and "the necessity of an infinite amount of energy to compress a finite piece of matter into a point", it is then of interest to study $\Gamma$-convergence of nonconvex integrals of type (1.1) when the integrands do not have $p$-growth and can take infinite values: this is the general purpose of the present paper. Note that although our framework needs some "convexity" assumptions (see especially (2.7) which implies that domain of $L(x, \cdot, \omega)$ is convex) it is consistent with the two above conditions of hyperelasticity (see [AHM11, §2.2] and [AHMZ15, §9]). Nevertheless, this dose of convexity

[^0]makes our framework not consistent with another condition of hyperelasticity that is "frameindifference" (see AHMZ15, Remark 9.1]). (For more details on the theory of hyperelasticity we refer the reader to [MH94].)
Such a $\Gamma$-convergence problem in such a metric measure setting was studied for the first time in AHM17 when the family $\left\{L_{t}\right\}_{t>0}$ is deterministic and has $p$-growth, i.e. there exist $\alpha, \beta>0$ such that
\[

$$
\begin{equation*}
\alpha|\xi|^{p} \leqslant L_{t}(x, \xi) \leqslant \beta\left(1+|\xi|^{p}\right) \tag{1.3}
\end{equation*}
$$

\]

for all $t>0$, all $\xi \in \mathbb{M}$ and all $x \in \Omega$, where it is proved (see AHM17, Theorem 2.2]) that if (1.3) holds then:

$$
\begin{aligned}
& \Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, A) \geqslant \int_{A} \varlimsup_{\rho \rightarrow 0} \varliminf_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}\left(x, \nabla_{\mu} u(x)\right) d \mu(x) \\
& \Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, A)=\int_{A} \lim _{\rho \rightarrow 0} \varlimsup_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}\left(x, \nabla_{\mu} u(x)\right) d \mu(x)
\end{aligned}
$$

for all $u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ and all $A \in \mathcal{O}(\Omega)$, where $\Gamma\left(L_{\mu}^{p}\right)$ - $\underline{\lim }$ and $\Gamma\left(L_{\mu}^{p}\right)$ - $\varlimsup$ im denote respectively the $\Gamma$-liminf and the $\Gamma$-limsup with respect to the strong convergence of $L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)$ (see Definition 2.3) and, for each $t>0$ and each $\rho>0, \mathcal{H}_{\mu}^{\rho} L_{t}: \Omega \times \mathbb{M} \rightarrow[0, \infty]$ is given by

$$
\begin{equation*}
\mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi):=\inf \left\{f_{Q_{\rho}(x)} L_{t}\left(y, \xi+\nabla_{\mu} w(y)\right) d \mu(y): w \in H_{\mu, 0}^{1, p}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)\right\} \tag{1.4}
\end{equation*}
$$

where $Q_{\rho}(x)$ denotes the open ball with radius $\rho>0$ and the space $H_{\mu, 0}^{1, p}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)$ is the closure of

$$
\operatorname{Lip}_{0}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right):=\left\{u \in \operatorname{Lip}\left(\Omega ; \mathbb{R}^{m}\right): u=0 \text { on } \Omega \backslash Q_{\rho}(x)\right\}
$$

with respect to the $H_{\mu}^{1, p}$-norm, where $\operatorname{Lip}\left(\Omega ; \mathbb{R}^{m}\right):=[\operatorname{Lip}(\Omega)]^{m}$ with $\operatorname{Lip}(\Omega)$ denoting the algebra of Lipschitz functions from $\Omega$ to $\mathbb{R}$. In particular (see AHM17, Corollary 2.3]), if moreover, for every $x \in \Omega$, every $\rho>0$ and every $\xi \in \mathbb{M}$, one has

$$
\begin{equation*}
\varliminf_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi)=\varlimsup_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi) \tag{1.5}
\end{equation*}
$$

then

$$
\begin{equation*}
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} E_{t}(u, A)=\int_{A} L_{\infty}\left(x, \nabla_{\mu} u(x)\right) d \mu(x) \tag{1.6}
\end{equation*}
$$

for all $u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ and all $A \in \mathcal{O}(\Omega)$, where $L_{\infty}: \Omega \times \mathbb{M} \rightarrow[0, \infty]$ is given by

$$
\begin{equation*}
L_{\infty}(x, \xi):=\lim _{\rho \rightarrow 0} \lim _{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi) \tag{1.7}
\end{equation*}
$$

This was illustrated in AHM17 in the case of deterministic homogenization where it is proved (see AHM17, Theorem 2.20]) that in the $p$-growth context and under additional assumptions on the metric measure space $(X, d, \mu)$, the equality (1.5) is verified independently of the open ball $Q_{\rho}(x)$ and so (1.6) holds with the integrand $L_{\infty}$ in (1.7) which does not depend on the variable $x$, i.e. $L_{\infty}(x, \xi)=L_{\mathrm{hom}}(\xi)$ with

$$
\begin{equation*}
L_{\mathrm{hom}}(\xi):=\inf _{k \in \mathbb{N}^{*}} \inf \left\{f_{h_{k}(\mathbb{U})} L\left(y, \xi+\nabla_{\mu} w(y)\right) d \mu(y): w \in H_{\mu, 0}^{1, p}\left(h_{k}(\stackrel{\circ}{\mathrm{U}}) ; \mathbb{R}^{m}\right)\right\} \tag{1.8}
\end{equation*}
$$

where $\mathbb{U} \subset X$ is the "unit cell" (with $\mathbb{U}$ denoting the interior of $\mathbb{U}$ ) and, for each $k \in \mathbb{N}^{*}, h_{k}$ is a homeomorphism on $X$ (see $\$ 2.4$ for more details).
In this paper, we extend our previous results in AHM17] to the unbounded case, i.e. to the case where the integrands $L_{t}$ in (1.1) do not have $p$-growth and can take infinite values (see $\$ 2.1, \$ 2.2, \$ 2.3$ and $\$ 2.4$ for more details).
Our main contribution (see Theorem 2.11) is to prove that for $p>\kappa$, with $\kappa:=\frac{\ln \left(C_{d}\right)}{\ln (2)}$ where $C_{d} \geqslant 1$ is the doubling constant, see (2.1), if, for $\mathbb{P}$-a.e. $\omega \in \Sigma,\left\{L_{t}\right\}_{t>0}$ is radially uniformly upper semicontinuous (ru-usc) at $\omega$, i.e. there exists $\left.\left.\left\{a_{t}(\cdot, \omega)\right\}_{t>0} \subset L_{\mu}^{1}(\Omega ;] 0, \infty\right]\right)$, with $\varlimsup_{t \rightarrow \infty} \int_{\Omega} a_{t}(x, \omega) d \mu(x)<\infty$ and $\varlimsup_{\rho \rightarrow 0} \varlimsup_{t \rightarrow \infty} f_{Q_{\rho}(x)} a_{t}(y, \omega) d \mu(y)<\infty$ for $\mu$-a.a. $x \in \Omega$, such that

$$
\varlimsup_{\tau \rightarrow 1^{-}} \sup _{t>0} \sup _{x \in \Omega} \sup _{\xi \in \mathbb{L}_{t, x, \omega}} \frac{L_{t}(x, \tau \xi, \omega)-L_{t}(x, \xi, \omega)}{a_{t}(x, \omega)+L_{t}(x, \xi, \omega)} \leqslant 0
$$

where $\mathbb{L}_{t, x, \omega}$ denotes the effective domain of $L_{t}(x, \cdot, \omega)$ and if $\left\{L_{t}\right\}_{t>0}$ has $G$-growth, i.e. there exist $\alpha, \beta>0$ such that for $\mathbb{P}$-a.e. $\omega \in \Sigma$,

$$
\alpha G(\xi) \leqslant L_{t}(x, \xi, \omega) \leqslant \beta(1+G(\xi))
$$

for all $t>0$, all $x \in \Omega$ and all $\xi \in \mathbb{M}$, where $G: \mathbb{M} \rightarrow[0, \infty]$ is Borel measurable, $p$-coercive and verifies some "convexity" assumptions, see (2.6) and (2.7), then for $\mathbb{P}$-a.e. $\omega \in \Sigma$, one has:

$$
\begin{aligned}
& \Gamma\left(L_{\mu}^{p}\right)-\varliminf_{t \rightarrow \infty} E_{t}(u, A, \omega) \geqslant \int_{A} \underline{\lim _{\tau \rightarrow 1^{-}}} \varlimsup_{\rho \rightarrow 0} \underline{\lim }_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}\left(x, \tau \nabla_{\mu} u(x), \omega\right) d \mu(x) ; \\
& \Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, A, \omega)=\int_{A} \underline{\lim _{\tau \rightarrow 1^{-}}} \lim _{\rho \rightarrow 0} \varlimsup_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}\left(x, \tau \nabla_{\mu} u(x), \omega\right) d \mu(x)
\end{aligned}
$$

for all $u \in \mathfrak{G}$ and all $A \in \mathcal{O}(\Omega)$, where $\mathfrak{G}$ denotes the effective domain of the functional $u \mapsto \int_{\Omega} G\left(\nabla_{\mu} u(x)\right) d \mu(x)$. This establishes (see Corollary 2.15) that if moreover

$$
\varliminf_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega)=\varlimsup_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}(\overline{x, \xi}, \omega)
$$

for $\mathbb{P}$-a.a. $\omega \in \Sigma$, all $x \in \Omega$, all $\rho>0$ and all $\xi \in \mathbb{G}$, where $\mathbb{G}$ denotes the effective domain of $G$ and $\mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega)$ is given by (1.4) with " $L_{t}(x, \xi, \omega)$ " instead of " $L_{t}(x, \xi)$ ", then for $\mathbb{P}$-a.e. $\omega \in \Sigma$, one has

$$
\begin{equation*}
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} E_{t}(u, \Omega, \omega)=\int_{\Omega} \widehat{L}_{\infty}\left(x, \nabla_{\mu} u(x), \omega\right) d \mu(x) \tag{1.9}
\end{equation*}
$$

for all $u \in \mathfrak{G}$, where $\hat{L}_{\infty}: \Omega \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ is defined by

$$
\widehat{L}_{\infty}(x, \xi, \omega):=\underline{\lim }_{\tau \rightarrow 1^{-}} L_{\infty}(x, \tau \xi, \omega)
$$

with $L_{\infty}(x, \tau \xi, \omega)$ given by (1.7) with " $L_{t}(x, \tau \xi, \omega)$ " instead of " $L_{t}(x, \xi)$ ". We also show that under suitable assumptions the equality (1.9) can be extended to the whole space $H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ (see Corollaries 2.16, 2.17 and 2.18).
Our $\Gamma$-convergence results apply to homogenization (see Theorems 2.25 and 2.34 and Corollaries $2.26,2.27,2.28,2.35,2.36$ and 2.37 ). Generally speaking, for a measurable dynamical $\mathbb{G}$-system $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$ (see Definition 3.38), where $\mathbb{G}$ is a subgroup of $\operatorname{Homeo}(X)$ with
$\operatorname{Homeo}(X)$ denoting the group of homeomorphisms on $X$, and under some additional assumptions on the triple $\left((X, d, \mu), \mathbb{G},\left\{h_{t}\right\}_{t>0}\right)$ (see $\$ 2.4$ for more details), when

$$
L_{t}(x, \xi, \omega)=L\left(h_{t}(x), \xi, \omega\right)
$$

where $\left\{h_{t}\right\}_{t>0} \subset \operatorname{Homeo}(X)$ and $L: X \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ is ru-usc and satisfies

$$
L\left(g^{-1}(x), \cdot, \omega\right)=L\left(x, \cdot, \tau_{g}(\omega)\right)
$$

for all $g \in \mathbb{G}$, we prove that (1.9) holds with

$$
L_{\infty}(x, \xi, \omega)=L_{\mathrm{hom}}(\xi, \omega)
$$

with $L_{\mathrm{hom}}: \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ given by

$$
L_{\mathrm{hom}}(\xi, \omega):=\inf _{k \in \mathbb{N}^{*}} \mathbb{E}^{\mathcal{I}}\left[\inf \left\{f_{h_{k}(\mathbb{U})} L\left(y, \xi+\nabla_{\mu} w(y), \cdot\right) d \mu(y): w \in H_{\mu, 0}^{1, p}\left(h_{k}(\mathbb{U}) ; \mathbb{R}^{m}\right)\right\}\right](\omega),
$$

where $\mathbb{E}^{\mathcal{I}}$ denotes the conditional expectation over $\mathcal{I}$ with respect to $\mathbb{P}$, with $\mathcal{I}$ being the $\sigma$-algebra of invariant sets with respect to $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$. If in addition $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$ is ergodic (see Definition 3.40), then $L_{\text {hom }}$ is deterministic and is given by

$$
L_{\mathrm{hom}}(\xi):=\inf _{k \in \mathbb{N}^{*}} \mathbb{E}\left[\inf \left\{f_{h_{k}(\mathbb{U})} L\left(y, \xi+\nabla_{\mu} w(y), \cdot\right) d \mu(y): w \in H_{\mu, 0}^{1, p}\left(h_{k}(\mathbb{U}) ; \mathbb{R}^{m}\right)\right\}\right]
$$

where $\mathbb{E}$ denotes the expectation with respect to $\mathbb{P}$. When $L$ is deterministic, $L_{\text {hom }}$ is given by (1.8).

For related works in the Euclidean case, i.e. when $(X, d, \mu)=\left(\mathbb{R}^{N},|\cdot-\cdot|, \mathcal{L}_{N}\right)$ where $\mathcal{L}_{N}$ is the Lebesgue measure on $\mathbb{R}^{N}$, we refer the reader to Mar78, Bra85, DMM86, Mül87, JKO94, MM94, BG95, BD98, AM02, AM04, AHM11, AHLM11, AHMZ15, DG16, AHCM17, and the references therein.

The plan of the paper is as follows. In Sect. 2 we state the main results of the paper (see Theorems 2.11 in $\$ 2.3$ for $\Gamma$-convergence and Theorems 2.26 and 2.27 in $\$ 2.4$ for homogenization) and their consequences (see Corollaries 2.15, 2.16, 2.17 and 2.18 in $\$ 2.3$ for $\Gamma$-convergence and Corollaries $2.26,2.27,2.28,2.35,2.36$ and 2.37 in $\$ 2.4$ for homogenization). Sect. 4 is dedicated to the proof of Theorem 2.11 and Theorems 2.26 and 2.27 are proved in Sect. 5. whereas the proofs of their corollaries are given in $\$ 2.3$ and $\$ 2.4$ respectively. Sect. 3 is devoted to several auxiliary results needed for proving Theorems 2.11, 2.26 and 2.27. In the appendix we give the proof of the integral representation of the Vitali envelope of a set function, that is used in the proof of Theorem [2.11, as well as the proofs of subadditive results in the setting of metric measure spaces, that are used to establish Theorems 2.26 and 2.27.

Notation. The open and closed balls centered at $x \in X$ with radius $\rho>0$ are denoted by:

$$
\begin{aligned}
& Q_{\rho}(x):=\{y \in X: d(x, y)<\rho\} ; \\
& \bar{Q}_{\rho}(x):=\{y \in X: d(x, y) \leqslant \rho\} .
\end{aligned}
$$

For $x \in X$ and $\rho>0$ we set

$$
\partial Q_{\rho}(x):=\bar{Q}_{\rho}(x) \backslash Q_{\rho}(x)=\{y \in X: d(x, y)=\rho\}
$$

For $A \subset X$, the diameter of $A$ (resp. the distance from a point $x \in X$ to the subset $A$ ) is defined by $\operatorname{diam}(A):=\sup _{x, y \in A} d(x, y)\left(\operatorname{resp} . \operatorname{dist}(x, A):=\inf _{y \in A} d(x, y)\right)$. The symbol $f$ stands for the mean-value integral

$$
f_{B} f d \mu=\frac{1}{\mu(B)} \int_{B} f d \mu .
$$

## 2. Main Results

2.1. Setting of the problem. Let $(X, d, \mu)$ be a separable and complete metric measure space. Here and subsequently, we assume that $\mu$ is doubling on $X$, i.e. there exists a constant $C_{d} \geqslant 1$ (called doubling constant) such that

$$
\begin{equation*}
\mu\left(Q_{\rho}(x)\right) \leqslant C_{d} \mu\left(Q_{\frac{\rho}{2}}(x)\right) \tag{2.1}
\end{equation*}
$$

for $\mu$-a.a. $\quad x \in X$ and all $\rho>0$, and $X$ supports a weak $(1, p)$-Poincaré inequality with $1<p<\infty$, i.e. there exist $C_{P}>0$ and $\sigma \geqslant 1$ such that for $\mu$-a.e. $x \in X$ and every $\rho>0$,

$$
\begin{equation*}
f_{Q_{\rho}(x)}\left|f-\int_{Q_{\rho}(x)} f d \mu\right| d \mu \leqslant \rho C_{P}\left(f_{Q_{\sigma \rho}(x)} g^{p} d \mu\right)^{\frac{1}{p}} \tag{2.2}
\end{equation*}
$$

for every $f \in L_{\mu}^{p}(\Omega)$, every $p$-weak upper gradient $g \in L_{\mu}^{p}(\Omega)$ for $f$ and every open set $\Omega \subset X$ such that $Q_{\sigma \rho}(x) \subset \Omega$. (For the definition of the concept of $p$-weak upper gradient, see Definition 3.2.) As $\mu$ is doubling, for $\mu$-a.e. $\bar{x} \in X$ and each $r>0$, we have

$$
\begin{equation*}
\frac{\mu\left(Q_{\rho}(x)\right)}{\mu\left(Q_{r}(\bar{x})\right)} \geqslant 4^{-\kappa}\left(\frac{\rho}{r}\right)^{\kappa} \tag{2.3}
\end{equation*}
$$

for all $x \in Q_{r}(\bar{x})$ and all $0<\rho \leqslant r$, where $\kappa:=\frac{\ln \left(C_{d}\right)}{\ln (2)}$ (see Haj03, Lemma 4.7]). We further assume that $(X, d, \mu)$ satisfies the annular decay property, i.e. there exist $\delta>0$ and $C_{A} \geqslant 1$ such that

$$
\begin{equation*}
\mu\left(Q_{\sigma r}(x) \backslash Q_{r}(x)\right) \leqslant C_{A}\left(1-\frac{1}{\sigma}\right)^{\delta} \mu\left(Q_{\sigma r}(x)\right) \tag{2.4}
\end{equation*}
$$

for all $x \in X$, all $r>0$ and all $\sigma \in] 1, \infty[$.
Remark 2.1. From [Buc99, Corollary 2.2] and CM98, Lemma 3.3] (see also Che99, Proposition 6.12] and [HKST15, Proposition 11.5 .3 pp .328$]$ ), if moreover $(X, d)$ is a length space then (2.4) holds.

Remark 2.2. If (2.4) holds then $\mu\left(\overline{Q_{r}(x)} \backslash Q_{r}(x)\right)=0$ for all $x \in X$ and all $r>0$, i.e. the boundary of balls is of zero measure. Indeed, given $x \in X$ and $r>0$, we have $1 \geqslant$ $\mu\left(Q_{r}(x)\right) / \mu\left(\overline{Q_{r}(x)}\right) \geqslant \mu\left(Q_{r}(x)\right) / \mu\left(Q_{\sigma r}(x)\right) \geqslant 1-C_{A}\left(1-\frac{1}{\sigma}\right)^{\delta}$ for all $\left.\sigma \in\right] 1, \infty[$. Hence, by letting $\sigma \rightarrow 1$, we obtain $\mu\left(Q_{r}(x)\right) / \mu\left(\overline{Q_{r}(x)}\right)=1$, i.e. $\mu\left(Q_{r}(x)\right)=\mu\left(\overline{Q_{r}(x)}\right)$.

From now on, we suppose $p>\kappa$, we fix a bounded open set $\Omega \subset X$ such that $\mu(\bar{\Omega} \backslash \Omega)=0$ and an integer $m \geqslant 1$, and we denote the class of open subsets of $\Omega$ by $\mathcal{O}(\Omega)$.
Let us recall the definition of $\Gamma$-convergence and a.s $\Gamma$-convergence. (For more details on the theory of $\Gamma$-convergence we refer to DM93.)

Definition 2.3. For each $t>0$, let $E_{t}: H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \times \mathcal{O}(\Omega) \rightarrow[0, \infty]$ and let $E_{\infty}$ : $H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \times \mathcal{O}(\Omega) \rightarrow[0, \infty]$. We say that $\left\{E_{t}\right\}_{t>0} \Gamma$-converges with respect to the strong convergence of $L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)$, or simply $\Gamma\left(L_{\mu}^{p}\right)$-converges, to $E_{\infty}$ as $t \rightarrow \infty$ if

$$
\Gamma\left(L_{\mu}^{p}\right)-\varliminf_{t \rightarrow \infty} E_{t}(u, A) \geqslant E_{\infty}(u, A) \geqslant \Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, A)
$$

for any $u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ and any $A \in \mathcal{O}(\Omega)$, with:

$$
\begin{aligned}
& \Gamma\left(L_{\mu}^{p}\right)-\varliminf_{t \rightarrow \infty} E_{t}(u, A):=\inf \left\{\underline{\lim _{t \rightarrow \infty}} E_{t}\left(u_{t}, A\right): u_{t} \xrightarrow{L_{\mu}^{p}} u\right\} ; \\
& \Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, A):=\inf \left\{\varlimsup_{t \rightarrow \infty} E_{t}\left(u_{t}, A\right): u_{t} \xrightarrow{L_{\mu}^{p}} u\right\} .
\end{aligned}
$$

Then we write

$$
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} E_{t}(u, A)=E_{\infty}(u, A)
$$

Let $(\Sigma, \mathcal{F}, \mathbb{P})$ be a probability space. Almost sure $\Gamma$-convergence is defined from Definition 2.3 as follows.

Definition 2.4. For each $t>0$, let $E_{t}: H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \times \mathcal{O}(\Omega) \times \Sigma \rightarrow[0, \infty]$ and let $E_{\infty}$ : $H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \times \mathcal{O}(\Omega) \times \Sigma \rightarrow[0, \infty]$. We say that $\left\{E_{t}\right\}_{t>0}$ almost sure $\Gamma$-converges with respect to the strong convergence of $L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)$, or simply almost sure $\Gamma\left(L_{\mu}^{p}\right)$-converges, to $E_{\infty}$ as $t \rightarrow \infty$ if for $\mathbb{P}$-a.e. $\omega \in \Sigma$, one has

$$
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} E_{t}(u, A, \omega)=E_{\infty}(u, A, \omega)
$$

for any $u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ and any $A \in \mathcal{O}(\Omega)$.
For each $t>0$, let $E_{t}: H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \times \mathcal{O}(\Omega) \times \Sigma \rightarrow[0, \infty]$ be defined by

$$
E_{t}(u, A, \omega):=\int_{A} L_{t}\left(x, \nabla_{\mu} u(x), \omega\right) d \mu(x)
$$

The object of the paper is to compute the almost sure $\Gamma\left(L_{\mu}^{p}\right)$-convergence of $\left\{E_{t}\right\}_{t>0}$ as $t \rightarrow \infty$ in the case where the family $\left\{L_{t}\right\}_{t>0}$ does not have $p$-growth and can take infinite values.
2.2. Growth and ru-usc conditions. Let $G: \mathbb{M} \rightarrow[0, \infty]$ be a Borel measurable integrand such that $G$ is $p$-coercive, i.e. there exists $c>0$ such that for every $x \in \Omega$ and every $\xi \in \mathbb{M}$,

$$
\begin{equation*}
G(\xi) \geqslant c|\xi|^{p} . \tag{2.5}
\end{equation*}
$$

We also assume that there exists $r>0$ such that

$$
\begin{equation*}
\sup _{|\xi| \leqslant r} G(\xi)<\infty, \tag{2.6}
\end{equation*}
$$

and there exists $\gamma>0$ such that for every $x \in \Omega$, every $\tau \in] 0,1[$ and every $\xi, \zeta \in \mathbb{M}$,

$$
\begin{equation*}
G(\tau \xi+(1-\tau) \zeta) \leqslant \gamma(1+G(\xi)+G(\zeta)) \tag{2.7}
\end{equation*}
$$

Remark 2.5. If 2.7 holds then $\mathbb{G}$ is convex, where $\mathbb{G}$ denotes the effective domain of $G$.
Remark 2.6. If (2.7) is satisfied and if $0 \in \operatorname{int}(\mathbb{G})$ then 2.6) holds, see AHM12b, Lemma 4.1].

Let $\mathcal{G}, \overline{\mathcal{G}}: H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \rightarrow[0, \infty]$ be the functionals defined by:

$$
\begin{align*}
\mathcal{G}(u) & :=\int_{\Omega} G\left(\nabla_{\mu} u(x)\right) d \mu(x) ;  \tag{2.8}\\
\overline{\mathcal{G}}(u) & :=\inf \left\{\underline{\lim _{n \rightarrow \infty}} \mathcal{G}\left(u_{n}\right): u_{n} \xrightarrow{L_{\mu}^{p}} u\right\} . \tag{2.9}
\end{align*}
$$

(The functional $\overline{\mathcal{G}}$ is the lower semi-continuous envelope of $\mathcal{G}$ with respect to the strong convergence of $L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)$.) Let us denote the effective domains of $\mathcal{G}$ and $\overline{\mathcal{G}}$ by $\mathfrak{G}$ and $\mathfrak{G}^{\text {lsc }}$ respectively. It is clear that $\mathfrak{G} \subset \mathfrak{G}^{\text {lsc }}$. We futhermore assume that

$$
\begin{equation*}
\left.\tau \mathfrak{G}^{\mathrm{lsc}} \subset \mathfrak{G} \text { for all } \tau \in\right] 0,1[ \tag{2.10}
\end{equation*}
$$

Remark 2.7. If $\mathfrak{G}^{\text {lsc }} \subset \mathfrak{G}$ and if (2.6) holds (and so $0 \in \mathfrak{G}$ ) and (2.7) is satisfied (and so $\mathfrak{G}$ is convex) then (2.10 holds.

Remark 2.8. If $G$ is $p$-coercive, i.e. (2.5) holds, and if 2.7 ) is satisfied then $\mathfrak{G}^{\text {lsc }} \subset \overline{\mathfrak{G}}$, where $\overline{\mathfrak{G}}$ denotes the closure of $\mathfrak{G}$ with respect to the norm of $H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$. Thus, if moreover $0 \in \operatorname{int}(\mathfrak{G})$, where $\operatorname{int}(\mathfrak{G})$ denotes the interior of $\mathfrak{G}$ with respect to the norm of $H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$, then (2.10) holds.
Throughout the paper, we assume that $\left\{L_{t}\right\}_{t>0}$ has $G$-growth, i.e. there exist $\alpha, \beta>0$ such that for every $x \in \Omega$, every $\xi \in \mathbb{M}$ and $\mathbb{P}$-a.e. $\omega \in \Sigma$,

$$
\begin{equation*}
\alpha G(\xi) \leqslant L_{t}(x, \xi, \omega) \leqslant \beta(1+G(\xi)) \tag{2.11}
\end{equation*}
$$

Remark 2.9. Given $\omega \in \Sigma$, if (2.7) and (2.11) hold then the effective domain $\mathbb{L}_{t, x, \omega}$ of $L_{t}(x, \cdot, \omega)$ is equal to $\mathbb{G}$ and so is convex.

Remark 2.10. Given $\omega \in \Sigma$, if (2.11) is satisfied then the effective domains of the functionals $\Gamma\left(L_{\mu}^{p}\right)-\underline{\lim }_{t \rightarrow \infty} E_{t}(\cdot, \Omega, \omega)$ and $\Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(\cdot, \Omega, \omega)$ are both equal to $\mathfrak{G}^{\text {lsc }}$.
When $G(\xi)=|\xi|^{p}$, we say that $\left\{L_{t}\right\}_{t>0}$ has $p$-growth. The $p$-growth case was already studied in AHM17. The object of this paper is to deal with the $G$-growth case. For this, in addition, we need to suppose that for $\mathbb{P}$-a.e. $\omega \in \Sigma,\left\{L_{t}\right\}_{t>0}$ is radially uniformly upper semicontinuous (ru-usc) at $\omega$ with $\left.\left.\left\{a_{t}(\cdot, \omega)\right\}_{t>0} \subset L_{\mu}^{1}(\Omega ;] 0, \infty\right]\right)$, i.e.

$$
\begin{equation*}
\varlimsup_{\tau \rightarrow 1^{-}} \sup _{t>0} \Delta_{L_{t}}^{a_{t}(\cdot, \omega)}(\tau) \leqslant 0 \tag{2.12}
\end{equation*}
$$

with $\left.\left.\Delta_{L_{t}}^{a_{t}(\cdot, \omega)}:[0,1] \rightarrow\right]-\infty, \infty\right]$ given by

$$
\Delta_{L_{t}}^{a_{t}(\cdot, \omega)}(\tau):=\sup _{x \in \Omega} \sup _{\xi \in \mathbb{L}_{t, x, \omega}} \frac{L_{t}(x, \tau \xi, \omega)-L_{t}(x, \xi, \omega)}{a_{t}(x, \omega)+L_{t}(x, \xi, \omega)}
$$

with the additional assumptions that

$$
\begin{equation*}
\varlimsup_{t \rightarrow \infty} \int_{\Omega} a_{t}(x, \omega) d \mu(x)<\infty \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\varlimsup_{\rho \rightarrow 0} \varlimsup_{t \rightarrow \infty} f_{Q_{\rho}(x)} a_{t}(y, \omega) d \mu(y)<\infty \tag{2.14}
\end{equation*}
$$

for $\mu$-a.a. $x \in \Omega$. (For more details on the concept of ru-usc, see $\$ 3.2$.)
2.3. $\Gamma$-convergence. In what follows $\mu(\bar{\Omega} \backslash \Omega)=0, p>\kappa$, where $\kappa:=\frac{\ln \left(C_{d}\right)}{\ln (2)}$ with $C_{d} \geqslant 1$ given by the inequality (2.1), and $m \geqslant 1$. For each $t>0$ and each $\rho>0$, let $\mathcal{H}_{\mu}^{\rho} L_{t}$ : $\Omega \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ be defined by

$$
\mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega):=\inf \left\{f_{Q_{\rho}(x)} L_{t}\left(y, \xi+\nabla_{\mu} w(y), \omega\right) d \mu(y): w \in H_{\mu, 0}^{1, p}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)\right\}
$$

where $Q_{\rho}(x)$ denotes the open ball with radius $\rho>0$ and the space $H_{\mu, 0}^{1, p}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)$ is the closure of

$$
\operatorname{Lip}_{0}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right):=\left\{u \in \operatorname{Lip}\left(\Omega ; \mathbb{R}^{m}\right): u=0 \text { on } \Omega \backslash Q_{\rho}(x)\right\}
$$

with respect to the $H_{\mu}^{1, p}$-norm, where $\operatorname{Lip}\left(\Omega ; \mathbb{R}^{m}\right):=[\operatorname{Lip}(\Omega)]^{m}$ with $\operatorname{Lip}(\Omega)$ denoting the algebra of Lipschitz functions from $\Omega$ to $\mathbb{R}$ (see $\$ 3.1$ for more details). The main result of the paper is the following.

Theorem 2.11. If (2.5), (2.6), (2.7), (2.11), (2.12), (2.13) and (2.14) hold then for $\mathbb{P}$-a.e. $\omega \in \Sigma$, one has:

$$
\begin{align*}
& \Gamma\left(L_{\mu}^{p}\right)-\varliminf_{t \rightarrow \infty}^{\lim } E_{t}(u, A, \omega) \geqslant \int_{A} \underline{\lim _{\tau \rightarrow 1^{-}}} \varlimsup_{\rho \rightarrow 0} \varliminf_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}\left(x, \tau \nabla_{\mu} u(x), \omega\right) d \mu(x) ;  \tag{2.15}\\
& \Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, A, \omega)=\int_{A} \underline{\tau i m}_{\tau \rightarrow 1^{-}} \lim _{\rho \rightarrow 0} \varlimsup_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}\left(x, \tau \nabla_{\mu} u(x), \omega\right) d \mu(x) \tag{2.16}
\end{align*}
$$

for all $u \in \mathfrak{G}$ and all $A \in \mathcal{O}(\Omega)$.
Assume furthermore that for $\mathbb{P}$-a.e. $\omega \in \Sigma$, every $x \in \Omega$ and every $\rho>0$, one has

$$
\begin{equation*}
\varliminf_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega)=\varlimsup_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega) \text { for all } \xi \in \mathbb{G} \tag{2.17}
\end{equation*}
$$

and let $\widehat{L}_{\infty}: \Omega \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ be defined by

$$
\widehat{L}_{\infty}(x, \xi, \omega):=\varliminf_{\tau \rightarrow 1^{-}} L_{\infty}(x, \tau \xi, \omega)
$$

with $L_{\infty}: \Omega \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ given by

$$
\begin{equation*}
L_{\infty}(x, \xi, \omega):=\varlimsup_{\rho \rightarrow 0} \varlimsup_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega) . \tag{2.18}
\end{equation*}
$$

Let $\mathcal{Q}_{\mu} G: \mathbb{M} \rightarrow[0, \infty]$ be defined by

$$
\mathcal{Q}_{\mu} G(\xi):=\varlimsup_{\rho \rightarrow 0} \inf \left\{\int_{Q_{\rho}(x)} G\left(\xi+\nabla_{\mu} w(y)\right) d \mu(y): w \in H_{\mu, 0}^{1, p}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)\right\}
$$

(Note that $\mathcal{Q}_{\mu} G$ is in fact given by (2.18) with " $G$ " instead of " $L_{t}$ ".)
Remark 2.12. The integrand $\mathcal{Q}_{\mu} G$ is called the $H_{\mu}^{1, p}$-quasiconvexification of $G$. (For more details on the notion of $H_{\mu}^{1, p}$-quasiconvexity, we refer to AHM19a.)

The following proposition, which make precise the representation of $\widehat{L}_{\infty}$, will be useful in our framework.

Proposition 2.13. Given $\omega \in \Sigma$, assume that 2.11) is verified and $\left\{L_{t}\right\}_{t>0}$ is ru-usc at $\omega$ with $\left\{a_{t}(\cdot, \omega)\right\}_{t>0}$ satisfying (3.20). If $\mathcal{Q}_{\mu} \mathbb{G}$ is convex and $0 \in \operatorname{int}\left(\mathcal{Q}_{\mu} \mathbb{G}\right)$ with $\operatorname{int}\left(\mathcal{Q}_{\mu} \mathbb{G}\right)$ denoting the interior of $\mathcal{Q}_{\mu} \mathbb{G}$ and $\mathcal{Q}_{\mu} \mathbb{G}$ being the effective domain of $\mathcal{Q}_{\mu} G$, then:
(a) $\widehat{L}_{\infty}$ is ru-usc at $\omega$;
(b) $\widehat{L}_{\infty}(x, \xi, \omega):=\lim _{\tau \rightarrow 1^{-}} L_{\infty}(x, \tau \xi, \omega)$ for all $x \in \Omega$ and all $\xi \in \mathbb{M}$.

If moreover $L_{\infty}(x, \cdot, \omega)$ is lsc on $\operatorname{int}\left(\mathcal{Q}_{\mu} \mathbb{G}\right)$ for all $x \in \Omega$ then:
(c) $\hat{L}_{\infty}(x, \xi, \omega)= \begin{cases}L_{\infty}(x, \xi, \omega) & \text { if } x \in \Omega \text { and } \xi \in \operatorname{int}\left(\mathcal{Q}_{\mu} \mathbb{G}\right) \\ \lim _{\tau \rightarrow 1^{-}} L_{\infty}(x, \tau \xi, \omega) & \text { if } x \in \Omega \text { and } \xi \in \partial \mathcal{Q}_{\mu} \mathbb{G} \\ \infty & \text { otherwise; }\end{cases}$
(d) for every $x \in \Omega, \widehat{L}_{\infty}(x, \cdot, \omega)$ is the lsc envelope of $L_{\infty}(x, \cdot, \omega)$. In particular $\widehat{L}_{\infty}(\cdot, \cdot, \omega) \leqslant$ $L_{\infty}(\cdot, \cdot, \omega)$.

Proof of Proposition 2.13. From Proposition 3.17 we can assert that $L_{\infty}$ is ru-usc at $\omega$, and from (2.11) we see that $\mathbb{L}_{\infty, x, \omega}=\mathcal{Q}_{\mu} \mathbb{G}$ for all $x \in \Omega$. On the other hand, $\mathcal{Q}_{\mu} \mathbb{G}$ is convex and $0 \in \operatorname{int}\left(\mathcal{Q}_{\mu} \mathbb{G}\right)$, hence $\tau \overline{\mathcal{Q}_{\mu} \mathbb{G}} \subset \operatorname{int}\left(\mathcal{Q}_{\mu} \mathbb{G}\right)$ for all $\left.\tau \in\right] 0,1\left[\right.$, where $\overline{\mathcal{Q}_{\mu} \mathbb{G}}$ denotes the closure of $\mathcal{Q}_{\mu} \mathbb{G}$, and the proposition follows from Theorem 3.14.

Remark 2.14. Let $\omega \in \Sigma$ be satisfying all the assumptions of Proposition 2.13. By Proposition 2.13 (a) we see that $\hat{L}_{\infty}$ is ru-usc at $\omega$, and by Proposition 2.13 (d) we can assert that for every $x \in \Omega, \hat{L}_{\infty}(x, \cdot, \omega)$ is lsc and $\mathbb{L}_{\infty, x, \omega} \subset \widehat{\mathbb{L}}_{\infty, x, \omega} \subset \overline{\mathbb{L}}_{\infty, x, \omega}$. But, for each $x \in \Omega, \mathbb{L}_{\infty, x, \omega}=\mathcal{Q}_{\mu} \mathbb{G}$ and, for each $\tau \in] 0,1\left[, \tau \overline{\mathcal{Q}_{\mu} \mathbb{G}} \subset \operatorname{int}\left(\mathcal{Q}_{\mu} \mathbb{G}\right)\right.$, hence $\tau \overline{\mathbb{L}}_{\infty, x, \omega} \subset \operatorname{int}\left(\widehat{\mathbb{L}}_{\infty, x, \omega}\right)$. Applying Theorem 3.14 (a) and (d) with $L(\cdot, \cdot, \omega)=\widehat{L}_{\infty}(\cdot, \cdot, \omega)$ we deduce that

$$
\widehat{\hat{L}}_{\infty}(x, \xi, \omega)=\lim _{\tau \rightarrow 1^{-}} \widehat{L}_{\infty}(x, \tau \xi, \omega)=\widehat{L}_{\infty}(x, \xi, \omega)
$$

for all $x \in \Omega$ and all $\xi \in \mathbb{M}$, where $\widehat{\hat{L}}_{\infty}: \Omega \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ is defined by

$$
\widehat{\hat{L}}_{\infty}(x, \xi, \omega):=\underline{\lim }_{\tau \rightarrow 1^{-}} \widehat{L}_{\infty}(x, \tau \xi, \omega) .
$$

The following result is a consequence of Theorem 2.11.

Corollary 2.15. Under the assumptions of Theorem 2.11, if (2.17) is satisfied then for $\mathbb{P}$-a.e. $\omega \in \Sigma$, one has

$$
\begin{equation*}
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} E_{t}(u, \Omega, \omega)=\int_{\Omega} \widehat{L}_{\infty}\left(x, \nabla_{\mu} u(x), \omega\right) d \mu(x) \tag{2.19}
\end{equation*}
$$

for all $u \in \mathfrak{G}$.
Proof of Corollary 2.15. Let $\omega \in \Sigma$ be suitably fixed and let $u \in \mathfrak{G}$. Then, for $\mu$-a.e. $x \in \Omega, \nabla_{\mu} u(x) \in \mathbb{G}$. But $G$ satisfies 2.7 ) and so $\mathbb{G}$ is convex. Moreover, by (2.6) we have $0 \in \mathbb{G}$. Hence $\tau \nabla_{\mu} u(x) \in \mathbb{G}$ for all $\left.\tau \in\right] 0,1[$. From (2.17) it follows that

$$
\varliminf_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}\left(x, \tau \nabla_{\mu} u(x), \omega\right)=\varlimsup_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}\left(x, \tau \nabla_{\mu} u(x), \omega\right)
$$

for all $\rho>0$ and all $\tau \in] 0,1[$, and so, taking (2.18) into account,

$$
\begin{aligned}
\varliminf_{\tau \rightarrow 1^{-}} \varlimsup_{\rho \rightarrow 0} \varliminf_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}\left(x, \tau \nabla_{\mu} u(x), \omega\right) & =\underline{\tau \rightarrow 1^{-}} \lim _{\rho \rightarrow 0} \varlimsup_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}\left(x, \tau \nabla_{\mu} u(x), \omega\right) \\
& =\underline{\tau \rightarrow 1^{-}} \rho \rightarrow 0 \\
& =\widehat{L}_{\infty}\left(x, \nabla_{\mu} u(x), \omega\right)
\end{aligned}
$$

for $\mu$-a.a. $x \in \Omega$, and (2.19) follows by using (2.15) and (2.16).
From Corollary 2.15 we deduce the following two results.
Corollary 2.16. Under the assumptions of Corollary 2.15, if $\mathfrak{G}^{1 \mathrm{sc}} \subset \mathfrak{G}$ then for $\mathbb{P}$-a.e. $\omega \in \Sigma$, one has

$$
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} E_{t}(u, \Omega, \omega)= \begin{cases}\int_{\Omega} \widehat{L}_{\infty}\left(x, \nabla_{\mu} u(x), \omega\right) d \mu(x) & \text { if } u \in \mathfrak{G}^{\mathrm{lsc}}  \tag{2.20}\\ \infty & \text { if } u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \backslash \mathfrak{G}^{\mathrm{lsc}}\end{cases}
$$

Proof of Corollary 2.16, Let $\omega \in \Sigma$ be suitably fixed. Since $\mathfrak{G}^{\text {lsc }} \subset \mathfrak{G}$, from Corollary 2.15 we deduce that

$$
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} E_{t}(u, \Omega, \omega)=\int_{\Omega} \widehat{L}_{\infty}\left(x, \nabla_{\mu} u(x), \omega\right) d \mu(x) \text { for all } u \in \mathfrak{G}^{\mathrm{lsc}}
$$

On the other hand, from (2.11) we see that:

$$
\begin{aligned}
& \alpha \overline{\mathcal{G}}(u) \leqslant \Gamma\left(L_{\mu}^{p}\right)-\underline{\lim }_{t \rightarrow \infty} E_{t}(u, \Omega, \omega) \leqslant \beta(1+\overline{\mathcal{G}}(u)) ; \\
& \alpha \overline{\mathcal{G}}(u) \leqslant \Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty}^{\varlimsup_{t \rightarrow \infty}} E_{t}(u, \Omega, \omega) \leqslant \beta(1+\overline{\mathcal{G}}(u))
\end{aligned}
$$

for all $u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$, where $\overline{\mathcal{G}}$ is defined by (2.9). Hence

$$
\Gamma\left(L_{\mu}^{p}\right)-{\underset{\mathrm{lim}}{t \rightarrow \infty}} E_{t}(u, \Omega, \omega)=\Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, \Omega, \omega)=\infty \text { for all } u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \backslash \mathfrak{G}^{1 \mathrm{sc}}
$$

and the proof is complete.

Corollary 2.17. Under the assumptions of Corollary 2.15, if 2.10 is satisfied then for $\mathbb{P}$-a.e. $\omega \in \Sigma$, one has

$$
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} E_{t}(u, \Omega, \omega)= \begin{cases}\widehat{\mathcal{I}}(u, \omega) & \text { if } u \in \mathfrak{G}^{\mathrm{lsc}}  \tag{2.21}\\ \infty & \text { if } u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \backslash \mathfrak{G}^{\mathrm{lsc}}\end{cases}
$$

with $\widehat{\mathcal{I}}(\cdot, \omega): H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \rightarrow[0, \infty]$ given by

$$
\widehat{\mathcal{I}}(u, \omega):=\underline{\lim }_{\tau \rightarrow 1^{-}} \mathcal{I}(\tau u, \omega)
$$

where $\mathcal{I}(\cdot, \omega): H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \rightarrow[0, \infty]$ is defined by

$$
\mathcal{I}(u, \omega):=\int_{\Omega} \widehat{L}_{\infty}\left(x, \nabla_{\mu} u(x), \omega\right) d \mu(x)
$$

Proof of Corollary 2.17. Let $\omega \in \Sigma$ be suitably fixed. From Corollary 2.15 we see that $\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} E_{t}(u, \Omega, \omega)=\mathcal{I}(u, \omega)$ for all $u \in \mathfrak{G}$. As $\left\{L_{t}\right\}_{t>0}$ is ru-usc at $\omega$ it is easily seen that $\left\{E_{t}(\cdot, \Omega, \cdot)\right\}_{t>0}$ is ru-usc on $\mathfrak{G}$ at $\omega$. Hence, since 2.10) holds, from Corollary 3.23 we deduce that

$$
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} E_{t}(u, \Omega, \omega)=\widehat{\mathcal{I}}(u, \omega) \text { for all } u \in \mathfrak{G}^{\mathrm{lsc}}
$$

On the other hand, taking (2.11) into account, it is clear that if $u \notin \mathfrak{G}^{\text {lsc }}$ then

$$
\Gamma\left(L_{\mu}^{p}\right)-\varliminf_{t \rightarrow \infty} E_{t}(u, \Omega, \omega)=\Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, \Omega, \omega)=\infty,
$$

and (2.21) follows.
As a consequence of Corollary 2.17 we have the following result.
Corollary 2.18. Under the assumptions of Corollary 2.17, if (3.20) is satisfied and if $\mathcal{Q}_{\mu} \mathbb{G}$ is convex, $0 \in \operatorname{int}\left(\mathcal{Q}_{\mu} \mathbb{G}\right)$ and $L_{\infty}(x, \cdot, \omega)$ is lsc on $\operatorname{int}\left(\overline{\left.\mathcal{Q}_{\mu} \mathbb{G}\right)}\right.$ for $\mathbb{P}$-a.a. $\omega \in \Sigma$ and all $x \in \Omega$, then (2.20 holds for $\mathbb{P}$-a.a. $\omega \in \Sigma$.

Proof of Corollary 2.18. By Corollary 2.17, (2.21) holds, and so it suffices to prove that $\widehat{\mathcal{I}}(u, \omega)=\mathcal{I}(u, \omega)$ for all $u \in \mathfrak{G}^{\text {lsc }}$. First of all, we claim that $\mathfrak{G} \subset \mathfrak{I}_{\omega}$, where $\mathfrak{I}_{\omega}$ denotes the effective domain of $\mathcal{I}(\cdot, \omega)$. Indeed, let $u \in \mathfrak{G}$. Using the right inequality in (2.11) we have

$$
\begin{aligned}
\int_{\Omega} L_{\infty}\left(x, \nabla_{\mu} u(x), \omega\right) d \mu(x) & \leqslant \beta\left(|\Omega|+\int_{\Omega} \mathcal{Q}_{\mu} G\left(\nabla_{\mu} u(x)\right) d \mu(x)\right) \\
& \leqslant \beta\left(|\Omega|+\int_{\Omega} G\left(\nabla_{\mu} u(x)\right) d \mu(x)\right) \\
& =\beta(|\Omega|+\mathcal{G}(u))<\infty
\end{aligned}
$$

and the claim follows because $\widehat{L}_{\infty}(\cdot, \cdot, \omega) \leqslant L_{\infty}(\cdot, \cdot, \omega)$ by Proposition 2.13(d). On the other hand, as 3.20 holds, from Proposition 3.17 we deduce that $L_{\infty}$ is ru-usc at $\omega$, hence $\hat{L}_{\infty}$ is ru-usc at $\omega$ by Proposition 2.13(a), and so $\hat{\mathcal{I}}$ is ru-usc at $\omega$. Consequently, we can assert
that $\hat{\mathcal{I}}$ is ru-usc at $\omega$ on $\mathfrak{G}$ because $\mathfrak{G} \subset \mathfrak{I}_{\omega}$. From the second part of Theorem 3.22 it follows that

$$
\hat{\mathcal{I}}(u, \omega)= \begin{cases}\mathcal{I}(u, \omega) & \text { if } u \in \mathfrak{G} \\ \lim _{\tau \rightarrow 1^{-}} \mathcal{I}(\tau u, \omega) & \text { if } u \in \mathfrak{G}^{\operatorname{lsc}} \backslash \mathfrak{G} .\end{cases}
$$

We are thus reduced to show that $\mathcal{I}(u, \omega)=\lim _{\tau \rightarrow 1^{-}} \mathcal{I}(\tau u, \omega)$ for all $u \in \mathfrak{G}^{\text {lsc }} \backslash \mathfrak{G}$. Let $u \in \mathfrak{G}^{\text {lsc }} \backslash \mathfrak{G}$. Taking Remark 2.14 into account and using Fatou's lemma we see that

$$
\begin{aligned}
\lim _{\tau \rightarrow 1^{-}} \mathcal{I}(\tau u, \omega) & =\lim _{\tau \rightarrow 1^{-}} \int_{\Omega} \widehat{L}_{\infty}\left(x, \tau \nabla_{\mu} u(x), \omega\right) d \mu(x) \\
& \geqslant \int_{\Omega} \lim _{\tau \rightarrow 1^{-}} \widehat{L}_{\infty}\left(x, \tau \nabla_{\mu} u(x), \omega\right) d \mu(x) \\
& =\int_{\Omega} \widehat{L}_{\infty}\left(x, \tau \nabla_{\mu} u(x), \omega\right) d \mu(x) \\
& =\mathcal{I}(u, \omega) .
\end{aligned}
$$

Hence, if $\mathcal{I}(u, \omega)=\infty$ then $\lim _{\tau \rightarrow 1^{-}} \mathcal{I}(\tau u, \omega)=\infty$. Assume that $\mathcal{I}(u, \omega)<\infty$. Then

$$
\begin{equation*}
\widehat{L}_{\infty}\left(\cdot, \nabla_{\mu} u(\cdot), \omega\right) \in L_{\mu}^{1}(\Omega) . \tag{2.22}
\end{equation*}
$$

As $\hat{L}_{\infty}$ is ru-usc at $\omega$ we have

$$
\begin{equation*}
\Delta(\omega):=\varlimsup_{\tau \rightarrow 1^{-}} \Delta_{\hat{L}_{\infty}}^{\hat{a}_{\infty}(\cdot, \omega)}(\tau) \leqslant 0 \tag{2.23}
\end{equation*}
$$

with $\Delta_{\hat{L}_{\infty}}^{\hat{a}_{\infty}(\cdot, \omega)}(\tau):=\sup _{x \in \Omega} \sup _{\xi \in \hat{\mathbb{L}}_{\infty, x, \omega}} \frac{\hat{L}_{\infty}(x, \tau \xi, \omega)-\hat{L}_{\infty}(x, \xi, \omega)}{\widehat{a}_{\infty}(x, \omega)+\hat{L}_{\infty}(x, \xi, \omega)}$ and

$$
\begin{equation*}
\left.\left.\widehat{a}_{\infty}(\cdot, \omega) \in L_{\mu}^{1}(\Omega ;] 0, \infty\right]\right) . \tag{2.24}
\end{equation*}
$$

By (2.23) there exists $\left.\tau_{0} \in\right] 0,1\left[\right.$ such that $\Delta_{\hat{L}_{\infty}}^{\hat{a}_{\infty}(\cdot, \omega)}(\tau) \leqslant \Delta(\omega)+1$ for all $\tau \in\left[\tau_{0}, 1[\right.$. Consequently, we have

$$
\begin{aligned}
\widehat{L}_{\infty}\left(\cdot, \tau \nabla_{\mu} u(\cdot), \omega\right) & \leqslant \widehat{L}_{\infty}\left(\cdot, \nabla_{\mu} u(\cdot), \omega\right)+\Delta_{\hat{L}_{\infty}}^{\hat{a}_{\infty}(\cdot \omega)}(\tau)\left(\widehat{a}_{\infty}(\cdot, \omega)+\widehat{L}_{\infty}\left(\cdot, \nabla_{\mu} u(\cdot), \omega\right)\right) \\
& \leqslant \widehat{L}_{\infty}\left(\cdot, \nabla_{\mu} u(\cdot), \omega\right)+(\Delta(\omega)+1)\left(\widehat{a}_{\infty}(\cdot, \omega)+\widehat{L}_{\infty}\left(\cdot, \nabla_{\mu} u(\cdot), \omega\right)\right)=: f(\cdot, \omega)
\end{aligned}
$$

for all $\tau \in\left[\tau_{0}, 1\left[\right.\right.$. Moreover, $f(\cdot, \omega) \in L_{\mu}^{1}(\Omega)$ by 2.22 and 2.24) and from Remark 2.14 we see that for every $x \in \Omega, \lim _{\tau \rightarrow 1^{-}} \widehat{L}_{\infty}\left(x, \tau \nabla_{\mu} u(x), \omega\right)=\widehat{L}_{\infty}\left(x, \nabla_{\mu} u(x), \omega\right)$, and so by using Lebesgue's dominated convergence theorem we conclude that

$$
\begin{aligned}
\lim _{\tau \rightarrow 1^{-}} \mathcal{I}(\tau u, \omega) & =\lim _{\tau \rightarrow 1^{-}} \int_{\Omega} \widehat{L}_{\infty}\left(x, \tau \nabla_{\mu} u(x), \omega\right) d \mu(x) \\
& =\int_{\Omega} \widehat{L}_{\infty}\left(x, \tau \nabla_{\mu} u(x), \omega\right) d \mu(x) \\
& =\mathcal{I}(u, \omega)
\end{aligned}
$$

which completes the proof.

Remark 2.19. In case $L_{t}(x, \xi, \omega)=L(x, \xi)$, and so $E_{t}(\cdot, \Omega, \omega)=E(\cdot, \Omega)$, we retrieve the relaxation theorem established in [AHM18, Theorem 2.7]. More precisely, denoting the lower semi-continuous envelope of $E(\cdot, \Omega)$ with respect to the strong topology of $L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)$ by $\bar{E}(\cdot, \Omega)$, as a direct consequence of Corollaries 2.15, 2.16 and 2.17 we have the following result.
Corollary 2.20. Assume that the hypotheses of Theorem 2.11 are satisfied with $L_{t}(x, \xi, \omega)=$ $L(x, \xi)$.
(a) For every $u \in \mathfrak{G}$, one has

$$
\bar{E}(u, \Omega)=\int_{\Omega} \widehat{\mathcal{Q}_{\mu} L}\left(x, \nabla_{\mu} u(x)\right) d \mu(x),
$$

where $\widehat{\mathcal{Q}_{\mu} L}: \Omega \times \mathbb{M} \rightarrow[0, \infty]$ is defined by

$$
\widehat{\mathcal{Q}_{\mu} L}(x, \xi)=\underline{\lim }_{\tau \rightarrow 1^{-}} \mathcal{Q}_{\mu} L(x, \tau \xi)
$$

with $\mathcal{Q}_{\mu} L: \Omega \times \mathbb{M} \rightarrow[0, \infty]$ given by

$$
\mathcal{Q}_{\mu} L(x, \xi):=\varlimsup_{\rho \rightarrow 0} \inf \left\{f_{Q_{\rho}(x)} L\left(y, \xi+\nabla_{\mu} w(y)\right) d \mu(y): w \in H_{\mu, 0}^{1, p}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)\right\}
$$

(b) If $\mathfrak{G}^{\text {lsc }} \subset \mathfrak{G}$ then

$$
\bar{E}(u, \Omega)= \begin{cases}\int_{\Omega} \widehat{\mathcal{Q}_{\mu} L}\left(x, \nabla_{\mu} u(x)\right) d \mu(x) & \text { if } u \in \mathfrak{G}^{\mathrm{lsc}}  \tag{2.25}\\ \infty & \text { if } u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \backslash \mathfrak{G}^{\mathrm{lsc}}\end{cases}
$$

(c) If 2.10 holds then

$$
\bar{E}(u, \Omega)= \begin{cases}\lim _{\tau \rightarrow 1^{-}} \int_{\Omega} \widehat{\mathcal{Q}_{\mu} L}\left(x, \tau \nabla_{\mu} u(x)\right) d \mu(x) & \text { if } u \in \mathfrak{G}^{\mathrm{lsc}} \\ \infty & \text { if } u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \backslash \mathfrak{G}^{\mathrm{lsc}}\end{cases}
$$

If moreover $\mathcal{Q}_{\mu} \mathbb{G}$ is convex, $0 \in \operatorname{int}\left(\mathcal{Q}_{\mu} \mathbb{G}\right)$ and $\mathcal{Q}_{\mu} L(x, \cdot)$ is lsc on $\operatorname{int}\left(\mathcal{Q}_{\mu} \mathbb{G}\right)$ for all $x \in \Omega$, then 2.25 holds.
2.4. Homogenization. In order to deal with homogenization, it is necessary to make some refinements on our general setting, see $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{2}\right)-\left(\mathrm{H}_{3}\right)-\left(\mathrm{H}_{4}^{\mathrm{w}}\right)$ for the deterministic case and $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{2}\right)-\left(\mathrm{H}_{3}\right)-\left(\mathrm{H}_{4}^{\mathrm{s}}\right)-\left(\mathrm{H}_{5}\right)$ for the stochastic case. These refinements are an attempt to develop a framework for dealing with homogenization in the setting of metric measure spaces. (Such a development was attempted for the first time in AHM17.)
Let $\mathcal{B}(X)$ be the class of Borel subsets of $X$, let $\mathcal{B}_{\mu, 0}(X)$ denote the class of $Q \in \mathcal{B}(X)$ such that $\mu(Q)<\infty$ and $\mu(\partial Q)=0$ with $\partial Q=\bar{Q} \backslash \grave{Q}$ and let $\mathrm{Ba}(X)$ be the class of open balls $Q$ of $X$. As $(X, d, \mu)$ satisfies the annular decay property, i.e. (2.4), we have $\mu(\partial Q)=0$ for all $Q \in \mathrm{Ba}(X)$ (see Remark 2.2). Hence $\mathrm{Ba}(X) \subset \mathcal{B}_{\mu, 0}(X)$.
Let Homeo $(X)$ be the group of homeomorphisms on $X$, let $\mathbb{G}$ be a subgroup of $\operatorname{Homeo}(X)$ such that
$\left(\mathrm{H}_{1}\right)$ the measure $\mu$ is $\mathbb{G}$-invariant, i.e. $g^{\sharp} \mu=\mu$ for all $g \in \mathbb{G}$,
where $g^{\sharp} \mu$ denotes the image measure of $\mu$ by $g$, and let $\left\{h_{t}\right\}_{t>0} \subset \operatorname{Homeo}(X)$ be satisfying the following two conditions.
$\left(\mathrm{H}_{2}\right)$ There exists $\mathbb{U} \in \mathcal{B}_{\mu, 0}(X)$ with $\mu(\mathbb{U})>0$ such that $\left(h_{t}^{-1}\right)^{\sharp} \mu=\mu\left(h_{t}(\mathbb{U})\right) \mu$ for all $t>0$.
$\left(\mathrm{H}_{3}\right)$ For each $t>0$ and each open set $A \subset X$ with $\mu(A)>0$, there exists a bijective map $H_{t, A}: H_{\mu, 0}^{1, p}\left(h_{t}(A) ; \mathbb{R}^{m}\right) \rightarrow H_{\mu, 0}^{1, p}\left(A ; \mathbb{R}^{m}\right)$ such that $\nabla_{\mu} H_{t, A}(w)=\nabla_{\mu} w$ o $h_{t}$ (resp. $\left.\nabla_{\mu} H_{t, A}^{-1}(v)=\nabla_{\mu} v o h_{t}^{-1}\right)$ for all $w \in H_{\mu, 0}^{1, p}\left(h_{t}(A) ; \mathbb{R}^{m}\right)\left(\right.$ resp. $\left.v \in H_{\mu, 0}^{1, p}\left(A ; \mathbb{R}^{m}\right)\right)$.

Remark 2.21. From $\left(\mathrm{H}_{2}\right)$ it is easy to see that for each $t>0, \mu\left(h_{t}(\mathbb{U})\right)>0$ and $h_{t}^{\sharp} \mu=$ $\frac{1}{\mu\left(h_{t}(\mathbb{U})\right)} \mu$.

Remark 2.22. As $\mu(\overline{\mathbb{U}} \backslash \mathbb{U})=0$ we have $\mu(\mathbb{U})=\mu(\mathbb{U})$ and, under $\left(\mathrm{H}_{2}\right)$, for each $t>0$, $\mu\left(h_{t}(\stackrel{\mathbb{U}}{ })\right)=\mu\left(h_{t}(\mathbb{U})\right)$ because $h_{t} \in \operatorname{Homeo}(X)$ and $h_{t}^{\sharp} \mu=\frac{1}{\mu\left(h_{t}(\mathbb{U})\right.} \mu$.
As in $\S 2.3$, we suppose that $\mu(\bar{\Omega} \backslash \Omega)=0, p>\kappa$, where $\kappa:=\frac{\ln \left(C_{d}\right)}{\ln (2)}$ with $C_{d} \geqslant 1$ given by the inequality (2.1), and $m \geqslant 1$.
2.4.1. The deterministic case. Let $G: \mathbb{M} \rightarrow[0, \infty]$ be a Borel measurable integrand satisfying (2.5), 2.6 and (2.7) and let $L: X \times \mathbb{M} \rightarrow[0, \infty]$ be a Borel measurable integrand having $G$-growth, i.e. there exist $\alpha, \beta>0$ such that

$$
\begin{equation*}
\alpha G(\xi) \leqslant L(x, \xi) \leqslant \beta(1+G(\xi)) \tag{2.26}
\end{equation*}
$$

for all $x \in X$ and all $\xi \in \mathbb{M}$, and assumed to be $\mathbb{G}$-invariant, i.e.

$$
\begin{equation*}
L\left(g^{-1}(x), \xi\right)=L(x, \xi) \tag{2.27}
\end{equation*}
$$

for all $x \in X$, all $\xi \in \mathbb{M}$ and all $g \in \mathbb{G}$. For each $t>0$, let $L_{t}: X \times \mathbb{M} \rightarrow[0, \infty]$ be given by

$$
\begin{equation*}
L_{t}(x, \xi)=L\left(h_{t}(x), \xi\right) \tag{2.28}
\end{equation*}
$$

(Then, we have $L_{t}\left(\left(h_{t}^{-1} \mathrm{o} g^{-1} \mathrm{o} h_{t}\right)(x), \xi\right)=L_{t}(x, \xi)$ for all $x \in X$, all $\xi \in \mathbb{M}$, all $t>0$ and all $g \in \mathbb{G}$.)

Definition 2.23. Such a $\left\{L_{t}\right\}_{t>0}$, defined by (2.27)-2.28), is called a $\left(\mathbb{G},\left\{h_{t}\right\}_{t>0}\right)$-periodic family of integrands modelled on $L$.

Remark 2.24. If (2.26) holds then 2.11 is satisfied with $L_{t}$ given by (2.28).
We further assume that $L$ is ru-usc, i.e.

$$
\begin{equation*}
\varlimsup_{\tau \rightarrow 1^{-}} \Delta_{L}^{a}(\tau) \leqslant 0 \tag{2.29}
\end{equation*}
$$

with $\Delta_{L}^{a}(\tau):=\sup _{x \in X} \sup _{\xi \in \mathbb{L}_{x}} \frac{L(x, \tau \xi)-L(x, \xi)}{a+L(x, \xi)}$, where $\left.\left.a \in L_{\mu}^{1}(X ;] 0, \infty\right]\right)$, and we consider the following condition on the triple $\left((X, d, \mu), \mathbb{G},\left\{h_{t}\right\}_{t>0}\right)$.
$\left(\mathrm{H}_{4}^{\mathrm{w}}\right)$ For each $Q \in \mathrm{Ba}(X),\left\{h_{t}(Q)\right\}_{t>0}$ is weakly $\mathbb{G}$-asymptotic with respect to $\left\{h_{k}(\mathbb{U})\right\}_{k \in \mathbb{N}^{*}}$ (see Definition 3.31).
The following result is a consequence of Corollary 2.15 and Theorem 3.33.

Theorem 2.25. Assume that $(X, d, \mu)$ satisfies $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right),\left(\mathrm{H}_{3}\right)$ and $\left(\mathrm{H}_{4}^{\mathrm{w}}\right)$, and consider $\left\{L_{t}\right\}_{t>0} a\left(\mathbb{G},\left\{h_{t}\right\}_{t>0}\right)$-periodic family of integrands modelled on L. If (2.5), (2.6), (2.7) (2.26) and (2.29) are satisfied and if (2.13) and (2.14) hold with $a_{t}=a$ o $h_{t}$, where $\left.\left.a \in L_{\mu}^{1}(X ;] 0, \infty\right]\right)$ is given by (2.29), then

$$
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} E_{t}(u, \Omega)=\int_{\Omega} \widehat{L}_{\mathrm{hom}}\left(\nabla_{\mu} u(x)\right) d \mu(x)
$$

for all $u \in \mathfrak{G}$, where $\widehat{L}_{\text {hom }}: \mathbb{M} \rightarrow[0, \infty]$ is defined by

$$
\widehat{L}_{\mathrm{hom}}(\xi):=\underline{\lim }_{\tau \rightarrow 1^{-}} L_{\mathrm{hom}}(\tau \xi)
$$

with $L_{\mathrm{hom}}: \mathbb{M} \rightarrow[0, \infty]$ given by

$$
L_{\mathrm{hom}}(\xi):=\inf _{k \in \mathbb{N}^{*}} \inf \left\{f_{h_{k}(\mathbb{U})} L\left(x, \xi+\nabla_{\mu} w(x)\right) d \mu(x): w \in H_{\mu, 0}^{1, p}\left(h_{k}(\stackrel{\circ}{\mathbb{U}}) ; \mathbb{R}^{m}\right)\right\}
$$

From Theorem 2.25 we deduce the following two results.
Corollary 2.26. Let assumptions of Theorem 2.25 hold. If $\mathfrak{G}^{\text {lsc }} \subset \mathfrak{G}$ then

$$
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} E_{t}(u, \Omega)= \begin{cases}\int_{\Omega} \widehat{L}_{\mathrm{hom}}\left(\nabla_{\mu} u(x)\right) d \mu(x) & \text { if } u \in \mathfrak{G}^{\text {lsc }}  \tag{2.30}\\ \infty & \text { if } u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \backslash \mathfrak{G}^{\text {lsc }}\end{cases}
$$

Proof of Corollary 2.26. This follows by the same method as in the proof of Corollary 2.16 by using Theorem 2.25 instead of Corollary 2.15 and replacing " $L_{\infty}$ by " $L_{\text {hom }}$ ".

Corollary 2.27. Let assumptions of Theorem 2.25 hold. If (2.10) is satisfied then

$$
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} E_{t}(u, \Omega)= \begin{cases}\lim _{\tau \rightarrow 1^{-}} \int_{\Omega} \widehat{L}_{\mathrm{hom}}\left(\tau \nabla_{\mu} u(x)\right) d \mu(x) & \text { if } u \in \mathfrak{G}^{\mathrm{lsc}} \\ \infty & \text { if } u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \backslash \mathfrak{G}^{\mathrm{lsc}}\end{cases}
$$

Proof of Corollary 2.27. This follows by the same method as in the proof of Corollary 2.17 by using Theorem 2.25 instead of Corollary 2.15 and replacing " $L_{\infty}$ by " $L_{\text {hom }}$ ", and by remarking that, since $L$ is ru-usc, $\left\{L\left(h_{t}(\cdot), \cdot\right)\right\}_{t>0}$ is ru-usc (see Remark 3.16).

Let $\mathcal{Z} G: \mathbb{M} \rightarrow[0, \infty]$ be defined by

$$
\begin{equation*}
\mathcal{Z} G(\xi):=\inf \left\{\int_{\dot{U}} G\left(\xi+\nabla_{\mu} w(y)\right) d \mu(y): w \in H_{\mu, 0}^{1, p}\left(\mathbb{U}^{\prime} ; \mathbb{R}^{m}\right)\right\} \tag{2.31}
\end{equation*}
$$

As a consequence of Corollary 2.27 we have the following result.
Corollary 2.28. Under the assumptions of Corollary 2.27, if (3.26) holds with $\left\{A_{k}\right\}_{k \in \mathbb{N}^{*}}=$ $\left\{h_{k}(\mathbb{U})\right\}_{k \in \mathbb{N}^{*}}$ and $\left.\left.a \in L_{\mu}^{1}(X ;] 0, \infty\right]\right)$ given by 2.29 , and if $\mathcal{Z} \mathbb{G}$ is convex, $0 \in \operatorname{int}(\mathcal{Z} \mathbb{G})$ and $L_{\text {hom }}$ is lsc on $\operatorname{int}(\mathcal{Z} \mathbb{G})$, where $\mathcal{Z} \mathbb{G}$ denotes the effective domain of $\mathcal{Z} G$, then 2.30 holds.

Proof of Corollary 2.28. From (2.11) we see that $\mathbb{L}_{\text {hom }}=\mathbb{G}_{\text {hom }}$ with $\mathbb{L}_{\text {hom }}$ and $\mathbb{G}_{\text {hom }}$ denoting the effective domain of $L_{\text {hom }}$ and $G_{\text {hom }}$ respectively, where $G_{\mathrm{hom}}: \mathbb{M} \rightarrow[0, \infty]$ is given by

$$
G_{\mathrm{hom}}(\xi):=\inf _{k \in \mathbb{N}^{*}} \inf \left\{f_{h_{k}(\mathbb{U})} G\left(\xi+\nabla_{\mu} w(x)\right) d \mu(x): w \in H_{\mu, 0}^{1, p}\left(h_{k}(\stackrel{\circ}{U}) ; \mathbb{R}^{m}\right)\right\} .
$$

But, for each $\xi \in \mathbb{M}$, by using $\left(\mathrm{H}_{2}\right)$ and $\left(\mathrm{H}_{3}\right)$, we see that

$$
\begin{aligned}
G_{\text {hom }}(\xi) & =\inf _{k \in \mathbb{N}^{*}} \frac{1}{\mu\left(h_{k}(\mathbb{U})\right)} \inf \left\{\int_{\dot{U}} G\left(\xi+\nabla_{\mu} w\left(h_{k}(x)\right)\right) d\left(h_{k}^{-1}\right)^{\sharp} \mu(x): w \in H_{\mu, 0}^{1, p}\left(h_{k}(\stackrel{\circ}{U}) ; \mathbb{R}^{m}\right)\right\} \\
& =\inf _{k \in \mathbb{N}^{*}} \inf \left\{\int_{\dot{U}} G\left(\xi+\nabla_{\mu} w\left(h_{k}(x)\right)\right) d \mu(x): w \in H_{\mu, 0}^{1, p}\left(h_{k}(\stackrel{\circ}{U}) ; \mathbb{R}^{m}\right)\right\} \\
& =\inf _{k \in \mathbb{N}^{*}} \inf \left\{\int_{\dot{U}} G\left(\xi+\nabla_{\mu} w(x)\right) d \mu(x): w \in H_{\mu, 0}^{1, p}\left(\mathbb{U}^{\circ} ; \mathbb{R}^{m}\right)\right\},
\end{aligned}
$$

hence $G_{\mathrm{hom}}=\mathcal{Z} G$, and consequently $\mathbb{L}_{\mathrm{hom}}=\mathcal{Z} \mathbb{G}$. Arguing as in the proof of Proposition 2.13 with " $L_{\text {hom }}$ " instead of " $L_{\infty}$ " and " $\mathcal{Z} \mathbb{G}$ " instead of " $\mathcal{Q}_{\mu} \mathbb{G}$ ", and by using Proposition 3.18 instead of Proposition 3.17, we see that Proposition 2.13 is valid with " $L_{\text {hom }}$ " instead of " $L_{\infty}$ " and " $\mathcal{Z} \mathbb{G}$ " instead of " $\mathcal{Q}_{\mu} \mathbb{G}$ ". Thus, by the same method as in Remark 2.14 we can assert that

$$
\lim _{\tau \rightarrow 1^{-}} \widehat{L}_{\mathrm{hom}}(\tau \xi)=\widehat{L}_{\mathrm{hom}}(\xi)
$$

and the rest of the proof runs as in the proof of Corollary 2.18 with " $L_{\text {hom }}$ " instead of " $L_{\infty}$ " and by using Corollary 2.27 instead of Corollary 2.17.
Remark 2.29. To prove Theorem 2.25 (see Sect. 5), by using Theorem 3.33, we establish that for all $x \in \Omega$ and all $\rho>0$, one has

$$
\lim _{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi)=L_{\mathrm{hom}}(\xi) \text { for all } \xi \in \mathbb{G} .
$$

Hence $L_{\mathrm{hom}}(\xi)=L_{\infty}(x, \xi)$ for all $x \in \Omega$ and all $\xi \in \mathbb{G}$. Thus, if $\mathcal{Q}_{\mu} \mathbb{G}=\mathbb{G}$ then $L_{\text {hom }}=L_{\infty}$, and so $\mathbb{L}_{\infty}=\mathbb{L}_{\text {hom }}=\mathbb{G}_{\text {hom }}=\mathcal{Z} \mathbb{G}=\mathbb{G}$. So, in such a case, Corollaries 2.26 and 2.27 are direct applications of Corollaries 2.16 and 2.17 respectively, and Corollary 2.28 can be restated as the following result which is a direct application of Corollary 2.18.

Corollary 2.30. Under the assumptions of Corollary 2.27, if (3.20) holds with $a_{t}=a \mathrm{o} h_{t}$, where $\left.\left.a \in L_{\mu}^{1}(X ;] 0, \infty\right]\right)$ is given by (2.29), and if $\mathcal{Q}_{\mu} \mathbb{G}=\mathbb{G}, 0 \in \operatorname{int}(\mathbb{G})$ and $L_{\mathrm{hom}}$ is lsc on $\operatorname{int}(\mathbb{G})$, then 2.30 holds.
2.4.2. The stochastic case. In what follows, we assume that $\left(\Sigma, T, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$ is a measurable dynamical $\mathbb{G}$-system. Let $L: X \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ be a Borel measurable stochastic integrand having $G$-growth, i.e. there exist $\alpha, \beta>0$ such that for $\mathbb{P}$-a.e. $\omega \in \Sigma$,

$$
\begin{equation*}
\alpha G(\xi) \leqslant L(x, \xi, \omega) \leqslant \beta(1+G(\xi)) \tag{2.32}
\end{equation*}
$$

for all $x \in X$ and all $\xi \in \mathbb{M}$ with $G: \mathbb{M} \rightarrow[0, \infty]$ satisfying (2.5), (2.6) and (2.7), and assumed to be G-covariant, i.e.

$$
\begin{equation*}
L\left(g^{-1}(x), \xi, \omega\right)=L\left(x, \xi, \tau_{g}(\omega)\right) \tag{2.33}
\end{equation*}
$$

for all $x \in X$, all $\xi \in \mathbb{M}$ and all $g \in \mathbb{G}$. For each $t>0$, let $L_{t}: X \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ be given by

$$
\begin{equation*}
L_{t}(x, \xi, \omega)=L\left(h_{t}(x), \xi, \omega\right) \tag{2.34}
\end{equation*}
$$

(Then, we have $L_{t}\left(\left(h_{t}^{-1} \mathrm{o} g^{-1} \mathrm{o} h_{t}\right)(x), \xi, \omega\right)=L_{t}\left(x, \xi, \tau_{g}(\omega)\right)$ for all $x \in X$, all $\xi \in \mathbb{M}$, all $t>0$, all $g \in \mathbb{G}$ and $\mathbb{P}$-a.a. $\omega \in \Sigma$.)
Definition 2.31. Such a $\left\{L_{t}\right\}_{t>0}$, defined by (2.33)-(2.34), is called a $\left(\mathbb{G},\left\{h_{t}\right\}_{t>0}\right)$-stochastic family of integrands modelled on $L$.
Remark 2.32. If 2.32 holds then (2.11) is satisfied with $L_{t}$ given by 2.34).
We further assume that for $\mathbb{P}$-a.e. $\omega \in \Sigma, L$ is ru-usc at $\omega$, i.e.

$$
\begin{equation*}
\varlimsup_{\tau \rightarrow 1^{-}} \Delta_{L}^{a(\cdot, \omega)}(\tau) \leqslant 0 \tag{2.35}
\end{equation*}
$$

with $\Delta_{L}^{a(\cdot, \omega)}(\tau):=\sup _{x \in X} \sup _{\xi \in \mathbb{L}_{x, \omega}} \frac{L(x, \tau \xi, \omega)-L(x, \xi, \omega)}{a(\cdot, \omega)+L(x, \xi, \omega)}$, where $\left.\left.a(\cdot, \omega) \in L_{\mu}^{1}(X ;] 0, \infty\right]\right)$, and we consider the following conditions on the triple $\left((X, d, \mu), \mathbb{G},\left\{h_{t}\right\}_{t>0}\right)$.
$\left(\mathrm{H}_{4}^{\mathrm{s}}\right)$ For each $Q \in \mathrm{Ba}(X),\left\{h_{t}(Q)\right\}_{t>0}$ is strongly $\mathbb{G}$-asymptotic with respect to $\left\{h_{k}(\mathbb{U})\right\}_{k \in \mathbb{N}^{*}}$ (see Definition 3.37).
$\left(\mathrm{H}_{5}\right)$ The metric measure space $(X, d, \mu)$ is meshable with respect to $\left\{h_{k}(\mathbb{U})\right\}_{k \in \mathbb{N}^{*}}$ (see Definition 3.34).
Remark 2.33. From Definitions 3.31 and 3.37 we see that $\left(\mathrm{H}_{4}^{\mathrm{s}}\right)$ implies $\left(\mathrm{H}_{4}^{\mathrm{w}}\right)$.
The following result is a consequence of Corollary 2.15 and Theorem 3.42.
Theorem 2.34. Assume that $(X, d, \mu)$ satisfies $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right)$, $\left(\mathrm{H}_{3}\right),\left(\mathrm{H}_{4}^{\mathrm{s}}\right)$ and $\left(\mathrm{H}_{5}\right)$, and consider $\left\{L_{t}\right\}_{t>0} a\left(\mathbb{G},\left\{h_{t}\right\}_{t>0}\right)$-stochastic family of integrands modelled on L. If (2.5), (2.6), (2.7) (2.32) and (2.35) are satisfied and if (2.13) and (2.14) hold with $a_{t}(\cdot, \omega)=a\left(h_{t}(\cdot), \omega\right)$, where $\left.\left.a(\cdot, \omega) \in L_{\mu}^{1}(X ;] 0, \infty\right]\right)$ is given by (2.35), then for $\mathbb{P}$-a.e. $\omega \in \Sigma$, one has

$$
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} E_{t}(u, \Omega, \omega)=\int_{\Omega} \widehat{L}_{\mathrm{hom}}\left(\nabla_{\mu} u(x), \omega\right) d \mu(x)
$$

for all $u \in \mathfrak{G}$, where $\widehat{L}_{\mathrm{hom}}: \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ is defined by

$$
\widehat{L}_{\mathrm{hom}}(\xi, \omega):=\varliminf_{\tau \rightarrow 1^{-}} L_{\mathrm{hom}}(\tau \xi, \omega)
$$

with $L_{\mathrm{hom}}: \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ given by

$$
L_{\mathrm{hom}}(\xi, \omega):=\inf _{k \in \mathbb{N}^{*}} \mathbb{E}^{\mathcal{I}}\left[\inf \left\{f_{h_{k}(\mathbb{U})} L\left(y, \xi+\nabla_{\mu} w(y), \cdot\right) d \mu(y): w \in H_{\mu, 0}^{1, p}\left(h_{k}(\mathbb{U}) ; \mathbb{R}^{m}\right)\right\}\right](\omega),
$$

where $\mathbb{E}^{\mathcal{I}}$ denotes the conditional expectation over $\mathcal{I}$ with respect to $\mathbb{P}$, with $\mathcal{I}$ being the $\sigma$ algebra of invariant sets with respect to $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$. If in addition $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$ is ergodic, see Definition 3.40, then $L_{\mathrm{hom}}$ is deterministic and is given by

$$
\begin{equation*}
L_{\mathrm{hom}}(\xi):=\inf _{k \in \mathbb{N}^{*}} \mathbb{E}\left[\inf \left\{f_{h_{k}(\mathbb{U})} L\left(y, \xi+\nabla_{\mu} w(y), \cdot\right) d \mu(y): w \in H_{\mu, 0}^{1, p}\left(h_{k}(\mathbb{U}) ; \mathbb{R}^{m}\right)\right\}\right] \tag{2.36}
\end{equation*}
$$

where $\mathbb{E}$ denotes the expectation with respect to $\mathbb{P}$.

As in the deterministic case (see 2.4 .1 ) we can establish the following three results. Corollaries 2.35 and 2.36 below are consequences of Theorem 2.34 .
Corollary 2.35. Let assumptions of Theorem 2.34 hold. If $\mathfrak{G}^{\text {lsc }} \subset \mathfrak{G}$ then for $\mathbb{P}$-a.e. $\omega \in \Sigma$, one has

$$
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} E_{t}(u, \Omega, \omega)= \begin{cases}\int_{\Omega} \widehat{L}_{\mathrm{hom}}\left(\nabla_{\mu} u(x), \omega\right) d \mu(x) & \text { if } u \in \mathfrak{G}^{\mathrm{lsc}}  \tag{2.37}\\ \infty & \text { if } u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \backslash \mathfrak{G}^{\mathrm{lsc}}\end{cases}
$$

If in addition $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$ is ergodic, then $L_{\mathrm{hom}}$ is deterministic and is given by (2.36).
Corollary 2.36. Let assumptions of Theorem 2.34 hold. If 2.10 is satisfied then for $\mathbb{P}$-a.e. $\omega \in \Sigma$, one has

$$
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} E_{t}(u, \Omega, \omega)= \begin{cases}\lim _{\tau \rightarrow 1^{-}} \int_{\Omega} \widehat{L}_{\mathrm{hom}}\left(\tau \nabla_{\mu} u(x), \omega\right) d \mu(x) & \text { if } u \in \mathfrak{G}^{\text {lsc }} \\ \infty & \text { if } u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \backslash \mathfrak{G}^{\text {lsc }}\end{cases}
$$

If in addition $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$ is ergodic, then $L_{\mathrm{hom}}$ is deterministic and is given by 2.36).
From Corollary 2.36 we deduce the following result.
Corollary 2.37. Under the assumptions of Corollary 2.36, if (3.26) holds with $\left\{A_{k}\right\}_{k \in \mathbb{N}^{*}}=$ $\left\{h_{k}(\mathbb{U})\right\}_{k \in \mathbb{N}^{*}}$ and $\left.\left.a(\cdot, \omega) \in L_{\mu}^{1}(X ;] 0, \infty\right]\right)$ given by (2.35), and if $\mathcal{Z} \mathbb{G}$ is convex, $0 \in \operatorname{int}(\mathcal{Z} \mathbb{G})$ and $L_{\mathrm{hom}}(\cdot, \omega)$ is lsc on $\operatorname{int}(\mathcal{Z} \mathbb{G})$ for $\mathbb{P}$-a.a. $\omega \in \Sigma$, where $\mathcal{Z} \mathbb{G}$ denotes the effective domain of $\mathcal{Z} G: \mathbb{M} \rightarrow[0, \infty]$ given by (2.31), then (2.37) holds. If in addition $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$ is ergodic, then $L_{\mathrm{hom}}$ is deterministic and is given by (2.36).

Remark 2.38. As in the deterministic case (see Remark 2.29), when $\mathcal{Q}_{\mu} \mathbb{G}=\mathbb{G}$, Corollaries 2.35 and 2.36 are direct applications of Corollaries 2.16 and 2.17 , and Corollary 2.37 can be restated as the following result which is a direct application of Corollary 2.18.
Corollary 2.39. Under the assumptions of Corollary 2.36, if (3.20) holds with $a_{t}(\cdot, \omega)=$ $a\left(h_{t}(\cdot), \omega\right)$, where $\left.\left.a(\cdot, \omega) \in L_{\mu}^{1}(X ;] 0, \infty\right]\right)$ is given by $(2.35)$, and if $\mathcal{Q}_{\mu} \mathbb{G}=\mathbb{G}, 0 \in \operatorname{int}(\mathbb{G})$ and $L_{\text {hom }}(\cdot, \omega)$ is lsc on $\operatorname{int}(\mathbb{G})$ for $\mathbb{P}$-a.a. $\omega \in \Sigma$, then 2.37) holds. If in addition $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$ is ergodic, then $L_{\mathrm{hom}}$ is deterministic and is given by (2.36).

## 3. Auxiliary results

In this section we give the auxiliary results that we need for proving the $\Gamma$-convergence and homogenization theorems.
3.1. The $p$-Cheeger-Sobolev space. Let $p>1$ be a real number, let $(X, d, \mu)$ be a metric measure space, where $(X, d)$ is complete, supporting a weak $(1, p)$-Poincaré inequality, see (2.2), and such that $\mu$ is a doubling positive Radon measure on $X$, see (2.1), which satisfies the annular decay property, see (2.4), and let $\Omega \subset X$ be a bounded open set. We begin with the concept of upper gradient introduced by Heinonen and Koskela (see [HK98]).

Definition 3.1. A Borel function $g: \Omega \rightarrow[0, \infty]$ is said to be an upper gradient for $f: \Omega \rightarrow$ $\mathbb{R}$ if $|f(c(1))-f(c(0))| \leqslant \int_{0}^{1} g(c(s)) d s$ for all continuous rectifiable curves $c:[0,1] \rightarrow \Omega$.

The concept of upper gradient has been generalized by Cheeger as follows (see Che99, Definition 2.8]).

Definition 3.2. A function $g \in L_{\mu}^{p}(\Omega)$ is said to be a $p$-weak upper gradient for $f \in L_{\mu}^{p}(\Omega)$ if there exist $\left\{f_{n}\right\}_{n} \subset L_{\mu}^{p}(\Omega)$ and $\left\{g_{n}\right\}_{n} \subset L_{\mu}^{p}(\Omega)$ such that for each $n \geqslant 1, g_{n}$ is an upper gradient for $f_{n}, f_{n} \rightarrow f$ in $L_{\mu}^{p}(\Omega)$ and $g_{n} \rightarrow g$ in $L_{\mu}^{p}(\Omega)$.

Denote the algebra of Lipschitz functions from $\Omega$ to $\mathbb{R}$ by $\operatorname{Lip}(\Omega)$. (Note that, by HopfRinow's theorem (see [BH99, Proposition 3.7, pp. 35]), the closure of $\Omega$ is compact, and so every Lipschitz function from $\Omega$ to $\mathbb{R}$ is bounded.) From Cheeger and Keith (see Che99, Theorem 4.38] and [Kei04, Definition 2.1.1 and Theorem 2.3.1]) we have the following result.

Theorem 3.3. There exists a countable family $\left\{\left(\Omega_{k}, \xi^{k}\right)\right\}_{k}$ of $\mu$-measurable disjoint subsets $\Omega_{k}$ of $\Omega$ with $\mu\left(\Omega \backslash \cup_{k} \Omega_{k}\right)=0$ and of functions $\xi^{k}=\left(\xi_{1}^{k}, \cdots, \xi_{N(k)}^{k}\right): \Omega \rightarrow \mathbb{R}^{N(k)}$ with $\xi_{i}^{k} \in \operatorname{Lip}(\Omega)$ satisfying the following properties:
(a) there exists an integer $N \geqslant 1$ such that $N(k) \in\{1, \cdots, N\}$ for all $k$;
(b) for every $k$ and every $f \in \operatorname{Lip}(\Omega)$ there is a unique $D_{\mu}^{k} f \in L_{\mu}^{\infty}\left(\Omega_{k} ; \mathbb{R}^{N(k)}\right)$ such that for $\mu$-a.e. $x \in \Omega_{k}$,

$$
\lim _{\rho \rightarrow 0} \frac{1}{\rho}\left\|f-f_{x}\right\|_{L_{\mu}^{\infty}\left(Q_{\rho}(x)\right)}=0
$$

where $f_{x} \in \operatorname{Lip}(\Omega)$ is given by $f_{x}(y):=f(x)+D_{\mu}^{k} f(x) \cdot\left(\xi^{k}(y)-\xi^{k}(x)\right)$; in particular

$$
D_{\mu}^{k} f_{x}(y)=D_{\mu}^{k} f(x) \text { for } \mu \text {-a.e. } y \in \Omega_{k}
$$

(c) the operator $D_{\mu}: \operatorname{Lip}(\Omega) \rightarrow L_{\mu}^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)$ given by

$$
D_{\mu} f:=\sum_{k} \mathbb{1}_{X_{k}} D_{\mu}^{k} f,
$$

where $\mathbb{1}_{\Omega_{k}}$ denotes the characteristic function of $\Omega_{k}$, is linear and, for each $f, g \in$ $\operatorname{Lip}(\Omega)$, one has

$$
D_{\mu}(f g)=f D_{\mu} g+g D_{\mu} f
$$

(d) for every $f \in \operatorname{Lip}(\Omega), D_{\mu} f=0 \mu$-a.e. on every $\mu$-measurable set where $f$ is constant. Let $\operatorname{Lip}\left(\Omega ; \mathbb{R}^{m}\right):=[\operatorname{Lip}(\Omega)]^{m}$ and let $\nabla_{\mu}: \operatorname{Lip}\left(\Omega ; \mathbb{R}^{m}\right) \rightarrow L_{\mu}^{\infty}(\Omega ; \mathbb{M})$ given by

$$
\nabla_{\mu} u:=\left(\begin{array}{c}
D_{\mu} u_{1} \\
\vdots \\
D_{\mu} u_{m}
\end{array}\right) \text { with } u=\left(u_{1}, \cdots, u_{m}\right)
$$

From Theorem 3.3 (c) we see that for every $u \in \operatorname{Lip}\left(\Omega ; \mathbb{R}^{m}\right)$ and every $f \in \operatorname{Lip}(\Omega)$, one has

$$
\begin{equation*}
\nabla_{\mu}(f u)=f \nabla_{\mu} u+D_{\mu} f \otimes u \tag{3.1}
\end{equation*}
$$

Definition 3.4. The $p$-Cheeger-Sobolev space $H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ is defined as the completion of $\operatorname{Lip}\left(\Omega ; \mathbb{R}^{m}\right)$ with respect to the norm

$$
\begin{equation*}
\|u\|_{H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)}:=\|u\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)}+\left\|\nabla_{\mu} u\right\|_{L_{\mu}^{p}(\Omega ; \mathbb{M})} . \tag{3.2}
\end{equation*}
$$

Taking Proposition 3.6 (a) below into account, since $\left\|\nabla_{\mu} u\right\|_{L_{\mu}^{p}(\Omega ; \mathbb{M})} \leqslant\|u\|_{H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)}$ for all $u \in \operatorname{Lip}\left(\Omega ; \mathbb{R}^{m}\right)$ the linear map $\nabla_{\mu}$ from $\operatorname{Lip}\left(\Omega ; \mathbb{R}^{m}\right)$ to $L_{\mu}^{p}(\Omega ; \mathbb{M})$ has a unique extension to $H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ which will still be denoted by $\nabla_{\mu}$ and will be called the $\mu$-gradient.
Remark 3.5. When $\Omega$ is a bounded open subset of $X=\mathbb{R}^{N}$ and $\mu$ is the Lebesgue measure on $\mathbb{R}^{N}$, we retrieve the (classical) Sobolev spaces $H^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$. For more details on the various possible extensions of the classical theory of the Sobolev spaces to the setting of metric measure spaces, we refer to [Hei07, §10-14] (see also Che99, Sha00, GT01, Haj03).

The following proposition (whose proof is given below, see also [AHM15, AHM17, AHM18] provides useful properties for dealing with calculus of variations in the metric measure setting.

Proposition 3.6. We have the following results:
(a) the $\mu$-gradient is closable in $H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$, i.e. for every $u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ and every $A \in \mathcal{O}(\Omega)$, if $u(x)=0$ for $\mu$-a.a. $x \in A$ then $\nabla_{\mu} u(x)=0$ for $\mu$-a.a. $x \in A$;
(b) $\Omega$ supports a p-Sobolev inequality, i.e. there exists $C_{S}>0$ such that

$$
\begin{equation*}
\left(\int_{Q_{\rho}(x)}|v|^{p} d \mu\right)^{\frac{1}{p}} \leqslant \rho C_{S}\left(\int_{Q_{\rho}(x)}\left|\nabla_{\mu} v\right|^{p} d \mu\right)^{\frac{1}{p}} \tag{3.3}
\end{equation*}
$$

for all $0<\rho \leqslant \rho_{0}$, with $\rho_{0}>0$, and all $v \in H_{\mu, 0}^{1, p}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)$, where, for each $A \in$ $\mathcal{O}(\Omega), H_{\mu, 0}^{1, p}\left(A ; \mathbb{R}^{m}\right)$ is the closure of $\operatorname{Lip}_{0}\left(A ; \mathbb{R}^{m}\right)$ with respect to $H_{\mu}^{1, p}$-norm defined in (3.2) with

$$
\operatorname{Lip}_{0}\left(A ; \mathbb{R}^{m}\right):=\left\{u \in \operatorname{Lip}\left(\Omega ; \mathbb{R}^{m}\right): u=0 \text { on } \Omega \backslash A\right\}
$$

(c) $\Omega$ satisfies the Vitali covering theorem, i.e. for every $A \subset \Omega$ and every family $\mathcal{F}$ of closed balls in $\Omega$, if $\inf \left\{\rho>0: \bar{Q}_{\rho}(x) \in \mathcal{F}\right\}=0$ for all $x \in A$ then there exists a countable disjoint subfamily $\mathcal{G}$ of $\mathcal{F}$ such that $\mu\left(A \backslash \cup_{Q \in \mathcal{G}} Q\right)=0$; in other words, $A \subset\left(\cup_{Q \in \mathcal{G}} Q\right) \cup N$ with $\mu(N)=0$;
(d) for every $u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ and $\mu$-a.e. $x \in \Omega$ there exists $u_{x} \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ such that:

$$
\begin{align*}
& \nabla_{\mu} u_{x}(y)=\nabla_{\mu} u(x) \text { for } \mu \text {-a.a. } y \in \Omega  \tag{3.4}\\
& \lim _{\rho \rightarrow 0} \frac{1}{\rho}\left\|u-u_{x}\right\|_{L_{\mu}^{\infty}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)}=0 \text { if } p>\kappa \tag{3.5}
\end{align*}
$$

where $\kappa:=\frac{\ln \left(C_{d}\right)}{\ln (2)}$ with $C_{d} \geqslant 1$ given by the inequality (2.1);
(e) for every $x \in \Omega$, every $\rho>0$ and every $\lambda \in] 0,1[$ there exists a Urysohn function $\varphi \in \operatorname{Lip}(\Omega)$ for the pair $\left(\Omega \backslash Q_{\rho}(x), \bar{Q}_{\lambda \rho}(x)\right)^{2}$ such that

$$
\left\|D_{\mu} \varphi\right\|_{L_{\mu}^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)} \leqslant \frac{\theta}{\rho(1-\lambda)}
$$

for some $\theta>0$;

[^1](f) for $\mu$-a.e. $x \in \Omega$,
\[

$$
\begin{equation*}
\lim _{\lambda \rightarrow 1^{-}} \frac{\lim _{\rho \rightarrow 0}}{} \frac{\mu\left(Q_{\lambda \rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)}=\lim _{\lambda \rightarrow 1^{-}} \varlimsup_{\rho \rightarrow 0} \frac{\mu\left(Q_{\lambda \rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)}=1 \tag{3.6}
\end{equation*}
$$

\]

Remark 3.7. As $\mu$ is a Radon measure, if $\Omega$ satisfies the Vitali covering theorem, i.e. Proposition 3.6 (c) holds, then for every $A \in \mathcal{O}(\Omega)$ and every $\varepsilon>0$ there exists a countable family $\left\{Q_{\rho_{i}}\left(x_{i}\right)\right\}_{i \in I}$ of disjoint open balls of $A$ with $\left.x_{i} \in A, \rho_{i} \in\right] 0, \varepsilon\left[\right.$ such that $\mu\left(A \backslash \cup_{i \in I} Q_{\rho_{i}}\left(x_{i}\right)\right)=0$. By the annular decay property, see (2.4), we also have $\mu\left(\partial Q_{\rho_{i}}\left(x_{i}\right)\right)=0$ for all $i \in I$ (see Remark 2.2.

Proof of Proposition 3.6. Firstly, $\Omega$ satisfies the Vitali covering theorem, i.e. the property (c) holds, because $\mu$ is doubling on $\Omega$ (see [Fed69, Theorem 2.8.18]). Secondly, the closability of the $\mu$-gradient in $\operatorname{Lip}\left(\Omega ; \mathbb{R}^{m}\right)$, given by Theorem 3.3 (d), can be extended from $\operatorname{Lip}\left(\Omega ; \mathbb{R}^{m}\right)$ to $H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ by using the closability theorem of Franchi, Hajłasz and Koskela (see [FHK99, Theorem 10]). Thus, the property (a) is satisfied. Thirdly, according to [BB11, Corollary 4.24 pp. 93], since $\mu$ is doubling on $\Omega$ and $\Omega$ supports a weak ( $1, p$ )-Poincaré inequality, we can assert that $\Omega$ supports a weak $(p, p)$-Poincaré inequality, i.e. there exist $c_{p}>0$ and $\lambda \geqslant 1$ such that for $\mu$-a.e. $x \in \Omega$ and every $\rho>0$,

$$
\left(f_{Q_{\rho}(x)}\left|f-\int_{Q_{\rho}(x)} f d \mu\right|^{p} d \mu\right)^{\frac{1}{p}} \leqslant \rho c_{p}\left(f_{Q_{\lambda \rho}(x)} g^{p} d \mu\right)^{\frac{1}{p}}
$$

for all $f \in L_{\mu}^{p}(\Omega)$ and all $p$-weak upper gradient $g \in L_{\mu}^{p}(\Omega)$ for $f$. Hence, by using the Sobolev inequality in [BB11, Theorem 5.51 pp . 142], it follows that there exists $c>0$ such that for every $0<\rho \leqslant \rho_{0}$, with $\rho_{0} \geqslant 0$ and every $v \in H_{\mu, 0}^{1, p}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)$,

$$
\begin{equation*}
\left(f_{Q_{\rho}(x)}|v|^{p} d \mu\right)^{\frac{1}{p}} \leqslant \rho c\left(f_{Q_{\rho}(x)}\left|g_{v}\right|^{p} d \mu\right)^{\frac{1}{p}} \tag{3.7}
\end{equation*}
$$

where $g_{v}$ is the minimal $p$-weak upper gradient ${ }^{3}$ for $v$. Moreover (see [Che99, §4] and also [BB11, §B.2, pp. 363], Bjö00 and [GH13, Remark 2.15]), there exists $\theta \geqslant 1$ such that for every $w \in H_{\mu}^{1, p}(\Omega)$ and $\mu$-a.e. $x \in \Omega$,

$$
\frac{1}{\theta} g_{w}(x) \leqslant\left|D_{\mu} w(x)\right| \leqslant \theta g_{w}(x)
$$

where $g_{w}$ is the minimal $p$-weak upper gradient for $w$. As for $v=\left(v_{i}\right)_{i=1, \cdots, m} \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ we have $\nabla_{\mu} v=\left(D_{\mu} v_{i}\right)_{i=1, \cdots, m}$, it follows that

$$
\begin{equation*}
\frac{1}{\theta}\left|g_{v}(x)\right| \leqslant\left|\nabla_{\mu} v(x)\right| \leqslant \theta\left|g_{v}(x)\right| \tag{3.8}
\end{equation*}
$$

[^2]for $\mu$-a.a. $x \in \Omega$. Combining (3.7) with (3.8) we obtain the property (b). Fourthly, from Björn (see Bjö00, Corollary 4.6(ii)] we see that for every $k$, every $u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ and $\mu$-a.e. $x \in \Omega_{k}$,
$$
\nabla_{\mu} u_{x}(y)=\nabla_{\mu} u(x) \text { for } \mu \text {-a.a. } y \in \Omega_{k},
$$
where $u_{x} \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ is given by
$$
u_{x}(y):=u(x)+\nabla_{\mu} u(x) \cdot\left(\xi^{k}(y)-\xi^{k}(x)\right),
$$
and if $p>\kappa$ then $u$ is $L_{\mu}^{\infty}$-differentiable at $x$, i.e.
$$
\lim _{\rho \rightarrow 0} \frac{1}{\rho}\left\|u(y)-u_{x}(y)\right\|_{L_{\mu}^{\infty}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)}=0
$$

Hence the property (d) is verified. Fifthly, given $\rho>0, \lambda \in] 0,1[$ and $x \in \Omega$, there exists a Urysohn function $\varphi \in \operatorname{Lip}(\Omega)$ for the pair $\left.\left(X \backslash Q_{\rho}(x)\right), \bar{Q}_{\lambda \rho}(x)\right)$ such

$$
\|\operatorname{Lip} \varphi\|_{L_{\mu}^{\infty}(\Omega)} \leqslant \frac{1}{\rho(1-\lambda)}
$$

where for every $y \in \Omega$,

$$
\operatorname{Lip} \varphi(y):=\varlimsup_{d(y, z) \rightarrow 0} \frac{|\varphi(y)-\varphi(z)|}{d(y, z)}
$$

But, since $\mu$ is doubling and $\Omega$ supports a weak ( $1, p$ )-Poincaré inequality, from Cheeger (see [Che99, Theorem 6.1]) we have $\operatorname{Lip} \varphi(y)=g_{\varphi}(y)$ for $\mu$-a.a. $y \in \Omega$, where $g_{\varphi}$ is the minimal $p$-weak upper gradient for $\varphi$. Hence

$$
\left\|D_{\mu} \varphi\right\|_{L_{\mu}^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)} \leqslant \frac{\theta}{\rho(1-\lambda)}
$$

because $\left|D_{\mu} \varphi(y)\right| \leqslant \theta\left|g_{\varphi}(y)\right|$ for $\mu$-a.a. $y \in \Omega$. Consequently the property (e) holds. Finally, given $x \in \Omega$, by using the annular decay property (2.4) with $r=\lambda \rho$ and $\sigma=\frac{1}{\lambda}$, where $\rho>0$ and $\lambda \in] 0,1[$, we see that

$$
\mu\left(Q_{\rho}(x) \backslash Q_{\lambda \rho}(x)\right) \leqslant C_{A}(1-\lambda)^{\delta} \mu\left(Q_{\rho}(x)\right)
$$

for all $\rho>0$ and all $\lambda \in] 0,1\left[\right.$ with $C_{A} \geqslant 1$ given by (2.4), and the property (f) follows.
In the framework of the $p$-Cheeger-Sobolev spaces with $p>\kappa$, we have the following $L_{\mu}^{\infty}$ compactness result.

Theorem 3.8. Assume that $\mu(\bar{\Omega} \backslash \Omega)=0$. If $p>\kappa$ and if $u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ and $\left\{u_{n}\right\}_{n} \subset$ $H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ are such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)}=0 \text { and } \sup _{n \geqslant 1}\left\|\nabla_{\mu} u_{n}\right\|_{L_{\mu}^{p}(\Omega ; \mathbb{M})}<\infty, \tag{3.9}
\end{equation*}
$$

then, up to a subsequence,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|_{L_{\mu}^{\infty}\left(\Omega ; \mathbb{R}^{m}\right)}=0 \tag{3.10}
\end{equation*}
$$

Proof of Theorem 3.8. Since $(X, d, \mu)$ is a complete doubling metric space, $(X, d, \mu)$ is proper, i.e. every closed ball is compact (see HKST15, Lemma 4.1.14]), and so ( $\bar{\Omega},\left.d\right|_{\bar{\Omega} \times \bar{\Omega}}$ ) is compact. Thus, as $\mu(\bar{\Omega} \backslash \Omega)=0$ we can assert that $\left(\bar{\Omega},\left.d\right|_{\bar{\Omega} \times \bar{\Omega}},\left.\mu\right|_{\bar{\Omega}}\right)$ is a compact doubling metric measure space supporting a weak $(1, p)$-Poincaré inequality. In what follows, to simplify the notation we set $(Y, \delta, \nu):=\left(\bar{\Omega},\left.d\right|_{\bar{\Omega} \times \bar{\Omega}},\left.\mu\right|_{\bar{\Omega}}\right)$.
Step 1: two auxiliary lemmas. We need the following two lemmas (cf. Lemmas 3.9 and 3.10).

Lemma 3.9. If $p>\kappa$ then for every $r>0$ and every $\bar{x} \in Y$ there exists $C(r, \bar{x})>0$ such that

$$
|u(y)-u(z)| \leqslant C(r, \bar{x}) \delta(y, z)^{1-\frac{\kappa}{p}}\left(\int_{Q_{6 \sigma r}(\bar{x})}\left|\nabla_{\nu} u\right|^{p} d \nu\right)^{\frac{1}{p}}
$$

for all $u \in H_{\nu}^{1, p}\left(Y ; \mathbb{R}^{m}\right)$ and all $y, z \in Q_{r}(\bar{x})$, where $\sigma \geqslant 1$ is given by (2.2).
Proof of Lemma 3.9. From Haj03, Theorem 9.7] we can assert that there exists $c>0$ such that

$$
\begin{equation*}
|w(y)-w(z)| \leqslant c r^{\frac{\kappa}{p}} \delta(y, z)^{1-\frac{\kappa}{p}}\left(\int_{Q_{6 \sigma r}(\bar{x})} g_{w}^{p} d \nu\right)^{\frac{1}{p}} \tag{3.11}
\end{equation*}
$$

for all $w \in H_{\nu}^{1, p}(Y)$, all $\bar{x} \in Y$, all $r>0$ and all $y, z \in Q_{r}(\bar{x})$, where $\sigma \geqslant 1$ is given by (2.2) and $g_{w} \in L_{\nu}^{p}(Y)$ denotes the minimal $p$-weak upper gradient for $w$. On the other hand, from (2.3) it is easy to see that for every $r>0$ and every $\bar{x} \in Y$ there exists $\theta(r, \bar{x})>0$ such that

$$
\mu\left(Q_{r}(\bar{x})\right) \geqslant \theta(r, \bar{x}) r^{\kappa}
$$

But $g_{w} \leqslant \alpha\left|D_{\nu} w\right|$ with $\alpha \geqslant 1$ (see [Che99, §4]) and so $f_{Q_{6 \sigma r}(\bar{x})} g_{w}^{p} d \nu \leqslant \alpha^{p} f_{Q_{6 \sigma r}(\bar{x})}\left|D_{\nu} w\right|^{p} d \nu$. Thus, for each $r>0$, each $\bar{x} \in Y$ and each $y, z \in Q_{r}(\bar{x})$, (3.11) can be rewritten as follows

$$
|w(y)-w(z)| \leqslant C(r, \bar{x}) \delta(y, z)^{1-\frac{\kappa}{p}}\left(\int_{Q_{6 \sigma r}(\bar{x})}\left|D_{\nu} w\right|^{p} d \nu\right)^{\frac{1}{p}}
$$

with $C(r, \bar{x})=\frac{c \alpha}{\theta(r, \bar{x})}>0$. It follows that for every $r>0$ and every $\bar{x} \in Y$, we have

$$
\begin{aligned}
|u(y)-u(z)| & \leqslant C(r, \bar{x}) \delta(y, z)^{1-\frac{\kappa}{p}} \sum_{i=1}^{m}\left(\int_{Q_{6 \sigma r}(\bar{x})}\left|D_{\nu} u_{i}\right|^{p} d \nu\right)^{\frac{1}{p}} \\
& \leqslant C(r, \bar{x}) \delta(y, z)^{1-\frac{\kappa}{p}}\left(\int_{Q_{6 \sigma r}(\bar{x})} \sum_{i=1}^{m}\left|D_{\nu} u_{i}\right|^{p} d \nu\right)^{\frac{1}{p}} \\
& =C(r, \bar{x}) \delta(y, z)^{1-\frac{\kappa}{p}}\left(\int_{Q_{6 \sigma r}(\bar{x})}\left|\nabla_{\nu} u\right|^{p} d \nu\right)^{\frac{1}{p}}
\end{aligned}
$$

for all $u \in H_{\nu}^{1, p}\left(Y ; \mathbb{R}^{m}\right)$ and all $y, z \in Q_{r}(\bar{x})$, and the proof of Lemma 3.9 is complete.
Denote the space of continuous functions from $Y$ to $\mathbb{R}^{m}$ by $C\left(Y ; \mathbb{R}^{m}\right)$. As a consequence of Lemma 3.9 we have the following result.

Lemma 3.10. If $p>\kappa$ then $H_{\nu}^{1, p}\left(Y ; \mathbb{R}^{m}\right)$ continuously embeds into $C\left(Y ; \mathbb{R}^{m}\right)$, i.e.

$$
H_{\nu}^{1, p}\left(Y ; \mathbb{R}^{m}\right) \subset C\left(Y ; \mathbb{R}^{m}\right)
$$

and there exists $K_{0}>0$ such that

$$
\begin{equation*}
\|u\|_{C\left(Y ; \mathbb{R}^{m}\right)} \leqslant K_{0}\|u\|_{H_{\nu}^{1, p}\left(Y ; \mathbb{R}^{m}\right)} \tag{3.12}
\end{equation*}
$$

for all $u \in H_{\nu}^{1, p}\left(X ; \mathbb{R}^{m}\right)$. Moreover, there exists $K_{1}>0$ such that

$$
\begin{equation*}
|u(y)-u(z)| \leqslant K_{1} \delta(y, z)^{1-\frac{\kappa}{p}}\left\|\nabla_{\nu} u\right\|_{L_{\nu}^{p}(Y ; \mathbb{M})} \tag{3.13}
\end{equation*}
$$

for all $u \in H_{\nu}^{1, p}\left(Y ; \mathbb{R}^{m}\right)$ and all $y, z \in Y$.
Proof of Lemma 3.10. Applying Lemma 3.9 with $r=\operatorname{diam}(Y)$ and for a fixed $\bar{x}=x_{0} \in Y$, where $\operatorname{diam}(Y)=\sup \{\delta(y, z): y, z \in Y\}<\infty$ because $(Y, \delta)$ is compact, we see that

$$
\begin{align*}
|u(y)-u(z)| & \leqslant C\left(\operatorname{diam}(Y), x_{0}\right) \delta(y, z)^{1-\frac{\kappa}{p}}\left\|\nabla_{\nu} u\right\|_{L_{\nu}^{p}(Y ; \mathbb{M})} \\
& \leqslant C\left(\operatorname{diam}(Y), x_{0}\right) \operatorname{diam}(Y)^{1-\frac{\kappa}{p}}\left\|\nabla_{\nu} u\right\|_{L_{\nu}^{p}(Y ; \mathbb{M})} \tag{3.14}
\end{align*}
$$

for all $u \in H_{\nu}^{1, p}\left(Y ; \mathbb{R}^{m}\right)$ and all $y, z \in Y$. Hence (3.13) holds with $K_{1}=C\left(\operatorname{diam}(Y), x_{0}\right)$ and every $u \in H_{\nu}^{1, p}\left(Y ; \mathbb{R}^{m}\right)$ is $\left(1-\frac{\kappa}{p}\right)$-Hölder continuous. In particular, it follows that $H_{\nu}^{1, p}\left(Y ; \mathbb{R}^{m}\right) \subset C\left(Y ; \mathbb{R}^{m}\right)$. On the other hand, given any $u \in H_{\nu}^{1, p}\left(Y ; \mathbb{R}^{m}\right)$ and any $y \in Y$, we have $|u(y)|^{p} \leqslant 2^{p}\left(|u(y)-u(z)|^{p}+|u(z)|^{p}\right)$ for all $z \in Y$, and consequently

$$
\begin{equation*}
\nu(Y)^{\frac{1}{p}}|u(y)| \leqslant 2^{1+\frac{1}{p}}\left(\int_{Y}|u(y)-u(z)|^{p} d \nu(z)\right)^{\frac{1}{p}}+2^{1+\frac{1}{p}}\|u\|_{L_{\nu}^{p}\left(Y ; \mathbb{R}^{m}\right)} . \tag{3.15}
\end{equation*}
$$

But, by (3.14) we have

$$
\begin{equation*}
\left(\int_{Y}|u(y)-u(z)|^{p} d \nu(z)\right)^{\frac{1}{p}} \leqslant \nu(Y)^{\frac{1}{p}} C\left(\operatorname{diam}(Y), x_{0}\right) \operatorname{diam}(Y)^{1-\frac{\kappa}{p}}\left\|\nabla_{\nu} u\right\|_{L_{\nu}^{p}(Y ; \mathbb{M})} \tag{3.16}
\end{equation*}
$$

Hence, combining (3.15) and (3.16) we deduce that for every $y \in Y$,

$$
\begin{aligned}
|u(y)| & \leqslant 2^{1+\frac{1}{p}} C\left(\operatorname{diam}(Y), x_{0}\right) \operatorname{diam}(Y)^{1-\frac{\kappa}{p}}\left\|\nabla_{\nu} u\right\|_{L_{\nu}^{p}(Y ; \mathbb{M})}+\frac{2^{1+\frac{1}{p}}}{\nu(Y)^{\frac{1}{p}}}\|u\|_{L_{\nu}^{p}\left(Y ; \mathbb{R}^{m}\right)} \\
& \leqslant K_{0}\|u\|_{H_{\nu}^{1, p}\left(Y ; \mathbb{R}^{m}\right)}
\end{aligned}
$$

with $K_{0}=\sup \left\{2^{1+\frac{1}{p}} C\left(\operatorname{diam}(Y), x_{0}\right) \operatorname{diam}(Y)^{1-\frac{\kappa}{p}}, \frac{2^{1+\frac{1}{p}}}{\nu(Y)^{\frac{1}{p}}}\right\}$, and (3.12) follows.
Step 2: end of the proof of Theorem 3.8. As $\mu(\bar{\Omega} \backslash \Omega)=0$, from (3.9) we deduce that

$$
\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|_{L_{\nu}^{p}\left(Y ; \mathbb{R}^{m}\right)}=0 \text { and } \sup _{n \geqslant 1}\left\|\nabla_{\nu} u_{n}\right\|_{L_{\nu}^{p}(Y ; \mathbb{M})}<\infty,
$$

and so $\sup _{n \geqslant 1}\left\|u_{n}\right\|_{H_{\nu}^{1, p}\left(Y ; \mathbb{R}^{m}\right)}<\infty$. By Lemma 3.10 we can assert that $\sup _{n \geqslant 1}\left\|u_{n}\right\|_{C\left(Y ; \mathbb{R}^{m}\right)}<$ $\infty$, i.e. $\left\{u_{n}\right\}_{n}$ is bounded in $C\left(Y ; \mathbb{R}^{m}\right)$ with $(Y, \delta)$ a compact metric space. Moreover, using (3.13) we see that $\left\{u_{n}\right\}_{n}$ is equicontinuous. Consequently, up to a subsequence,

$$
\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|_{L_{\nu}^{\infty}\left(Y ; \mathbb{R}^{m}\right)}=0
$$

by Arzelà-Ascoli's theorem, and (3.10) follows because $\mu(\bar{\Omega} \backslash \Omega)=0$.
3.2. Ru-usc integrands. Let $(X, d, \mu)$ be a metric measure space, let $\Omega \subset X$ be an open set, let $(\Sigma, \mathcal{F}, \mathbb{P})$ be a probability space and let $L: \Omega \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ be a Borel measurable stochastic integrand. For each $\omega \in \Sigma$ and each $x \in \Omega$, we denote the effective domain of $L(x, \cdot, \omega)$ by $\mathbb{L}_{x, \omega}$ and, for each $\left.\left.a(\cdot, \omega) \in L_{\mu}^{1}(\Omega ;] 0, \infty\right]\right)$, we define $\left.\left.\Delta_{L}^{a(\cdot, \omega)}:[0,1] \rightarrow\right]-\infty, \infty\right]$ by

$$
\Delta_{L}^{a(\cdot, \omega)}(\tau):=\sup _{x \in \Omega} \sup _{\xi \in \mathbb{L}_{x, \omega}} \frac{L(x, \tau \xi, \omega)-L(x, \xi, \omega)}{a(x, \omega)+L(x, \xi, \omega)}
$$

Definition 3.11. Let $\omega \in \Sigma$. We say that $L$ is radially uniformly upper semicontinuous (ru-usc) at $\omega$ if there exists $\left.\left.a(\cdot, \omega) \in L_{\mu}^{1}(\Omega ;] 0, \infty\right]\right)$ such that

$$
\varlimsup_{\tau \rightarrow 1^{-}} \Delta_{L}^{a(\cdot, \omega)}(\tau) \leqslant 0
$$

The concept of ru-usc integrand was introduced in AH10] and then developed in AHM11, AHM12a, AHM12b, Man13, AHM14, AHMZ15, AHM18.

Remark 3.12. If $L$ is ru-usc at $\omega \in \Sigma$ then $\varlimsup_{\tau \rightarrow 1^{-}} L(x, \tau \xi, \omega) \leqslant L(x, \xi, \omega)$ for all $x \in \Omega$ and all $\xi \in \mathbb{L}_{x, \omega}$. On the other hand, given $\omega \in \Sigma$, if there exist $x \in \Omega$ and $\xi \in \mathbb{L}_{x, \omega}$ such that $L(x, \cdot, \omega)$ is lsc at $\xi$ then, for each $\left.\left.a(\cdot, \omega) \in L_{\mu}^{1}(\Omega ;] 0, \infty\right]\right), \underline{\lim }_{\tau \rightarrow 1^{-}} \Delta_{L}^{a(\cdot, \omega)}(\tau) \geqslant 0$, and so if in addition $L$ is ru-usc at $\omega$ then $\lim _{\tau \rightarrow 1^{-}} \Delta_{L}^{a(\cdot, \omega)}(\tau)=0$ for some $\left.\left.a(\cdot, \omega) \in L_{\mu}^{1}(\Omega ;] 0, \infty\right]\right)$.

Remark 3.13. Given $\omega \in \Sigma$, if, for every $x \in \Omega, L(x, \cdot, \omega)$ is convex and $0 \in \mathbb{L}_{x, \omega}$, then $L$ is ru-usc at $\omega$.

The interest of Definition 3.11 comes from the following theorem. (For a proof we refer to AHM11, Theorem 3.5] and also AHM12b, §4.2].) Let $\widehat{L}: \Omega \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ be defined by

$$
\widehat{L}(x, \xi, \omega):=\lim _{\tau \rightarrow 1^{-}} L(x, \tau \xi, \omega)
$$

Theorem 3.14. Let $\omega \in \Sigma$. If $L$ is ru-usc at $\omega$ and if for every $x \in \Omega$,

$$
\left.\tau \overline{\mathbb{L}}_{x, \omega} \subset \operatorname{int}\left(\mathbb{L}_{x, \omega}\right) \text { for all } \tau \in\right] 0,1[\text {, }
$$

then:
(a) $\widehat{L}$ is ru-usc at $\omega$;
(b) $\widehat{L}(x, \xi, \omega):=\lim _{\tau \rightarrow 1^{-}} L(x, \tau \xi, \omega)$ for all $x \in \Omega$ and all $\xi \in \mathbb{M}$.

If moreover $L(x, \cdot, \omega)$ is lsc on $\operatorname{int}\left(\mathbb{L}_{x, \omega}\right)$ then:
(c) $\widehat{L}(x, \xi, \omega)= \begin{cases}L(x, \xi, \omega) & \text { if } \xi \in \operatorname{int}\left(\mathbb{L}_{x, \omega}\right) \\ \lim _{\tau \rightarrow 1^{-}} L(x, \tau \xi, \omega) & \text { if } \xi \in \partial \mathbb{L}_{x, \omega} \\ \infty & \text { otherwise; }\end{cases}$
(d) for every $x \in \Omega, \widehat{L}(x, \cdot, \omega)$ is the lsc envelope of $L(x, \cdot, \omega)$.

The following definition extends Definition 3.11 to a family $\left\{L_{t}\right\}_{t>0}$ of Borel measurable stochastic integrands $L_{t}: \Omega \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$. (When $L_{t}=L$ for all $t>0$ we retrieve Definition 3.11.)

Definition 3.15. Let $\omega \in \Sigma$. We say that $\left\{L_{t}\right\}_{t>0}$ is ru-usc at $\omega$ if there exists $\left\{a_{t}(\cdot, \omega)\right\}_{t>0} \subset$ $\left.\left.L_{\mu}^{1}(\Omega ;] 0, \infty\right]\right)$ such that

$$
\varlimsup_{\tau \rightarrow 1^{-}} \sup _{t>0} \Delta_{L_{t}}^{a_{t}(\cdot, \omega)}(\tau) \leqslant 0
$$

Remark 3.16. Let $L: X \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ be a Borel measurable stochastic integrand and, for each $t>0$, let $L_{t}: \Omega \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ be given by $L_{t}(x, \xi, \omega)=L\left(h_{t}(x), \xi, \omega\right)$ with $h_{t}: X \rightarrow X$. Given $\omega \in \Sigma$, if $L$ is ru-usc at $\omega$ with $\left.\left.a(\cdot, \omega) \in L_{\mu}^{1}(X ;] 0, \infty\right]\right)$ then $\left\{L_{t}\right\}_{t>0}$ is ru-usc at $\omega$ with $\left\{a_{t}(\cdot, \omega)\right\}_{t>0}=\left\{a\left(h_{t}(\cdot), \omega\right)\right\}_{t>0}$. Indeed, for any $\tau \in[0,1]$, any $t>0$, any $x \in \Omega$ and any $\xi \in \mathbb{L}_{t, x, \omega}$ with $\mathbb{L}_{t, x, \omega}$ denoting the effective domain of $L_{t}(x, \cdot, \omega)$, one has

$$
\begin{equation*}
\frac{L_{t}(x, \tau \xi, \omega)-L_{t}(x, \xi, \omega)}{a_{t}(x, \omega)+L_{t}(x, \xi, \omega)}=\frac{L\left(h_{t}(x), \tau \xi, \omega\right)-L\left(h_{t}(x), \xi, \omega\right)}{a\left(h_{t}(x), \omega\right)+L\left(h_{t}(x), \xi, \omega\right)} \tag{3.17}
\end{equation*}
$$

As $\mathbb{L}_{t, x, \omega}=\mathbb{L}_{h_{t}(x), \omega}$ where, for each $y \in X, \mathbb{L}_{y, \omega}$ denotes the effective domain of $L(y, \cdot, \omega)$, and $h_{t}(x) \in X$, we see that

$$
\frac{L\left(h_{t}(x), \tau \xi, \omega\right)-L\left(h_{t}(x), \xi, \omega\right)}{a\left(h_{t}(x), \omega\right)+L\left(h_{t}(x), \xi, \omega\right)} \leqslant \sup _{y \in X} \sup _{\xi \in \mathbb{L}_{y, \omega}} \frac{L(y, \tau \xi, \omega)-L(y, \xi, \omega)}{a(y, \omega)+L(y, \xi, \omega)}=\Delta_{L}^{a(\cdot, \omega)}(\tau)
$$

and from (3.17) we deduce that

$$
\begin{equation*}
\sup _{t>0} \Delta_{L_{t}}^{a_{t}(\cdot, \omega)}(\tau) \leqslant \Delta_{L}^{a(\cdot, \omega)}(\tau) \tag{3.18}
\end{equation*}
$$

for all $\tau \in[0,1]$. But $L$ is ru-usc at $\omega$ with $a(\cdot, \omega)$, i.e. $\varlimsup_{\tau \rightarrow 1^{-}} \Delta_{L}^{a(\cdot, \omega)}(\tau) \leqslant 0$, and so, letting $\tau \rightarrow 1^{-}$in (3.18), we get $\varlimsup_{\tau \rightarrow 1^{-}} \sup _{t>0} \Delta_{L_{t}}^{a_{t}(\cdot, \omega)}(\tau) \leqslant 0$ which means that $\left\{L_{t}\right\}_{t>0}$ is ru-usc at $\omega$ with $\left\{a_{t}(\cdot, \omega)\right\}_{t>0}=\left\{a\left(h_{t}(\cdot), \omega\right)\right\}_{t>0}$.
For each $t>0$ and each $\rho>0$, let $\mathcal{H}_{\mu}^{\rho} L_{t}: \Omega \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ be defined by

$$
\mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega):=\inf \left\{f_{Q_{\rho}(x)} L_{t}\left(y, \xi+\nabla_{\mu} w(y), \omega\right) d \mu(y): w \in H_{\mu, 0}^{1, p}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)\right\}
$$

Let $L_{\infty}: \Omega \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ be given by

$$
\begin{equation*}
L_{\infty}(x, \xi, \omega):=\varlimsup_{\rho \rightarrow 0} \varlimsup_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega) . \tag{3.19}
\end{equation*}
$$

The following proposition shows that, under a suitable condition, ru-usc is conserved under the operation characterized by (3.19).
Proposition 3.17. Let $\omega \in \Sigma$ and let $\left.\left.\left\{a_{t}(\cdot, \omega)\right\}_{t>0} \subset L_{\mu}^{1}(\Omega ;] 0, \infty\right]\right)$ be such that

$$
\begin{equation*}
\left.\left.\varlimsup_{\rho \rightarrow 0} \varlimsup_{t \rightarrow \infty} f_{Q_{\rho}(\cdot)} a_{t}(y, \omega) d \mu(y)=: a_{\infty}(\cdot, \omega) \in L_{\mu}^{1}(\Omega ;] 0, \infty\right]\right) \tag{3.20}
\end{equation*}
$$

If $\left\{L_{t}\right\}_{t>0}$ is ru-usc at $\omega$ with $\left\{a_{t}(\cdot, \omega)\right\}_{t>0}$ then $L_{\infty}$ is ru-usc at $\omega$ with $a_{\infty}(\cdot, \omega)$.
Proof of Proposition 3.17. Fix any $\tau \in[0,1]$, any $x \in \Omega$ and any $\xi \in \mathbb{L}_{\infty, x, \omega}$, where $\mathbb{L}_{\infty, x, \omega}$ is the effective domain of $L_{\infty}(x, \cdot, \omega)$. Then $L_{\infty}(x, \xi, \omega)=\overline{\lim }_{\rho \rightarrow 0} \overline{\lim }_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega)<\infty$ and without loss of generality we can suppose that $\mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega)<\infty$ for all $\rho>0$ and all $t>0$.

Fix any $\rho>0$ and any $t>0$. By definition, there exists $\left\{w_{n}\right\}_{n} \subset H_{\mu, 0}^{1, p}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)$ such that:

$$
\begin{align*}
& \mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega)=\lim _{n \rightarrow \infty} \int_{Q_{\rho}(x)} L_{t}\left(y, \xi+\nabla_{\mu} w_{n}(y), \omega\right) d \mu(y)  \tag{3.21}\\
& \xi+\nabla_{\mu} w_{n}(y) \in \mathbb{L}_{t, y, \omega} \text { for all } n \geqslant 1 \text { and } \mu \text {-a.a. } y \in Q_{\rho}(x) \tag{3.22}
\end{align*}
$$

where $\mathbb{L}_{t, y, \omega}$ denotes the effective domain of $L_{t}(y, \cdot, \omega)$. Moreover, for every $n \geqslant 1$,

$$
\mathcal{H}_{\mu}^{\rho} L_{t}(x, \tau \xi, \omega) \leqslant \int_{Q_{\rho}(x)} L_{t}\left(y, \tau\left(\xi+\nabla_{\mu} w_{n}(y)\right), \omega\right) d \mu(y)
$$

since $\tau w_{n} \in H_{\mu, 0}^{1, p}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)$, and so

$$
\begin{equation*}
\delta_{\rho, t}^{\tau}(x, \xi, \omega) \leqslant \underline{\lim }_{n \rightarrow \infty} f_{Q_{\rho}(x)}\left(L_{t}\left(y, \tau\left(\xi+\nabla_{\mu} w_{n}(y)\right), \omega\right)-L_{t}\left(y, \xi+\nabla_{\mu} w_{n}(y), \omega\right)\right) d \mu(y) \tag{3.23}
\end{equation*}
$$

with $\delta_{\rho, t}^{\tau}(x, \xi, \omega):=\mathcal{H}_{\mu}^{\rho} L_{t}(x, \tau \xi, \omega)-\mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega)$. Taking (3.22) into account, for every $n \geqslant 1$ and $\mu$-a.e. $y \in Q_{\rho}(x)$, one has

$$
\lambda_{t, n}^{\tau}(y, \xi, \omega) \leqslant \Delta_{L_{t}}^{\left.a_{t} \cdot, \omega\right)}(\tau)\left(a_{t}(y, \omega)+L_{t}\left(y, \xi+\nabla_{\mu} w_{n}(y), \omega\right)\right)
$$

with $\lambda_{t, n}^{\tau}(y, \xi, \omega):=L_{t}\left(y, \tau\left(\xi+\nabla_{\mu} w_{n}(y)\right), \omega\right)-L_{t}\left(y, \xi+\nabla_{\mu} w_{n}(y), \omega\right)$, hence

$$
f_{Q_{\rho}(x)} \lambda_{t, n}^{\tau}(y, \xi, \omega) d \mu \leqslant \Delta_{L_{t}}^{a_{t}(\cdot, \omega)}(\tau)\left(f_{Q_{\rho}(x)} a_{t}(y, \omega) d \mu+f_{Q_{\rho}(x)} L_{t}\left(y, \xi+\nabla_{\mu} w_{n}(y), \omega\right) d \mu\right)
$$

for all $n \geqslant 1$. Letting $n \rightarrow \infty$ and using (3.21) and (3.23), it follows that

$$
\begin{align*}
\delta_{\rho, t}^{\tau}(x, \xi, \omega) & \leqslant \Delta_{L_{t}}^{a_{t}(\cdot, \omega)}(\tau)\left(f_{Q_{\rho}(x)} a_{t}(y, \omega) d \mu(y)+\mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega)\right) \\
& \leqslant \Delta_{\omega}(\tau)\left(f_{Q_{\rho}(x)} a_{t}(y, \omega) d \mu(y)+\mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega)\right) \tag{3.24}
\end{align*}
$$

for all $\rho>0$ and all $t>0$, where $\Delta_{\omega}(\tau):=\sup _{s>0} \Delta_{L_{s}}^{a_{s}(\cdot, \omega)}(\tau)$. By letting $t \rightarrow \infty$ and $\rho \rightarrow 0$ in (3.24), we get

$$
L_{\infty}(x, \tau \xi, \omega)-L_{\infty}(x, \xi, \omega) \leqslant \Delta_{\omega}(\tau)\left(a_{\infty}(x, \omega)+L_{\infty}(x, \xi, \omega)\right)
$$

with $\left.\left.a_{\infty}(\cdot, \omega) \in L_{\mu}^{1}(\Omega ;] 0, \infty\right]\right)$ given by 3.20 , which implies that $\Delta_{L_{\infty}}^{a_{\infty}(\cdot, \omega)}(\tau) \leqslant \Delta_{\omega}(\tau)$ for all $\tau \in[0,1]$. As $\left\{L_{t}\right\}_{t>0}$ is ru-usc at $\omega$ with $\left\{a_{t}(\cdot, \omega)\right\}_{t>0}$, i.e. $\varlimsup_{\tau \rightarrow 1^{-}} \Delta_{\omega}(\tau) \leqslant 0$, we conclude that $\overline{\lim }_{\tau \rightarrow 1^{-}} \Delta_{L_{\infty}}^{a_{\infty}(\cdot, \omega)}(\tau) \leqslant 0$ which means that $L_{\infty}$ is ru-usc at $\omega$ with $a_{\infty}(\cdot, \omega)$.
Given $L: X \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ and $\left\{A_{k}\right\}_{k \in \mathbb{N}^{*}}$ a sequence of open subsets of $X$ such that $\mu\left(A_{k}\right)>0$, let $L_{\mathrm{hom}}: \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ be defined by

$$
\begin{equation*}
L_{\mathrm{hom}}(\xi, \omega):=\inf _{k \in \mathbb{N}^{*}} \inf \left\{\int_{A_{k}} L\left(x, \xi+\nabla_{\mu} w(x), \omega\right) d \mu(x): w \in H_{\mu, 0}^{1, p}\left(A_{k} ; \mathbb{R}^{m}\right)\right\} \tag{3.25}
\end{equation*}
$$

The following result shows that, under a suitable condition, ru-usc is conserved under the operation characterized by (3.25).

Proposition 3.18. Let $\omega \in \Sigma$ and let $\left.\left.a(\cdot, \omega) \in L_{\mu}^{1}(\Omega ;] 0, \infty\right]\right)$ be such that

$$
\begin{equation*}
\left.f_{A_{k}} a(x, \omega) d \mu(x)=\bar{a}(\omega) \in\right] 0, \infty\left[\text { for all } k \in \mathbb{N}^{*}\right. \tag{3.26}
\end{equation*}
$$

If $L$ is ru-usc at $\omega$ with $a(\cdot, \omega)$ then $L_{\mathrm{hom}}$ is ru-usc at $\omega$ with $\bar{a}(\omega)$.
Proof of Proposition 3.18. Fix any $\tau \in[0,1]$ and any $\xi \in \mathbb{L}_{\text {hom }, \omega}$, where $\mathbb{L}_{\text {hom }, \omega}$ denotes the effective domain of $L_{\mathrm{hom}}(\cdot, \omega)$. By definition, there exist $\left\{k_{n}\right\}_{n} \subset \mathbb{N}^{*}$ and $\left\{w_{n}\right\}_{n} \subset$ $H_{\mu, 0}^{1, p}\left(A_{k_{n}} ; \mathbb{R}^{m}\right)$ such that:

$$
\begin{align*}
& L_{\mathrm{hom}}(\xi, \omega)=\lim _{n \rightarrow \infty} \int_{A_{k_{n}}} L\left(x, \xi+\nabla_{\mu} w_{n}(x), \omega\right) d \mu(x)  \tag{3.27}\\
& \xi+\nabla_{\mu} w_{n}(x) \in \mathbb{L}_{x, \omega} \text { for all } n \geqslant 1 \text { and } \mu \text {-a.a. } x \in A_{k_{n}} . \tag{3.28}
\end{align*}
$$

Moreover, for every $n \geqslant 1$,

$$
L_{\mathrm{hom}}(\tau \xi, \omega) \leqslant \int_{A_{k_{n}}} L\left(x, \tau\left(\xi+\nabla_{\mu} w_{n}(x)\right), \omega\right) d \mu(x)
$$

because $\tau w_{n} \in H_{\mu, 0}^{1, p}\left(A_{k_{n}} ; \mathbb{R}^{m}\right)$, hence
$L_{\mathrm{hom}}(\tau \xi, \omega)-L_{\mathrm{hom}}(\xi, \omega) \leqslant \underline{\lim }_{n \rightarrow \infty} f_{A_{k_{n}}}\left(L\left(x, \tau\left(\xi+\nabla_{\mu} w_{n}(x)\right), \omega\right)-L\left(x, \xi+\nabla_{\mu} w_{n}(x), \omega\right)\right) d \mu(x)$.
But, taking (3.28) into account, since $L$ is ru-usc with $\left.\left.a \in L_{\mu}^{1}(X ;] 0, \infty\right]\right)$, for every $n \geqslant 1$ and $\mu$-a.e. $x \in A_{k_{n}}$, one has
$L\left(x, \tau\left(\xi+\nabla_{\mu} w_{n}(x)\right), \omega\right)-L\left(x, \xi+\nabla_{\mu} w_{n}(x), \omega\right) \leqslant \Delta_{L}^{a(\cdot, \omega)}(\tau)\left(a(x, \omega)+L\left(x, \xi+\nabla_{\mu} w_{n}(x), \omega\right)\right.$, and so, by using (3.26) and (3.27), we deduce that

$$
L_{\mathrm{hom}}(\tau \xi, \omega)-L_{\mathrm{hom}}(\xi, \omega) \leqslant \Delta_{L}^{a(\cdot, \omega)}(\tau)\left(\bar{a}(\omega)+L_{\mathrm{hom}}(\xi, \omega)\right)
$$

which implies that $\Delta_{L_{\mathrm{hom}}}^{\bar{a}(\omega)}(\tau) \leqslant \Delta_{L}^{a(\cdot, \omega)}(\tau)$ for all $\tau \in[0,1]$, and the proof is complete.
3.3. Ru-usc functionals. Let $(X, d, \mu)$ be a metric measure space with the same properties as in $\S 3.1$, let $\Omega \subset X$ be a bounded open set, let $(\Sigma, \mathcal{F}, \mathbb{P})$ be a probability space and let $\mathcal{J}: H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \times \Sigma \rightarrow[0, \infty]$ be a functional. For each $\omega \in \Sigma$, we denote the effective domain of $\mathcal{J}(\cdot, \omega)$ by $\mathfrak{J}_{\omega}$. As for the case of integrands, we have the following definition.

Definition 3.19. Let $\omega \in \Sigma$. Given $\mathfrak{D} \subset \mathfrak{J}_{\omega}$, we say that $\mathcal{J}$ is ru-usc on $\mathfrak{D}$ at $\omega$ if there exists $a(\omega) \in] 0, \infty[$ such that

$$
\varlimsup_{\tau \rightarrow 1^{-}} \Delta_{\mathcal{J}, \mathfrak{A}}^{a(\omega)}(\tau) \leqslant 0
$$

with $\left.\left.\Delta_{\mathcal{J}, \mathfrak{D}}^{a(\omega)}:[0,1] \rightarrow\right]-\infty, \infty\right]$ defined by

$$
\Delta_{\mathcal{J}, \mathfrak{D}}^{a(\omega)}(\tau):=\sup _{u \in \mathfrak{A}} \frac{\mathcal{J}(\tau u, \omega)-\mathcal{J}(u, \omega)}{a(\omega)+\mathcal{J}(u, \omega)} .
$$

(For more details on the notion of ru-usc functional we refer to [AHM12b, §4.2] and [AHM14.) As for the case of integrands, the interest of definition 3.19 comes from the following theorem which is the analogue of Theorem 3.14. Let $\hat{\mathcal{J}}: H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \times \Sigma \rightarrow[0, \infty]$ be defined by

$$
\widehat{\mathcal{J}}(u, \omega):=\underline{\lim }_{\tau \rightarrow 1^{-}} \mathcal{J}(\tau u, \omega) .
$$

When $\mathfrak{D}=\mathfrak{J}_{\omega}$ we simply say that $\mathcal{J}$ is ru-usc at $\omega$.
Theorem 3.20. Let $\omega \in \Sigma$. Given $\mathfrak{D} \subset \mathfrak{J}_{\omega}$ and $\mathfrak{E} \supset \mathfrak{D}$ such that

$$
\begin{equation*}
\tau \mathfrak{E} \subset \mathfrak{D} \text { for all } \tau \in] 0,1[, \tag{3.29}
\end{equation*}
$$

if $\mathcal{J}$ is ru-usc on $\mathfrak{D}$ at $\omega$ and if $\mathcal{J}(\cdot, \omega)$ is $L_{\mu}^{p}$-lsc on $\mathfrak{D}$, i.e. $\underline{\lim }_{n \rightarrow \infty} \mathcal{J}\left(u_{n}, \omega\right) \geqslant \mathcal{J}(u, \omega)$ for all $u \in \mathfrak{D}$ and all $\left\{u_{n}\right\}_{n} \subset \mathfrak{D}$ such that $u_{n} \rightarrow u$ in $L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)$, then:
(a) $\overline{\mathcal{J}}^{\mathfrak{D}}(u, \omega)=\widehat{\mathcal{J}}(u, \omega)$ for all $u \in \mathfrak{E}$, where $\overline{\mathcal{J}}^{\mathfrak{D}}(\cdot, \omega): H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \rightarrow[0, \infty]$ is defined by

$$
\overline{\mathcal{J}}^{\mathfrak{D}}(u, \omega):=\inf \left\{\underline{\lim }_{n \rightarrow \infty} \mathcal{J}\left(u_{n}, \omega\right): \mathfrak{D} \ni u_{n} \xrightarrow{L_{\mu}^{p}} u\right\}
$$

(b) $\widehat{\mathcal{J}}(u, \omega)= \begin{cases}\mathcal{J}(u, \omega) & \text { if } u \in \mathfrak{D} \\ \lim _{\tau \rightarrow 1^{-}} \mathcal{J}(\tau u, \omega) & \text { if } u \in \mathfrak{E} \backslash \mathfrak{D} .\end{cases}$
(For a proof of Theorem 3.20 we refer to AHM12b, Theorem 4.1], see also AHM14.) For each $t>0$, let $\mathcal{E}_{t}: H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \times \Sigma \rightarrow[0, \infty]$ be a functional depending on a parameter $t$ and, for each $\omega \in \Sigma$, let $\mathfrak{S}_{t, \omega}$ denote the effective domain of $\mathcal{E}_{t}(\cdot, \omega)$. As for the case of integrands, the following definition extends Definition 3.19.
Definition 3.21. Let $\omega \in \Sigma$ and, for each $t>0$, let $\mathfrak{D}_{t} \subset \mathfrak{S}_{t, \omega}$. We say that $\left\{\mathcal{E}_{t}\right\}_{t>0}$ is ru-usc on $\left\{\mathfrak{D}_{t}\right\}_{t>0}$ at $\omega$ if there exists $\left.\left\{a_{t}(\omega)\right\}_{t>0} \subset\right] 0, \infty\left[\right.$ with $\varlimsup_{t \rightarrow \infty} a_{t}(\omega)<\infty$ such that

$$
\varlimsup_{\tau \rightarrow 1^{-}} \sup _{t>0} \Delta_{\mathcal{E}_{t}, \mathfrak{D}_{t}}^{a_{t}(\omega)}(\tau) \leqslant 0
$$

When $\mathfrak{D}_{t}=\mathfrak{D}$ for all $t>0$ (and so $\mathfrak{D} \subset \cap_{t>0} \mathfrak{S}_{t, \omega}$ ) we say that $\left\{\mathcal{E}_{t}\right\}_{t>0}$ is ru-usc on $\mathfrak{D}$ at $\omega$, and when $\mathfrak{D}_{t}=\mathfrak{S}_{t, \omega}$ for all $t>0$ we simply say that $\left\{\mathcal{E}_{t}\right\}_{t>0}$ is ru-usc at $\omega$.

The following result is an extension of Theorem 3.20 .
Theorem 3.22. Let $\omega \in \Sigma$ and let $\mathfrak{D} \subset \cap_{t>0} \mathfrak{S}_{t, \omega}$ and $\mathfrak{E} \supset \mathfrak{D}$ be such that (3.29) holds. Assume that $\left\{\mathcal{E}_{t}\right\}_{t>0}$ is ru-usc on $\mathfrak{D}$ at $\omega$ and there exists $\mathcal{I}(\cdot, \omega): H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \rightarrow[0, \infty]$ such that $\left\{\mathcal{E}_{t}(\cdot, \omega)\right\}_{t>0} \Gamma\left(L_{\mu}^{p}\right)$-converges to $\mathcal{I}(\cdot, \omega)$ on $\mathfrak{D}$, i.e.

$$
\begin{equation*}
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} \mathcal{E}_{t}(u, \omega)=\mathcal{I}(u, \omega) \text { for all } u \in \mathfrak{D} \tag{3.30}
\end{equation*}
$$

Then

$$
\begin{equation*}
\Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} \mathcal{E}_{t}(u, \omega) \leqslant \widehat{\mathcal{I}}(u, \omega) \leqslant \Gamma_{\mathfrak{D}}\left(L_{\mu}^{p}\right)-\underline{\lim }_{t \rightarrow \infty} \mathcal{E}_{t}(u, \omega) \text { for all } u \in \mathfrak{E} \tag{3.31}
\end{equation*}
$$

with

$$
\Gamma_{\mathfrak{D}}\left(L_{\mu}^{p}\right)-\underset{t \rightarrow \infty}{\lim } \mathcal{E}_{t}(u, \omega):=\inf \left\{\underline{\lim }_{t \rightarrow \infty} \mathcal{E}_{t}\left(u_{t}\right): \mathfrak{D} \ni u_{t} \xrightarrow{L_{\mu}^{p}} u\right\} .
$$

If moreover $\mathcal{I}$ is ru-usc on $\mathfrak{D}$ at $\omega$ then

$$
\widehat{\mathcal{I}}(u, \omega)= \begin{cases}\mathcal{I}(u, \omega) & \text { if } u \in \mathfrak{D}  \tag{3.32}\\ \lim _{\tau \rightarrow 1^{-}} \mathcal{I}(\tau u, \omega) & \text { if } u \in \mathfrak{E} \backslash \mathfrak{D} .\end{cases}
$$

Proof of Theorem 3.22. Fix $u \in \mathfrak{E}$. By (3.29), for any $\tau \in] 0,1[$, we have $\tau u \in \mathfrak{D}$. From (3.30) it follows that $\mathcal{I}(\tau u, \omega)=\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} \mathcal{E}_{t}(\tau u, \omega)=\Gamma\left(L_{\mu}^{p}\right)-\overline{\lim }_{t \rightarrow \infty} \mathcal{E}_{t}(\tau u, \omega)$ for all $\tau \in] 0,1[$, and consequently

$$
\widehat{\mathcal{I}}(u, \omega)=\lim _{\tau \rightarrow 1^{-}} \mathcal{I}(\tau u, \omega)=\varliminf_{\tau \rightarrow 1^{-}}^{\lim } \Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} \mathcal{E}_{t}(\tau u, \omega) \geqslant \Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} \mathcal{E}_{t}(u, \omega)
$$

which gives the left inequality in (3.31). Let us now prove the right inequality in (3.31). Let $\left\{u_{t}\right\}_{t>0} \subset \mathfrak{D}$ be such that:

$$
\begin{align*}
& u_{t} \xrightarrow{L_{\mu}^{p}} u ;  \tag{3.33}\\
& \lim _{t \rightarrow \infty} \mathcal{E}_{t}\left(u_{t}, \omega\right)=\Gamma_{\mathfrak{D}}\left(L_{\mu}^{p}\right)-\underline{\lim _{t \rightarrow \infty}} \mathcal{E}_{t}(u, \omega) . \tag{3.34}
\end{align*}
$$

By (3.29), for any $\tau \in] 0,1$, we have $\tau u_{t} \in \mathfrak{D}$ for all $t>0$. Hence $\tau u_{t} \xrightarrow{L_{\mu}^{p}} \tau u$ by (3.33), and so, by using (3.30),

$$
\underline{\lim }_{t \rightarrow \infty} \mathcal{E}_{t}\left(\tau u_{t}, \omega\right) \geqslant \Gamma\left(L_{\mu}^{p}\right)-\underline{\varliminf}_{t \rightarrow \infty} \mathcal{E}_{t}(\tau u, \omega)=\mathcal{I}(\tau u, \omega)
$$

for all $\tau \in] 0,1[$. It follows that

$$
\begin{equation*}
\varliminf_{\tau \rightarrow 1^{-}} \lim _{t \rightarrow \infty} \mathcal{E}_{t}\left(\tau u_{t}, \omega\right) \geqslant \hat{\mathcal{I}}(u, \omega) \tag{3.35}
\end{equation*}
$$

On the other hand, since $\left\{u_{t}\right\}_{t>0} \subset \mathfrak{D}$, for every $\left.\tau \in\right] 0,1[$ and every $t>0$, we have

$$
\begin{aligned}
\mathcal{E}_{t}\left(\tau u_{t}, \omega\right) & \leqslant\left(1+\Delta_{\mathcal{E}_{t}, \mathfrak{D}}^{a_{t}(\omega)}(\tau)\right) \mathcal{E}_{t}\left(u_{t}, \omega\right)+a_{t}(\omega) \Delta_{\mathcal{E}_{t}, \mathfrak{D}}^{a_{t}(\omega)}(\tau) \\
& \leqslant\left(1+\sup _{s>0} \Delta_{\mathcal{E}_{s}, \mathfrak{D}}^{a_{s}(\omega)}(\tau)\right) \mathcal{E}_{t}\left(u_{t}, \omega\right)+a_{t}(\omega) \sup _{s>0} \Delta_{\mathcal{E}_{s}, \mathfrak{D}}^{a_{s}(\omega)}(\tau),
\end{aligned}
$$

and so, by letting $t \rightarrow \infty$ and by using (3.34), we get

$$
\begin{aligned}
\varliminf_{t \rightarrow \infty} \mathcal{E}_{s}\left(\tau u_{s}, \omega\right) & \leqslant\left(1+\sup _{s>0} \Delta_{\mathcal{E}_{s}, \mathcal{D}}^{a_{s}(\omega)}(\tau)\right) \lim _{s \rightarrow \infty} \mathcal{E}_{t}\left(u_{t}, \omega\right)+\varlimsup_{t \rightarrow \infty} a_{t}(\omega) \sup _{s>0} \Delta_{\mathcal{E}_{s}, \mathcal{D}}^{a_{s}(\omega)}(\tau) \\
& =\left(1+\sup _{s>0} \Delta_{\mathcal{E}_{s}, \mathcal{D}}^{a_{s}(\omega)}(\tau)\right) \Gamma_{\mathfrak{D}}\left(L_{\mu}^{p}\right)-\varliminf_{t \rightarrow \infty} \mathcal{E}_{t}(u, \omega)+\varlimsup_{t \rightarrow \infty} a_{t}(\omega) \sup _{s>0} \Delta_{\mathcal{E}_{s}, \mathfrak{D}}^{a_{s}(\omega)}(\tau)
\end{aligned}
$$

As $\left\{\mathcal{E}_{t}\right\}_{t>0}$ is ru-usc on $\mathfrak{D}$ at $\omega$, i.e. $\varlimsup_{\tau \rightarrow 1^{-}} \sup _{s>0} \Delta_{\mathcal{E}_{s}, \mathfrak{D}}^{a_{s}(\omega)}(\tau) \leqslant 0$ (and $\left.\overline{\lim }_{t \rightarrow \infty} a_{t}(\omega)<\infty\right)$, letting $\tau \rightarrow 1^{-}$we conclude that

$$
\begin{equation*}
\varlimsup_{\tau \rightarrow 1^{-}} \lim _{t \rightarrow \infty} \mathcal{E}_{s}\left(\tau u_{s}, \omega\right) \leqslant \Gamma_{\mathfrak{D}}\left(L_{\mu}^{p}\right)-\underline{\lim }_{t \rightarrow \infty} \mathcal{E}_{t}(u, \omega), \tag{3.36}
\end{equation*}
$$

and the right inequality in (3.31) follows by combining (3.35) with (3.36).
From (3.30) we see that $\mathcal{I}(\cdot, \omega)$ is $L_{\mu}^{p}$-lsc on $\mathfrak{D}$, and (3.32) follows from Theorem 3.20(b).
The following result is a consequence of the first part of Theorem 3.22,

Corollary 3.23. Let $\omega \in \Sigma$, let $\mathfrak{D} \subset H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ be such that $\mathfrak{D}=\mathfrak{S}_{t, \omega}$ for all $t>0$ and let $\mathfrak{E} \supset \mathfrak{D}$ be such that (3.29) holds. Assume that $\left\{\mathcal{E}_{t}\right\}_{t>0}$ is ru-usc on $\mathfrak{D}$ at $\omega$ and there exists $\mathcal{I}(\cdot, \omega): H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \rightarrow[0, \infty]$ satisfying (3.30). Then

$$
\Gamma\left(L_{\mu}^{p}\right)-\lim _{t \rightarrow \infty} \mathcal{E}_{t}(u, \omega)=\widehat{\mathcal{I}}(u, \omega) \text { for all } u \in \mathfrak{E} .
$$

Proof of Corollary 3.23. As $\mathfrak{D}=\mathfrak{S}_{t, \omega}$ for all $t>0$ we have

$$
\Gamma_{\mathfrak{D}}\left(L_{\mu}^{p}\right)-\underline{\varliminf_{t \rightarrow \infty}} \mathcal{E}_{t}(\cdot, \omega)=\Gamma\left(L_{\mu}^{p}\right)-\underline{\varliminf_{t \rightarrow \infty}} \mathcal{E}_{t}(\cdot, \omega),
$$

and the corollary follows from the first part of Theorem 3.22 .
3.4. The De Giorgi-Letta lemma. Let $\Omega=(\Omega, d)$ be a metric space, let $\mathcal{O}(\Omega)$ be the class of open subsets of $X$ and let $\mathcal{B}(\Omega)$ be the class of Borel subsets of $\Omega$, i.e. the smallest $\sigma$-algebra containing the open (or equivalently the closed) subsets of $\Omega$. The following result is due to De Giorgi and Letta (see [DGL77] and also [But89, Lemma 3.3.6 pp. 105]).
Lemma 3.24. Let $\mathcal{S}: \mathcal{O}(\Omega) \rightarrow[0, \infty]$ be an increasing set function, i.e. $\mathcal{S}(A) \leqslant \mathcal{S}(B)$ for all $A, B \in \mathcal{O}(\Omega)$ such $A \subset B$, satisfying the following four conditions:
(a) $\mathcal{S}(\varnothing)=0$;
(b) $\mathcal{S}$ is superadditive, i.e. $\mathcal{S}(A \cup B) \geqslant \mathcal{S}(A)+\mathcal{S}(B)$ for all $A, B \in \mathcal{O}(\Omega)$ such that $A \cap B=\varnothing$;
(c) $\mathcal{S}$ is subadditive, i.e. $\mathcal{S}(A \cup B) \leqslant \mathcal{S}(A)+\mathcal{S}(B)$ for all $A, B \in \mathcal{O}(\Omega)$;
(d) there exists a finite Radon measure $\nu$ on $\Omega$ such that $\mathcal{S}(A) \leqslant \nu(A)$ for all $A \in \mathcal{O}(\Omega)$.

Then, $\mathcal{S}$ can be uniquely extended to a finite positive Radon measure on $\Omega$ which is absolutely continuous with respect to $\nu$.
3.5. Integral representation of the Vitali envelope of a set function. What follows was first developed in BFM98, BB00 (see also AHM16). Here we only recall what is needed for proving Theorem 2.11. Let $(\Omega, d)$ be a metric space, let $\mathcal{O}(\Omega)$ be the class of open subsets of $\Omega$ and let $\mu$ be a positive finite Radon measure on $\Omega$. We begin with the concept of differentiability with respect to $\mu$ of a set function.
Definition 3.25. We say that a set function $\Theta: \mathcal{O}(\Omega) \rightarrow \mathbb{R}$ is differentiable with respect to $\mu$ if

$$
\begin{equation*}
d_{\mu} \Theta(x):=\lim _{\rho \rightarrow 0} \frac{\Theta\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} \tag{3.37}
\end{equation*}
$$

exists and is finite for $\mu$-a.e. $x \in \Omega$.
Remark 3.26. It is easy to see that the limit in (3.37) exists and is finite if and only if $-\infty<d_{\mu}^{+} \Theta \leqslant d_{\mu}^{-} \Theta<\infty$, where $d_{\mu}^{-} \Theta: \Omega \rightarrow\left[-\infty, \infty\right.$ and $\left.\left.d_{\mu}^{+} \Theta: \Omega \rightarrow\right]-\infty, \infty\right]$ are given by:

$$
\begin{align*}
& d_{\mu}^{-} \Theta(x):=\lim _{\rho \rightarrow 0} d_{\mu}^{-} \Theta(x, \rho) \text { with } d_{\mu}^{-} \Theta(x, \rho):=\inf \left\{\frac{\Theta(Q)}{\mu(Q)}: Q \in \operatorname{Ba}(\Omega, x, \rho)\right\}  \tag{3.38}\\
& d_{\mu}^{+} \Theta(x):=\lim _{\rho \rightarrow 0} d_{\mu}^{+} \Theta(x, \rho) \text { with } d_{\mu}^{+} \Theta(x, \rho):=\sup \left\{\frac{\Theta(Q)}{\mu(Q)}: Q \in \operatorname{Ba}(\Omega, x, \rho)\right\} \tag{3.39}
\end{align*}
$$

where $\mathrm{Ba}(\Omega, x, \rho)$ denotes the class of open balls $Q$ of $\Omega$ such that $x \in Q, \operatorname{diam}(Q) \in] 0, \rho[$ and $\mu(\partial Q)=0$, where $\partial Q:=\bar{Q} \backslash Q$. We then have $d_{\mu} \Theta=d_{\mu}^{-} \Theta=d_{\mu}^{+} \Theta$.

Remark 3.27. In (3.38) and (3.39) we can replace $\mathrm{Ba}(\Omega, x, \rho)$ by $\mathrm{Ba}(A, x, \rho)$ whenever $A \in$ $\mathcal{O}(\Omega)$ and $x \in A$.

For each $\varepsilon>0$ and each $A \in \mathcal{O}(\Omega)$, we denote the class of countable families $\left\{Q_{i}:=\right.$ $\left.Q_{\rho_{i}}\left(x_{i}\right)\right\}_{i \in I}$ of disjoint open balls of $A$ with $\left.x_{i} \in A, \rho_{i}=\operatorname{diam}\left(Q_{i}\right) \in\right] 0, \varepsilon\left[\right.$ and $\mu\left(\partial Q_{i}\right)=0$ such that $\mu\left(A \backslash \cup_{i \in I} Q_{i}\right)=0$ by $\mathcal{V}_{\varepsilon}(A)$.

Definition 3.28. Given $\Theta: \mathcal{O}(\Omega) \rightarrow \mathbb{R}$, for each $\varepsilon>0$ we define $\Theta^{\varepsilon}: \mathcal{O}(\Omega) \rightarrow[-\infty, \infty]$ by

$$
\begin{equation*}
\Theta^{\varepsilon}(A):=\inf \left\{\sum_{i \in I} \Theta\left(Q_{i}\right):\left\{Q_{i}\right\}_{i \in I} \in \mathcal{V}_{\varepsilon}(A)\right\} \tag{3.40}
\end{equation*}
$$

By the Vitali envelope of $\Theta$ we denote the set function $\Theta^{*}: \mathcal{O}(\Omega) \rightarrow[-\infty, \infty]$ defined by

$$
\begin{equation*}
\Theta^{*}(A):=\sup _{\varepsilon>0} \Theta^{\varepsilon}(A)=\lim _{\varepsilon \rightarrow 0} \Theta^{\varepsilon}(A) . \tag{3.41}
\end{equation*}
$$

The interest of Definition 3.28 comes from the following integral representation result whose proof is postponed in Appendix A.1.
Theorem 3.29. Let $\Theta: \mathcal{O}(\Omega) \rightarrow \mathbb{R}$ be a set function satisfying the following two conditions:
(a) there exists a finite Radon measure $\nu$ on $\Omega$ which is absolutely continuous with respect to $\mu$ such that $|\Theta(A)| \leqslant \nu(A)$ for all $A \in \mathcal{O}(\Omega)$;
(b) $\Theta$ is subadditive, i.e. $\Theta(A) \leqslant \Theta(B)+\Theta(C)$ for all $A, B, C \in \mathcal{O}(\Omega)$ with $B, C \subset A$, $B \cap C=\varnothing$ and $\mu(A \backslash B \cup C)=0$.
Then $\Theta$ is differentiable with respect to $\mu, d_{\mu} \Theta \in L_{\mu}^{1}(\Omega)$ and

$$
\Theta^{*}(A)=\int_{A} d_{\mu} \Theta(x) d \mu(x)
$$

for all $A \in \mathcal{O}(\Omega)$.
As a direct consequence, we have
Corollary 3.30. Let $\Theta: \mathcal{O}(\Omega) \rightarrow \mathbb{R}$ be a set function satisfying the assumptions (a) and (b) of Theorem 3.29. Then $\Theta$ and $\Theta^{*}$ are differentiable with respect to $\mu$ and $d_{\mu} \Theta^{*}=d_{\mu} \Theta$.
3.6. Subadditive theorems. What follows was first developed in AHM17, AHM19b. Let $(X, d, \mu)$ be a metric measure space with $\mu$ a positive Radon measure on $X$. Let $\mathcal{B}(X)$ be the class of Borel subsets of $X$ and let $\mathcal{B}_{\mu, 0}(X)$ denote the class of $Q \in \mathcal{B}(X)$ such that $\mu(Q)<\infty$ and $\mu(\partial Q)=0$. Let $\operatorname{Homeo}(X)$ be the group of homeomorphisms on $X$ and let $\mathbb{G}$ be a subgroup of $\operatorname{Homeo}(X)$ for which $\mu$ is $\mathbb{G}$-invariant, i.e. $g^{\sharp} \mu=\mu$ for all $g \in \mathbb{G}$, where $g^{\sharp} \mu$ denotes the image measure of $\mu$ by $g$. From now on, we consider $\left\{\mathbb{U}_{k}\right\}_{k \in \mathbb{N}^{*}} \subset \mathcal{B}_{\mu, 0}(X)$ with $\mu\left(\mathbb{U}_{k}\right)>0$ for all $k \in \mathbb{N}^{*}$ and, for each $k \in \mathbb{N}^{*}$, we consider the class $\mathcal{U}_{k}(\mathbb{G})$ defined by

$$
\mathcal{U}_{k}(\mathbb{G}):=\left\{\mathbb{H} \subset \mathbb{G}:\left\{g^{-1}\left(\mathbb{U}_{k}\right)\right\}_{g \in \mathbb{H}} \text { is disjoint }\right\} .
$$

In what follows, $|\cdot|$ denotes the counting measure on $\mathbb{G}$ and, for any $\mathbb{H} \subset \mathbb{G}, \mathcal{P}_{\mathrm{f}}(\mathbb{H})$ denotes the class of finite subsets of H .
3.6.1. The deterministic case. The following definition sets a framework, in the setting of metric measure spaces, for establishing a subadditive theorem in the deterministic case and (see Theorem 3.33).

Definition 3.31. Let $\left\{Q_{t}\right\}_{t>0} \subset \mathcal{B}_{\mu, 0}(X)$. We say that $\left\{Q_{t}\right\}_{t>0}$ is weakly $\mathbb{G}$-asymptotic with respect to $\left\{\mathbb{U}_{k}\right\}_{k \in \mathbb{N}^{*}}$ if for each $k \in \mathbb{N}^{*}$ there exists $\mathbb{H}_{k} \in \mathcal{U}_{k}(\mathbb{G})$ with the property that for each $t>0$ there exist $m_{t, k} \in \mathbb{N}^{*}, g_{t, k} \in \mathbb{G}$ and $F_{t, k}, H_{t, k}^{-}, H_{t, k}^{+} \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{H}_{k}\right)$ such that:

$$
\begin{align*}
& \underset{g \in H_{t, k}^{-}}{\cup} g^{-1}\left(\mathbb{U}_{k}\right) \subset Q_{t} \subset \underset{g \in H_{t, k}^{+}}{\cup} g^{-1}\left(\mathbb{U}_{k}\right)  \tag{3.42}\\
& \quad \lim _{t \rightarrow \infty} \frac{\mu\left(\underset{g \in H_{t, k}^{+}}{\cup} g^{-1}\left(\mathbb{U}_{k}\right) \backslash \underset{g \in H_{t, k}^{-}}{\cup} g^{-1}\left(\mathbb{U}_{k}\right)\right)}{\mu\left(Q_{t}\right)}=0  \tag{3.43}\\
& H_{t, k}^{+} \subset F_{t, k} \text { and } \underset{g \in F_{t, k}}{\cup} g^{-1}\left(\mathbb{U}_{k}\right)=g_{t, k}^{-1}\left(\mathbb{U}_{m_{t, k}}\right)  \tag{3.44}\\
& \varlimsup_{t \rightarrow \infty} \frac{\left|F_{t, k}\right|}{\left|H_{t, k}^{+}\right|} \leqslant 1 \tag{3.45}
\end{align*}
$$

Let us recall the definition of a subadditive and $\mathbb{G}$-invariant set function.
Definition 3.32. Let $\mathcal{S}: \mathcal{B}_{\mu, 0}(X) \rightarrow \mathbb{R}$ be a set function.
(a) The set function $\mathcal{S}$ is said to be subadditive if

$$
\mathcal{S}(A \cup B) \leqslant \mathcal{S}(A)+\mathcal{S}(B)
$$

for all $A, B \in \mathcal{B}_{\mu, 0}(X)$ such that $A \cap B=\varnothing$.
(b) The set function $\mathcal{S}$ is said to be $\mathbb{G}$-invariant if

$$
\mathcal{S}\left(g^{-1}(A)\right)=\mathcal{S}(A)
$$

for all $A \in \mathcal{B}_{\mu, 0}(X)$ and all $g \in \mathbb{G}$.
The following result is used in the proof of Theorem 2.25. It was established in AHM19b, Theorem 2.3] (see also [AHM17, Theorem 2.17]). For the convenience of the reader its proof is given in A.2.1.

Theorem 3.33. Let $\mathcal{S}: \mathcal{B}_{\mu, 0}(X) \rightarrow \mathbb{R}$ be a subadditive and $\mathbb{G}$-invariant set function with the following boundedness condition:

$$
\begin{equation*}
|\mathcal{S}(Q)| \leqslant c \mu(Q) \tag{3.46}
\end{equation*}
$$

for all $Q \in \mathcal{B}_{\mu, 0}(X)$ and some $c>0$, and assume that $\mu$ is $\mathbb{G}$-invariant. Then, for each $\left\{Q_{t}\right\}_{t>0} \subset \mathcal{B}_{\mu, 0}(X)$ which is weakly $\mathbb{G}$-asymptotic with respect to $\left\{\mathbb{U}_{k}\right\}_{k \in \mathbb{N}^{*}}$, one has

$$
\lim _{t \rightarrow \infty} \frac{\mathcal{S}\left(Q_{t}\right)}{\mu\left(Q_{t}\right)}=\inf _{k \in \mathbb{N}^{*}} \frac{\mathcal{S}\left(\mathbb{U}_{k}\right)}{\mu\left(\mathbb{U}_{k}\right)}
$$

3.6.2. The stochastic case. We begin with the following definition.

Definition 3.34. The metric mesaure space $(X, d, \mu)$ is said to be meshable with respect to $\left\{\mathbb{U}_{k}\right\}_{k \in \mathbb{N}^{*}}$ if for each $k \in \mathbb{N}^{*}$ there exists $\mathbb{H}_{k} \in \mathcal{U}_{k}(\mathbb{G})$ with the property that for each $n \in \mathbb{N}^{*}$ there exist $H_{n, k}^{-}, H_{n, k}^{+} \in \mathcal{P}_{\mathrm{f}}\left(\mathrm{H}_{k}\right)$ such that:

$$
\begin{align*}
& \underset{g \in H_{n, k}^{-}}{\cup} g^{-1}\left(\mathbb{U}_{k}\right) \subset \mathbb{U}_{n} \subset \underset{g \in H_{n, k}^{+}}{\cup} g^{-1}\left(\mathbb{U}_{k}\right) ;  \tag{3.47}\\
& \lim _{n \rightarrow \infty} \frac{\mu\left(\underset{g \in H_{n, k}^{+}}{\cup} g^{-1}\left(\mathbb{U}_{k}\right) \backslash \underset{g \in H_{n, k}^{-}}{\cup} g^{-1}\left(\mathbb{U}_{k}\right)\right)}{\mu\left(\mathbb{U}_{n}\right)}=0 . \tag{3.48}
\end{align*}
$$

The interest of Definition 3.34 comes from the following proposition (which is used in the proof of Theorem 3.42).

Proposition 3.35. Let $\mathcal{S}: \mathcal{B}_{\mu, 0}(X) \rightarrow \mathbb{R}$ be a subadditive and $\mathbb{G}$-invariant set function satisfying (3.46). If $(X, d, \mu)$ is meshable with respect to $\left\{\mathbb{U}_{k}\right\}_{k \in \mathbb{N}^{*}}$ then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\mathcal{S}\left(\mathbb{U}_{n}\right)}{\mu\left(\mathbb{U}_{n}\right)}=\inf _{k \in \mathbb{N}^{*}} \frac{\mathcal{S}\left(\mathbb{U}_{k}\right)}{\mu\left(\mathbb{U}_{k}\right)} . \tag{3.49}
\end{equation*}
$$

Proof of Proposition 3.35. First of all, it is clear that $\frac{\mathcal{S}\left(\mathbb{U}_{n}\right)}{\mu\left(\mathbb{U}_{n}\right)} \geqslant \inf _{k \in \mathbb{N}^{*}} \frac{\mathcal{S}\left(\mathbb{U}_{k}\right)}{\mu\left(\mathbb{U}_{k}\right)}$ for all $n \in \mathbb{N}^{*}$, and so

$$
\begin{equation*}
\underline{\lim }_{n \rightarrow \infty} \frac{\mathcal{S}\left(\mathbb{U}_{n}\right)}{\mu\left(\mathbb{U}_{n}\right)} \geqslant \inf _{k \in \mathbb{N}^{*}} \frac{\mathcal{S}\left(\mathbb{U}_{k}\right)}{\mu\left(\mathbb{U}_{k}\right)} . \tag{3.50}
\end{equation*}
$$

On the other hand, fix any $k \in \mathbb{N}^{*}$ and any $n \in \mathbb{N}^{*}$ and set:

$$
\begin{aligned}
& \mathbb{U}_{n, k}^{-}:=\underset{g \in H_{n, k}^{-}}{\cup} g^{-1}\left(\mathbb{U}_{k}\right) ; \\
& \mathbb{U}_{n, k}^{+}:=\underset{g \in H_{n, k}^{+}}{\cup} g^{-1}\left(\mathbb{U}_{k}\right),
\end{aligned}
$$

where $H_{n, k}^{-}$and $H_{n, k}^{+} \in \mathcal{P}_{\mathrm{f}}\left(\mathrm{H}_{k}\right)$ with $\mathrm{H}_{k}$ given by Definition 3.34. By the left inclusion in (3.47) we have $\mathbb{U}_{n, k}^{-} \subset \mathbb{U}_{n}$ and so $\mathbb{U}_{n}=\mathbb{U}_{n, k}^{-} \cup\left(\mathbb{U}_{n} \backslash \mathbb{U}_{n, k}^{-}\right)$. Hence

$$
\mathcal{S}\left(\mathbb{U}_{n}\right) \leqslant \mathcal{S}\left(\mathbb{U}_{n, k}^{-}\right)+\mathcal{S}\left(\mathbb{U}_{n} \backslash \mathbb{U}_{n, k}^{-}\right)
$$

because $\mathcal{S}$ is subadditive, and consequently

$$
\frac{\mathcal{S}\left(\mathbb{U}_{n}\right)}{\mu\left(\mathbb{U}_{n}\right)} \leqslant \frac{\mathcal{S}\left(\mathbb{U}_{n, k}^{-}\right)}{\mu\left(\mathbb{U}_{n, k}^{-}\right)} \frac{\mu\left(\mathbb{U}_{n, k}^{-}\right)}{\mu\left(\mathbb{U}_{n}\right)}+\frac{\mathcal{S}\left(\mathbb{U}_{n} \backslash \mathbb{U}_{n, k}^{-}\right)}{\mu\left(\mathbb{U}_{n}\right)} .
$$

Using again the subadditivity of $\mathcal{S}$ and its $\mathbb{G}$-invariance (resp. the $\mathbb{G}$-invariance of $\mu$ ) we have

$$
\begin{aligned}
& \mathcal{S}\left(\mathbb{U}_{n, k}^{-}\right) \leqslant\left|H_{n, k}^{-}\right| \mathcal{S}\left(\mathbb{U}_{k}\right) \\
& \left(\text { resp. } \mu\left(\mathbb{U}_{n, k}^{-}\right)=\left|H_{n, k}^{-}\right| \mu\left(\mathbb{U}_{k}\right)\right)
\end{aligned}
$$

Moreover, $\mathbb{U}_{n} \subset \mathbb{U}_{n, k}^{+}$by the right inclusion in (3.47), which implies that $\mathbb{U}_{n} \backslash \mathbb{U}_{n, k}^{-} \subset \mathbb{U}_{n, k}^{+} \backslash \mathbb{U}_{n, k}^{-}$ and so

$$
\mathcal{S}\left(\mathbb{U}_{n} \backslash \mathbb{U}_{n, k}^{-}\right) \leqslant c \mu\left(\mathbb{U}_{n, k}^{+} \backslash \mathbb{U}_{n, k}^{-}\right)
$$

with $c>0$ given by (3.46). It follows that

$$
\begin{aligned}
\frac{\mathcal{S}\left(\mathbb{U}_{n}\right)}{\mu\left(\mathbb{U}_{n}\right)} & \leqslant \frac{\mathcal{S}\left(\mathbb{U}_{k}\right)}{\mu\left(\mathbb{U}_{k}\right)} \frac{\mu\left(\mathbb{U}_{n, k}^{-}\right)}{\mu\left(\mathbb{U}_{n}\right)}+\frac{c \mu\left(\mathbb{U}_{n, k}^{+} \backslash \mathbb{U}_{n, k}^{-}\right)}{\mu\left(\mathbb{U}_{n}\right)} \\
& \leqslant \frac{\mathcal{S}\left(\mathbb{U}_{k}\right)}{\mu\left(\mathbb{U}_{k}\right)}+\frac{c \mu\left(\mathbb{U}_{n, k}^{+} \backslash \mathbb{U}_{n, k}^{-}\right)}{\mu\left(\mathbb{U}_{n}\right)}
\end{aligned}
$$

because $\mu\left(\mathbb{U}_{n, k}^{-}\right) \leqslant \mu\left(\mathbb{U}_{n}\right)$ since $\mathbb{U}_{n, k}^{-} \subset \mathbb{U}_{n}$. Letting $n \rightarrow \infty$ and using (3.48), and then passing to the infimum on $k$, we obtain

$$
\begin{equation*}
\varlimsup_{n \rightarrow \infty} \frac{\mathcal{S}\left(\mathbb{U}_{n}\right)}{\mu\left(\mathbb{U}_{n}\right)} \leqslant \inf _{k \in \mathbb{N}^{*}} \frac{\mathcal{S}\left(\mathbb{U}_{k}\right)}{\mu\left(\mathbb{U}_{k}\right)}, \tag{3.51}
\end{equation*}
$$

and (3.49) follows by combining (3.50) with 3.51).
In what follows, $\Delta$ denotes the symmetric difference of sets, i.e. $E \Delta F:=(E \backslash F) \cup(F \backslash E)$ for any $E, F \subset \mathbb{G}$, and we adopt the following notation: $E F:=\{g \circ f:(g, f) \in E \times F\}$ and $E^{-1} F:=\left\{g^{-1} \mathrm{o} f:(g, f) \in E \times F\right\}$ and, for any $g \in \mathbb{G}, g F:=\{g \circ f: f \in F\}$. From now on, for each $k \in \mathbb{N}^{*}$, we consider the class $\mathcal{U}_{k}^{a}(\mathbb{G})$ defined by

$$
\mathcal{U}_{k}^{a}(\mathbb{G}):=\left\{\mathbb{H} \in \mathcal{U}_{k}(\mathbb{G}): \mathbb{H} \text { is countable, discrete and amenable group }\right\}
$$

where amenability of $\mathbb{H}$ means that for each $E \in \mathcal{P}_{\mathrm{f}}(\mathbb{H})$ and each $\delta>0$ there exists $F \in \mathcal{P}_{\mathrm{f}}(\mathbb{H})$ such that

$$
|F \Delta E F| \leqslant \delta|F|
$$

(For more details about the theory of amenability, we refer to Gre69, OW87, Pat88, Tem92, $\mathrm{AAB}^{+10}$, DZ15] and the references therein, see also [Kre85, §6.4].)
The property of Følner-Tempelman stated in the definition below is needed to use both Lindenstrauss's ergodic theorem (see Theorem A.3) which is valid for general amenable groups, and a maximal inequality (see Lemma A.4 which is valid for countable discrete amenable groups. (These two results are used in the proof of Theorem 3.42.)

Definition 3.36. Let $\mathbb{H} \in \mathcal{U}_{k}^{a}(\mathbb{G})$ and let $\left\{G_{t}\right\}_{t>0} \subset \mathcal{P}_{\mathrm{f}}(\mathbb{H})$. We say that $\left\{G_{t}\right\}_{t>0}$ is of Følner-Tempelman type with respect to $\mathbb{H}$ if it satisfies the following two conditions:
(a) Følner's condition: for every $g \in \mathbb{H}$, one has

$$
\lim _{t \rightarrow \infty} \frac{\left|g G_{t} \Delta G_{t}\right|}{\left|G_{t}\right|}=0
$$

(b) Tempelman's condition: there exists $M>0$, which called the Templeman constant associated with $\left\{G_{t}\right\}_{t>0}$, such that for every $t>0$, one has

$$
\left|\underset{0<s \leqslant t}{\cup} G_{s} G_{t}\right| \leqslant M\left|G_{t}\right| .
$$

Together with Definition 3.34 , the following definition set a framework for establishing a subadditive theorem in the stochastic case and in the setting of metric measure spaces (see Theorem 3.42].

Definition 3.37. Let $\left\{Q_{t}\right\}_{t>0} \subset \mathcal{B}_{\mu, 0}(X)$. We say that $\left\{Q_{t}\right\}_{t>0}$ is strongly $\mathbb{G}$-asymptotic with respect to $\left\{\mathbb{U}_{k}\right\}_{k \in \mathbb{N}^{*}}$ if there exists $\left\{\mathbb{G}_{k}\right\}_{k \in \mathbb{N}^{*}}$ with $\mathbb{G}_{k} \in \mathcal{U}_{k}^{a}(\mathbb{G})$ for all $k \in \mathbb{N}^{*}$ and $\cup_{k \in \mathbb{N}^{*}} \mathbb{G}_{k}=\mathbb{G}$ such that for each $k \in \mathbb{N}^{*}$ and each $t>0$ there exist $m_{t, k} \in \mathbb{N}^{*}, g_{t, k} \in \mathbb{G}$ and $F_{t, k}, G_{t, k}^{-}, G_{t, k}^{+} \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k}\right)$ such that (3.42), (3.43), (3.44) and (3.45) are satisfied with the additional assumption that $\left\{G_{t, k}^{-}\right\}_{t>0}$ and $\left\{G_{t, k}^{+}\right\}_{t>0}$ are of Følner-Tempelman type with respect to $\mathbb{G}_{k}$.
Let $(\Sigma, \mathcal{T}, \mathbb{P})$ be a probability space and let $\left\{\tau_{g}: \Sigma \rightarrow \Sigma\right\}_{g \in \mathbb{G}}$ be satisfying the following three properties:
(mesurability) $\tau_{g}$ is $\mathcal{T}$-mesurable for all $g \in \mathbb{G}$;
(group property) $\tau_{g} \circ \tau_{f}=\tau_{g \circ f}$ and $\tau_{g^{-1}}=\tau_{g}^{-1}$ for all $g, f \in \mathbb{G}$;
(mass invariance) $\mathbb{P}\left(\tau_{g}(E)\right)=\mathbb{P}(E)$ for all $E \in \mathcal{T}$ and all $g \in \mathbb{G}$.
Definition 3.38. Such a $\left\{\tau_{g}\right\}_{g \in \mathbb{G}}$ is said to be a group of $\mathbb{P}$-preserving transformation on $(\Sigma, \mathcal{T}, \mathbb{P})$ and the quadruplet $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$ is called a measurable dynamical $\mathbb{G}$-system.
Remark 3.39. If $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$ is a measurable dynamical $\mathbb{G}$-system then, for any subgroup $\mathbb{H}$ of $\mathbb{G},\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{H}}\right)$ is a measurable dynamical $\mathbb{H}$-system.
Let $\mathcal{I}:=\left\{E \in \mathcal{T}: \mathbb{P}\left(\tau_{g}(E) \Delta E\right)=0\right.$ for all $\left.g \in \mathbb{G}\right\}$ be the $\sigma$-algebra of invariant sets with respect to $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$. (For any subgroup $\mathbb{H}$ of $\mathbb{G}$, we denote the $\sigma$-algebra of invariant sets with respect to $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathrm{H}}\right)$ by $\left.\mathcal{I}_{\mathrm{H}}.\right)$
Definition 3.40. When $\mathbb{P}(E) \in\{0,1\}$ for all $E \in \mathcal{I}$, the measurable dynamical $\mathbb{G}$-system $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$ is said to be ergodic.
In what follows, we assume that $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$ is a measurable dynamical $\mathbb{G}$-system. Let us recall the definition of a subadditive process.
Definition 3.41. A set function $\mathcal{S}: \mathcal{B}_{\mu, 0}(X) \rightarrow L^{1}(\Sigma, \mathcal{T}, \mathbb{P})$ is called a subadditive process if it is subadditive in the sense of Definition 3.32(a) and $\mathbb{G}$-covariant, i.e.

$$
\mathcal{S}\left(g^{-1}(A)\right)=\mathcal{S}(A) \circ \tau_{g}
$$

for all $A \in \mathcal{B}_{\mu, 0}(X)$ and all $g \in \mathbb{G}$. If in addition the measurable dynamical $\mathbb{G}$-system $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$ is ergodic, then $\mathcal{S}$ is called an ergodic subadditive process.
The following result is used in the proof of Theorem 2.34. It was established in AHM19b, Theorem 2.11]. For the convenience of the reader its proof is given in $\$$ A.2.2.
Theorem 3.42. Assume that $(X, d, \mu)$ is meshable with respect to $\left\{\mathbb{U}_{k}\right\}_{k \in \mathbb{N}^{*}}$ and consider $\mathcal{S}: \mathcal{B}_{\mu, 0}(X) \rightarrow L^{1}(\Sigma, \mathcal{T}, \mathbb{P})$ a subadditive process satisfying (3.46). Then, for each $\left\{Q_{t}\right\}_{t>0} \subset$ $\mathcal{B}_{\mu, 0}(X)$ which is strongly $\mathbb{G}$-asymptotic with respect to $\left\{\mathbb{U}_{k}\right\}_{k \in \mathbb{N}^{*}}$, one has

$$
\lim _{t \rightarrow \infty} \frac{\mathcal{S}\left(Q_{t}\right)(\omega)}{\mu\left(Q_{t}\right)}=\inf _{k \in \mathbb{N}^{*}} \frac{\mathbb{E}^{\mathcal{I}}\left[\mathcal{S}\left(\mathbb{U}_{k}\right)\right](\omega)}{\mu\left(\mathbb{U}_{k}\right)} \text { for } \mathbb{P} \text {-a.a. } \omega \in \Sigma,
$$

where $\mathbb{E}^{\mathcal{L}}\left[\mathcal{S}\left(\mathbb{U}_{k}\right)\right]$ denotes the conditional expectation of $\mathcal{S}\left(\mathbb{U}_{k}\right)$ over $\mathcal{I}$ with respect to $\mathbb{P}$. If in addition $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}}\right)$ is ergodic, then

$$
\lim _{t \rightarrow \infty} \frac{\mathcal{S}\left(Q_{t}\right)(\omega)}{\mu\left(Q_{t}\right)}=\inf _{k \in \mathbb{N}^{*}} \frac{\mathbb{E}\left[\mathcal{S}\left(\mathbb{U}_{k}\right)\right]}{\mu\left(\mathbb{U}_{k}\right)} \text { for } \mathbb{P} \text {-a.a. } \omega \in \Sigma
$$

where $\mathbb{E}\left[\mathcal{S}\left(\mathbb{U}_{k}\right)\right]$ denotes the expectation of $\mathcal{S}\left(\mathbb{U}_{k}\right)$ with respect to $\mathbb{P}$.

## 4. Proof of the $\Gamma$-Convergence theorem

This section is devoted to the proof of Theorem 2.11 which is divided into five steps.
Proof of Theorem 2.11. Let $\omega \in \Sigma$ be satisfying all the assumptions of Theorem 2.11.
Step 1: integral representation of the $\Gamma$-limit inf and the $\Gamma$-limit sup. For each $u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ we consider the set functions $\mathcal{S}_{u, \omega}^{-}, \mathcal{S}_{u, \omega}^{+}: \mathcal{O}(\Omega) \rightarrow[0, \infty]$ given by:

$$
\begin{aligned}
\mathcal{S}_{u, \omega}^{-}(A) & :=\Gamma\left(L_{\mu}^{p}\right)-\varliminf_{t \rightarrow \infty} E_{t}(u, A, \omega) \\
\mathcal{S}_{u, \omega}^{+}(A) & :=\Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, A, \omega)
\end{aligned}
$$

Recall that $\mathfrak{G}$ is the effective domain of the functional $u \mapsto \int_{\Omega} G\left(\nabla_{\mu} u(x)\right) d \mu(x)$.
Step 1 consists of proving the following lemma.
Lemma 4.1. If (2.5), 2.6), 2.7, 2.11, 2.12 and 2.13) hold then:

$$
\begin{aligned}
& \mathcal{S}_{u, \omega}^{-}(A)=\int_{A} \lambda_{u, \omega}^{-}(x) d \mu(x) \\
& \mathcal{S}_{u, \omega}^{+}(A)=\int_{A} \lambda_{u, \omega}^{+}(x) d \mu(x)
\end{aligned}
$$

for all $u \in \mathfrak{G}$ and all $A \in \mathcal{O}(\Omega)$ with $\lambda_{u, \omega}^{-}, \lambda_{u, \omega}^{+} \in L_{\mu}^{1}(\Omega)$ given by:

$$
\begin{aligned}
& \lambda_{u, \omega}^{-}(x)=\lim _{\rho \rightarrow 0} \frac{\mathcal{S}_{u, \omega}^{-}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} \\
& \lambda_{u, \omega}^{+}(x)=\lim _{\rho \rightarrow 0} \frac{\mathcal{S}_{u, \omega}^{+}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)}
\end{aligned}
$$

Proof of Lemma 4.1. Fix $u \in \mathfrak{G}$. Using the right inequality in (2.11) we see that:

$$
\begin{align*}
& \mathcal{S}_{u, \omega}^{-}(A) \leqslant \beta \mu(A)+\beta \int_{A} G\left(\nabla_{\mu} u(x)\right) d \mu(x)  \tag{4.1}\\
& \mathcal{S}_{u, \omega}^{+}(A) \leqslant \beta \mu(A)+\beta \int_{A} G\left(\nabla_{\mu} u(x)\right) d \mu(x)
\end{align*}
$$

for all $A \in \mathcal{O}(\Omega)$. Thus, the condition (d) of Lemma 3.24 is satisfied with $\nu=\beta(1+$ $\left.G\left(\nabla_{\mu} u(\cdot)\right)\right) \mu$ (which is absolutely continuous with respect to $\mu$ ). On the other hand, it is easily seen that the conditions (a) and (b) of Lemma 3.24 are satisfied. Hence, the proof is completed if we prove the condition (c) of Lemma 3.24, i.e.

$$
\begin{align*}
& \mathcal{S}_{u, \omega}^{-}(A \cup B) \leqslant \mathcal{S}_{u, \omega}^{-}(A)+\mathcal{S}_{u, \omega}^{-}(B) \text { for all } A, B \in \mathcal{O}(\Omega)  \tag{4.2}\\
& \mathcal{S}_{u, \omega}^{+}(A \cup B) \leqslant \mathcal{S}_{u, \omega}^{+}(A)+\mathcal{S}_{u, \omega}^{+}(B) \text { for all } A, B \in \mathcal{O}(\Omega) \tag{4.3}
\end{align*}
$$

Indeed, by Lemma 3.24 the set function $\mathcal{S}_{u, \omega}^{-}$(resp. $\mathcal{S}_{u, \omega}^{+}$) can be (uniquely) extended to a (finite) positive Radon measure which is absolutely continuous with respect to $\mu$, and
the theorem follows by using Radon-Nikodym's theorem and then Lebesgue's differentiation theorem.

Remark 4.2. Lemma 4.1 shows that $\Gamma\left(L_{\mu}^{p}\right)-\underline{\lim }_{t \rightarrow \infty} E_{t}(u, \cdot, \omega)$ and $\Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, \cdot, \omega)$ can be uniquely extended to a finite positive Radon measure on $\Omega$ which is absolutely continuous with respect to $\mu$.

Substep 1-1: an auxiliary result for proving Lemma 4.1. To show (4.2) (resp. (4.3)) we need the following lemma.

Lemma 4.3. If $U, V, Z, T \in \mathcal{O}(\Omega)$ are such that $\bar{Z} \subset U$ and $T \subset V$, then:

$$
\begin{align*}
& \mathcal{S}_{u, \omega}^{-}(Z \cup T) \leqslant \mathcal{S}_{u, \omega}^{-}(U)+\mathcal{S}_{u, \omega}^{-}(V)  \tag{4.4}\\
& \mathcal{S}_{u, \omega}^{+}(Z \cup T) \leqslant \mathcal{S}_{u, \omega}^{+}(U)+\mathcal{S}_{u, \omega}^{+}(V) \tag{4.5}
\end{align*}
$$

Proof of Lemma 4.3. As the proofs of (4.4) and (4.5) are the same, we only give the proof of (4.4). Let $\left\{u_{t}\right\}_{t>0}$ and $\left\{v_{t}\right\}_{t>0}$ be two sequences in $H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ such that:

$$
\begin{align*}
& \left\|u_{t}-u\right\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)} \rightarrow 0  \tag{4.6}\\
& \left\|v_{t}-u\right\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)} \rightarrow 0  \tag{4.7}\\
& \lim _{t \rightarrow \infty} \int_{U} L_{t}\left(x, \nabla_{\mu} u_{t}(x), \omega\right) d \mu(x)=\mathcal{S}_{u, \omega}^{-}(U)<\infty ;  \tag{4.8}\\
& \lim _{t \rightarrow \infty} \int_{V} L_{t}\left(x, \nabla_{\mu} v_{t}(x), \omega\right) d \mu(x)=\mathcal{S}_{u, \omega}^{-}(V)<\infty . \tag{4.9}
\end{align*}
$$

Since $\left\{L_{t}\right\}_{t>0}$ is $p$-coercive (see (2.5) and the left inequality in (2.11) , from (4.8) and (4.9) we see that $\sup _{t>0}\left\|\nabla_{\mu} u_{t}\right\|_{L_{\mu}^{p}(\Omega ; \mathbb{M})}<\infty$ and $\sup _{t>0}\left\|\nabla_{\mu} v_{t}\right\|_{L_{\mu}^{p}(\Omega ; \mathbb{M})}<\infty$. As $p>\kappa$, taking 4.6) and (4.7) into account, by Corollary 3.8 we can assert, up to a subsequence, that:

$$
\begin{align*}
\left\|u_{t}-u\right\|_{L_{\mu}^{\infty}\left(\Omega ; \mathbb{R}^{m}\right)} & \rightarrow 0  \tag{4.10}\\
\left\|v_{t}-u\right\|_{L_{\mu}^{\infty}\left(\Omega ; \mathbb{R}^{m}\right)} & \rightarrow 0 \tag{4.11}
\end{align*}
$$

Fix $\delta \in] 0, \operatorname{dist}(Z, \partial U)\left[\right.$ with $\partial U:=\bar{U} \backslash U$, fix any $q \geqslant 1$ and consider $W_{i}^{-}, W_{i}^{+} \subset \Omega$ given by:

$$
\begin{aligned}
& W_{i}^{-}:=\left\{x \in \Omega: \operatorname{dist}(x, Z) \leqslant \frac{\delta}{3}+\frac{(i-1) \delta}{3 q}\right\} ; \\
& W_{i}^{+}:=\left\{x \in \Omega: \frac{\delta}{3}+\frac{i \delta}{3 q} \leqslant \operatorname{dist}(x, Z)\right\},
\end{aligned}
$$

where $i \in\{1, \cdots, q\}$. For every $i \in\{1, \cdots, q\}$ there exists a Urysohn function $\varphi_{i} \in \operatorname{Lip}(\Omega)$ for the pair $\left(W_{i}^{+}, W_{i}^{-}\right)$. Fix any $t>0$ and define $w_{t}^{i} \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ by

$$
\begin{equation*}
w_{t}^{i}:=\varphi_{i} u_{t}+\left(1-\varphi_{i}\right) v_{t} \tag{4.12}
\end{equation*}
$$

Fix any $\tau \in] 0,1\left[\right.$. Setting $W_{i}:=\Omega \backslash\left(W_{i}^{-} \cup W_{i}^{+}\right)$and using Theorem 3.3(d) and (3.1) we have

$$
\nabla_{\mu}\left(\tau w_{t}^{i}\right)=\tau \nabla_{\mu} w_{t}^{i}= \begin{cases}\tau \nabla_{\mu} u_{t} \\ (1-\tau) \frac{t}{1-\tau} D_{\mu} \varphi_{i} \otimes\left(u_{t}-v_{t}\right)+\tau\left(\varphi_{i} \nabla_{\mu} u_{t}+\left(1-\varphi_{i}\right) \nabla_{\mu} v_{t}\right) & \text { in } W_{i}^{-} \\ \tau \nabla_{\mu} v_{t} & \text { in } W_{i}^{+}\end{cases}
$$

Noticing that $Z \cup T=\left((Z \cup T) \cap W_{i}^{-}\right) \cup\left(W \cap W_{i}\right) \cup\left(T \cap W_{i}^{+}\right)$with $(Z \cup T) \cap W_{i}^{-} \subset U$, $T \cap W_{i}^{+} \subset V$ and $W:=T \cap\left\{x \in U: \frac{\delta}{3}<\operatorname{dist}(x, Z)<\frac{2 \delta}{3}\right\}$ we deduce that for every $i \in\{1, \cdots, q\}$,

$$
\begin{align*}
\int_{Z \cup T} L_{t}\left(x, \tau \nabla_{\mu} w_{t}^{i}, \omega\right) d \mu \leqslant & \int_{U} L_{t}\left(x, \tau \nabla_{\mu} u_{t}, \omega\right) d \mu+\int_{V} L_{t}\left(x, \tau \nabla_{\mu} v_{t}, \omega\right) d \mu \\
& +\int_{W \cap W_{i}} L_{t}\left(x, \tau \nabla_{\mu} w_{t}^{i}, \omega\right) d \mu \tag{4.13}
\end{align*}
$$

Fix any $i \in\{1, \cdots, q\}$. From the right inequality in (2.11) and the inequality (2.7) we see that

$$
\begin{aligned}
\int_{W \cap W_{i}} L_{t}\left(x, \tau \nabla_{\mu} w_{t}^{i}, \omega\right) d \mu \leqslant & \beta \mu\left(W \cap W_{i}\right)+\beta \int_{W \cap W_{i}} G\left(\tau \nabla_{\mu} w_{t}^{i}\right) d \mu \\
\leqslant & \beta(1+\gamma) \mu\left(W \cap W_{i}\right) \\
& +\beta \gamma \int_{W \cap W_{i}} G\left(\varphi_{i} \nabla_{\mu} u_{t}+\left(1-\varphi_{i}\right) \nabla_{\mu} v_{t}\right) d \mu \\
& +\beta \gamma \int_{W \cap W_{i}} G\left(\frac{\tau}{1-\tau} D_{\mu} \varphi_{i} \otimes\left(u_{t}-v_{t}\right)\right) d \mu
\end{aligned}
$$

and by using again the inequality $(2.7)$ and the left inequality in (2.11) we obtain

$$
\begin{align*}
\int_{W \cap W_{i}} L_{t}\left(x, \tau \nabla_{\mu} w_{t}^{i}, \omega\right) d \mu \leqslant & \beta\left(1+\gamma+\gamma^{2}\right) \mu\left(W \cap W_{i}\right) \\
& +\frac{\beta \gamma^{2}}{\alpha}\left(\int_{W \cap W_{i}} L_{t}\left(x, \nabla_{\mu} u_{t}, \omega\right) d \mu+\int_{W \cap W_{i}} L_{t}\left(x, \nabla_{\mu} v_{t}, \omega\right) d \mu\right) \\
& +\beta \gamma \int_{W \cap W_{i}} G\left(\frac{\tau}{1-\tau} D_{\mu} \varphi_{i} \otimes\left(u_{t}-v_{t}\right)\right) d \mu . \tag{4.14}
\end{align*}
$$

On the other hand, we have

$$
\left|\frac{\tau}{1-\tau} D_{\mu} \varphi_{i}(x) \otimes\left(u_{t}(x)-v_{t}(x)\right)\right| \leqslant\left|\frac{\tau}{1-\tau}\right|\left\|D_{\mu} \varphi_{i}\right\|_{L_{\mu}^{\infty}(\Omega)}\left\|u_{t}-v_{t}\right\|_{L_{\mu}^{\infty}\left(\Omega ; \mathbb{R}^{m}\right)}
$$

for $\mu$-a.a. $x \in \Omega$. But $\lim _{t \rightarrow \infty}\left\|u_{t}-v_{t}\right\|_{L_{\mu}^{\infty}\left(\Omega ; \mathbb{R}^{m}\right)}=0$ by 4.10) and (4.11), hence for each $\tau \in] 0,1\left[\right.$ and each $i \in\{1, \cdots, q\}$ there exists $t_{\tau, i}>0$ such that

$$
\left|\frac{\tau}{1-\tau} D_{\mu} \varphi_{i}(x) \otimes\left(u_{t}(x)-v_{t}(x)\right)\right| \leqslant r
$$

for $\mu$-a.a. $x \in \Omega$ and all $t \geqslant t_{\tau, i}$ with $r>0$ given by (2.6). Hence

$$
\begin{align*}
\int_{W \cap W_{i}} G\left(\frac{\tau}{1-\tau} D_{\mu} \varphi_{i} \otimes\left(u_{t}-v_{t}\right)\right) d \mu & \leqslant \int_{W \cap W_{i} \mid} \sup _{\xi \mid \leqslant r} G(\xi) d \mu \\
& =\mu\left(W \cap W_{i}\right) \sup _{|\xi| \leqslant r} G(\xi) \tag{4.15}
\end{align*}
$$

for all $t \geqslant T_{\tau, q}$ with $T_{\tau, q}=\max \left\{t_{\tau, i}: i \in\{1, \cdots, q\}\right\}$. Moreover, we have

$$
\begin{align*}
\int_{U} L_{t}\left(x, \tau \nabla_{\mu} u_{t}, \omega\right) d \mu \leqslant & \int_{U} L_{t}\left(x, \nabla_{\mu} u_{t}, \omega\right) d \mu \\
& +\Delta_{L_{t}}^{a_{t}(\cdot, \omega)}(\tau)\left(\int_{U} a_{t}(x, \omega) d \mu(x)+\int_{U} L_{t}\left(x, \nabla_{\mu} u_{t}, \omega\right) d \mu\right) \\
\leqslant & \int_{U} L_{t}\left(x, \nabla_{\mu} u_{t}, \omega\right) d \mu \\
& +\Delta_{\omega}(\tau)\left(\int_{U} a_{t}(x, \omega) d \mu(x)+\int_{U} L_{t}\left(x, \nabla_{\mu} u_{t}, \omega\right) d \mu\right) \tag{4.16}
\end{align*}
$$

with $\Delta_{\omega}(\tau):=\sup _{s>0} \Delta_{L_{s}}^{a_{s}(\cdot, \omega)}(\tau)$, where $\left.\left.\left\{a_{s}(\cdot, \omega)\right\}_{s>0} \subset L_{\mu}^{1}(\Omega ;] 0, \infty\right]\right)$ is given by (2.12). In the same way, we have

$$
\begin{align*}
\int_{V} L_{t}\left(x, \tau \nabla_{\mu} v_{t}, \omega\right) d \mu \leqslant & \int_{V} L_{t}\left(x, \nabla_{\mu} v_{t}, \omega\right) d \mu \\
& +\Delta_{\omega}(\tau)\left(\int_{V} a_{t}(x, \omega) d \mu(x)+\int_{V} L_{t}\left(x, \nabla_{\mu} v_{t}, \omega\right) d \mu\right) \tag{4.17}
\end{align*}
$$

Taking (4.15) into account and substituting (4.14), (4.16) and (4.17) into (4.13) and then averaging these inequalities, it follows that for every $q \geqslant 1$, every $\tau \in] 0,1\left[\right.$ and every $t \geqslant T_{\tau, q}$, there exists $i_{t, \tau, q} \in\{1, \cdots, q\}$ such that

$$
\begin{aligned}
\int_{Z \cup T} L_{t}\left(x, \nabla_{\mu}\left(\tau w_{t}^{i_{t, \tau, q}}\right), \omega\right) d \mu \leqslant & \int_{U} L_{t}\left(x, \nabla_{\mu} u_{t}, \omega\right) d \mu+\int_{V} L_{t}\left(x, \nabla_{\mu} v_{t}, \omega\right) d \mu \\
& +\Delta_{\omega}(\tau)\left(\int_{U} a_{t}(x, \omega) d \mu(x)+\int_{U} L_{t}\left(x, \nabla_{\mu} u_{t}, \omega\right) d \mu\right) \\
& +\Delta_{\omega}(\tau)\left(\int_{V} a_{t}(x, \omega) d \mu(x)+\int_{V} L_{t}\left(x, \nabla_{\mu} v_{t}, \omega\right) d \mu\right) \\
& +\frac{c}{q} \mu(\Omega) \sup _{|\xi| \leqslant r} G(\xi) \\
& +\frac{c}{q}\left(\int_{U} L_{t}\left(x, \nabla_{\mu} u_{t}, \omega\right) d \mu+\int_{V} L_{t}\left(x, \nabla_{\mu} v_{t}, \omega\right) d \mu\right)
\end{aligned}
$$

with $c=\max \left\{\beta\left(1+\gamma+\gamma^{2}\right)+1, \frac{\beta \gamma^{2}}{\alpha}\right\}$, where $\overline{\lim }_{t \rightarrow \infty} \int_{A} a_{t}(x, \omega) d \mu<\infty$ by (2.13) and $\sup _{|\xi| \leqslant r} G(\xi)<\infty$ by 2.6). As $\varlimsup_{\tau \rightarrow 1^{-}} \Delta_{\omega}(\tau) \leqslant 0$, letting $t \rightarrow \infty, \tau \rightarrow 1^{-}$and $q \rightarrow \infty$ and using (4.8) and 4.9), we get

$$
\begin{equation*}
\varlimsup_{q \rightarrow \infty} \varlimsup_{\tau \rightarrow 1^{-}} \varlimsup_{t \rightarrow \infty} \int_{Z \cup T} L_{t}\left(x, \nabla_{\mu}\left(\tau w_{t}^{i_{t, \tau, q}}\right), \omega\right) d \mu \leqslant \mathcal{S}_{u, \omega}^{-}(U)+\mathcal{S}_{u, \omega}^{-}(V) \tag{4.18}
\end{equation*}
$$

On the other hand, taking (4.12) into account and using (4.6) and 4.7) we see that

$$
\lim _{q \rightarrow \infty} \lim _{\tau \rightarrow 1^{-}} \lim _{t \rightarrow \infty}\left\|\tau w_{t}^{i_{t, \tau, q}}-u\right\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)}=0
$$

By diagonalization, there exist increasing mappings $t \mapsto \tau_{t}$ and $t \mapsto q_{t}$ with $\tau_{t} \rightarrow 1^{-}$and $q_{t} \rightarrow \infty$ such that:

$$
\begin{aligned}
& \varliminf_{t \rightarrow \infty} \int_{Z \cup T} L_{t}\left(x, \nabla_{\mu} \hat{w}_{t}, \omega\right) d \mu \leqslant \varlimsup_{t \rightarrow \infty} \int_{Z \cup T} L_{t}\left(x, \nabla_{\mu} \hat{w}_{t}, \omega\right) d \mu \\
& \leqslant \varlimsup_{q \rightarrow \infty} \varlimsup_{\tau \rightarrow 1^{-}} \varlimsup_{t \rightarrow \infty} \int_{Z \cup T} L_{t}\left(x, \nabla_{\mu}\left(\tau w_{t}^{i_{t, \tau, q}}\right), \omega\right) d \mu \\
& \lim _{t \rightarrow \infty}\left\|\hat{w}_{t}-u\right\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)}=0
\end{aligned}
$$

where $\hat{w}_{t}:=\tau_{t} w_{t}^{i_{t}, \tau_{t}, q_{t}}$. Hence

$$
\mathcal{S}_{u, \omega}^{-}(Z \cup T) \leqslant \varlimsup_{q \rightarrow \infty} \varlimsup_{\tau \rightarrow 1^{-}} \varlimsup_{t \rightarrow \infty} \int_{Z \cup T} L_{t}\left(x, \nabla_{\mu}\left(\tau w_{t}^{i_{t, \tau, q}}\right), \omega\right) d \mu,
$$

and (4.4) follows from (4.18).
Substep 1-2: end of the proof of Lemma 4.1. We now prove (4.2). Fix $A, B \in \mathcal{O}(\Omega)$. Fix any $\varepsilon>0$ and consider $C, D \in \mathcal{O}(\Omega)$ such that $\bar{C} \subset A, \bar{D} \subset B$ and

$$
\beta \mu(E)+\beta \int_{E} G\left(\nabla_{\mu} u(x)\right) d \mu(x)<\varepsilon
$$

with $E:=A \cup B \backslash \overline{C \cup D}$. Then $\mathcal{S}_{u, \omega}^{-}(E) \leqslant \varepsilon$ by (4.1). Let $\hat{C}, \hat{D} \in \mathcal{O}(\Omega)$ be such that $\bar{C} \subset \hat{C}$, $\overline{\hat{C}} \subset A, \bar{D} \subset \hat{D}$ and $\overline{\hat{D}} \subset B$. Applying Lemma 4.3 with $U=\hat{C} \cup \hat{D}, V=T=E$ and $Z=C \cup D$ (resp. $U=A, V=B, Z=\hat{C}$ and $T=\hat{D}$ ) we obtain

$$
\mathcal{S}_{u, \omega}^{-}(A \cup B) \leqslant \mathcal{S}_{u, \omega}^{-}(\hat{C} \cup \hat{D})+\varepsilon\left(\operatorname{resp} . \mathcal{S}_{u, \omega}^{-}(\hat{C} \cup \hat{D}) \leqslant \mathcal{S}_{u, \omega}^{-}(A)+\mathcal{S}_{u, \omega}^{-}(B)\right)
$$

and (4.2) follows by letting $\varepsilon \rightarrow 0$.

Step 2: other formulas for the $\Gamma$-limit inf and the $\Gamma$-limit sup. Consider the variational functionals $E_{0, \omega}^{-}, E_{0, \omega}^{+}: H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \times \mathcal{O}(\Omega) \rightarrow[0, \infty]$ given by:

$$
\begin{aligned}
& E_{0, \omega}^{-}(u, A):=\inf \left\{\underline{\lim }_{t \rightarrow \infty} E_{t}\left(u_{t}, A, \omega\right): H_{\mu, 0}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \ni u_{t}-u \xrightarrow{L_{\mu}^{p}} 0\right\} ; \\
& E_{0, \omega}^{+}(u, A):=\inf \left\{\varlimsup_{t \rightarrow \infty} E_{t}\left(u_{t}, A, \omega\right): H_{\mu, 0}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \ni u_{t}-u \xrightarrow{L_{\mu}^{p}} 0\right\} .
\end{aligned}
$$

As $H_{\mu, 0}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \subset H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ it is clear that:

$$
\begin{align*}
& \mathcal{S}_{u, \omega}^{-}(A) \leqslant E_{0, \omega}^{-}(u, A)  \tag{4.19}\\
& \mathcal{S}_{u, \omega}^{+}(A) \leqslant E_{0, \omega}^{+}(u, A) \tag{4.20}
\end{align*}
$$

for all $u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ and all $A \in \mathcal{O}(\Omega)$. On the other hand, we have the following lemma.

Lemma 4.4. If (2.5), (2.6), (2.7), (2.11), (2.12) and (2.13) hold then for every $u \in \mathfrak{G}$, every $A \in \mathcal{O}(\Omega)$ and every $\tau \in] 0,1[$, one has:

$$
\begin{align*}
& E_{0, \omega}^{-}(\tau u, A) \leqslant\left(1+\Delta_{\omega}(\tau)\right) \mathcal{S}_{u, \omega}^{-}(A)+\varlimsup_{t \rightarrow \infty} \Delta_{\omega}(\tau) \int_{A} a_{t}(x, \omega) d \mu(x)  \tag{4.21}\\
& E_{0, \omega}^{+}(\tau u, A) \leqslant\left(1+\Delta_{\omega}(\tau)\right) \mathcal{S}_{u, \omega}^{+}(A)+\varlimsup_{t \rightarrow \infty} \Delta_{\omega}(\tau) \int_{A} a_{t}(x, \omega) d \mu(x) \tag{4.22}
\end{align*}
$$

with $\Delta_{\omega}(\tau):=\sup _{s>0} \Delta_{L_{s}}^{a_{s}(\cdot, \omega)}(\tau)$, where $\left.\left.\left\{a_{s}(\cdot, \omega)\right\}_{s>0} \subset L_{\mu}^{1}(\Omega ;] 0, \infty\right]\right)$ is given by (2.12) and satisfies (2.13). As a consequence (4.19)-(4.21) and 4.20)-4.22) we have:

$$
\begin{align*}
& \Gamma\left(L_{\mu}^{p}\right)-\varliminf_{t \rightarrow \infty}^{\lim _{t \rightarrow \infty}} E_{t}(u, A, \omega)=\lim _{\tau \rightarrow 1^{-}} E_{0, \omega}^{-}(\tau u, A) ;  \tag{4.23}\\
& \Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, A, \omega)=\lim _{\tau \rightarrow 1^{-}} E_{0, \omega}^{+}(\tau u, A)
\end{align*}
$$

for all $u \in \mathfrak{G}$ and $A \in \mathcal{O}(\Omega)$.
Proof of Lemma 4.4. Fix $u \in \mathfrak{G}$ and $A \in \mathcal{O}(\Omega)$. As the proofs of (4.21) and (4.22) are the same, we only prove 4.21). Let $\left\{u_{t}\right\}_{t>0} \subset H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ be such that:

$$
\begin{align*}
& \left\|u_{t}-u\right\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)} \rightarrow 0  \tag{4.24}\\
& \lim _{t \rightarrow \infty} \int_{A} L_{t}\left(x, \nabla_{\mu} u_{t}(x), \omega\right) d \mu(x)=\mathcal{S}_{u, \omega}^{-}(A)<\infty \tag{4.25}
\end{align*}
$$

Since $\left\{L_{t}\right\}_{t>0}$ is $p$-coercive (see (2.5) and the left inequality in (2.11), from (4.25) we see that $\sup _{t>0}\left\|\nabla_{\mu} u_{t}\right\|_{L_{\mu}^{p}(\Omega ; \mathbb{M})}<\infty$. As $p>\kappa$, taking (4.24) into account, by Corollary 3.8 we can assert, up to a subsequence, that:

$$
\begin{equation*}
\left\|u_{t}-u\right\|_{L_{\mu}^{\infty}\left(\Omega ; \mathbb{R}^{m}\right)} \rightarrow 0 \tag{4.26}
\end{equation*}
$$

Fix $\delta>0$ and set $A_{\delta}:=\{x \in A: \operatorname{dist}(x, \partial A)>\delta\}$ with $\partial A:=\bar{A} \backslash A$. Fix any $t>0$ and any $q \geqslant 1$ and consider $W_{i}^{-}, W_{i}^{+} \subset \Omega$ given by

$$
\begin{aligned}
& W_{i}^{-}:=\left\{x \in \Omega: \operatorname{dist}\left(x, A_{\delta}\right) \leqslant \frac{\delta}{3}+\frac{(i-1) \delta}{3 q}\right\} ; \\
& W_{i}^{+}:=\left\{x \in \Omega: \frac{\delta}{3}+\frac{i \delta}{3 q} \leqslant \operatorname{dist}\left(x, A_{\delta}\right)\right\},
\end{aligned}
$$

where $i \in\{1, \cdots, q\}$. (Note that $W_{i}^{-} \subset A$.) For every $i \in\{1, \cdots, q\}$ there exists a Urysohn function $\varphi_{i} \in \operatorname{Lip}(\Omega)$ for the pair $\left(W_{i}^{+}, W_{i}^{-}\right)$. Define $w_{t}^{i}: \Omega \rightarrow \mathbb{R}^{m}$ by

$$
\begin{equation*}
w_{t}^{i}:=\varphi_{i} u_{t}+\left(1-\varphi_{i}\right) u \tag{4.27}
\end{equation*}
$$

Then $w_{t}^{i}-u \in H_{\mu, 0}^{1, p}\left(A ; \mathbb{R}^{m}\right)$. Fix any $\left.\tau \in\right] 0,1\left[\right.$. Setting $W_{i}:=X \backslash\left(W_{i}^{-} \cup W_{i}^{+}\right) \subset A$ and using Theorem 3.3(d) and (3.1) we have

$$
\nabla_{\mu}\left(\tau w_{t}^{i}\right)=\tau \nabla_{\mu} w_{t}^{i}= \begin{cases}\tau \nabla_{\mu} u_{t} & \text { in } W_{i}^{-} \\ (1-\tau) \frac{\tau}{1-\tau} D_{\mu} \varphi_{i} \otimes\left(u_{t}-u\right)+\tau\left(\varphi_{i} \nabla_{\mu} u_{t}+\left(1-\varphi_{i}\right) \nabla_{\mu} u\right) & \text { in } W_{i} \\ \tau \nabla_{\mu} u & \text { in } W_{i}^{+}\end{cases}
$$

Fix any $t>0$. Noticing that $A=W_{i}^{-} \cup W_{i} \cup\left(A \cap W_{i}^{+}\right)$we deduce that for every $i \in\{1, \cdots, q\}$,

$$
\begin{align*}
\int_{A} L_{t}\left(x, \tau \nabla_{\mu} w_{t}^{i}, \omega\right) d \mu \leqslant & \int_{A} L_{t}\left(x, \tau \nabla_{\mu} u_{t}, \omega\right) d \mu+\int_{A \cap W_{i}^{+}} L_{t}\left(x, \tau \nabla_{\mu} u, \omega\right) d \mu \\
& +\int_{W_{i}} L_{t}\left(x, \tau \nabla_{\mu} w_{t}^{i}, \omega\right) d \mu \tag{4.28}
\end{align*}
$$

Fix any $q \in\{1, \cdots, q\}$. From the right inequality in (2.11) and the inequality (2.7) we see that

$$
\begin{align*}
\int_{W_{i}} L_{t}\left(x, \tau \nabla_{\mu} w_{t}^{i}, \omega\right) d \mu \leqslant & \beta \mu\left(W_{i}\right)+\beta \int_{W_{i}} G\left(\tau \nabla_{\mu} w_{t}^{i}\right) d \mu \\
\leqslant & \beta(1+\gamma) \mu\left(W_{i}\right) \\
& +\beta \gamma \int_{W_{i}} G\left(\varphi_{i} \nabla_{\mu} u_{t}+\left(1-\varphi_{i}\right) \nabla_{\mu} u\right) d \mu \\
& +\beta \gamma \int_{W_{i}} G\left(\frac{\tau}{1-\tau} D_{\mu} \varphi_{i} \otimes\left(u_{t}-u\right)\right) d \mu \tag{4.29}
\end{align*}
$$

and by using again the inequality (2.7) and the left inequality in (2.11) we obtain

$$
\begin{align*}
\int_{W_{i}} L_{t}\left(x, \tau \nabla_{\mu} w_{t}^{i}, \omega\right) d \mu \leqslant & \beta\left(1+\gamma+\gamma^{2}\right) \mu\left(W_{i}\right) \\
& +\frac{\beta \gamma^{2}}{\alpha}\left(\int_{W_{i}} L_{t}\left(x, \nabla_{\mu} u_{t}, \omega\right) d \mu+\int_{W_{i}} L_{t}\left(x, \nabla_{\mu} u, \omega\right) d \mu\right) \\
& +\beta \gamma \int_{W_{i}} G\left(\frac{\tau}{1-\tau} D_{\mu} \varphi_{i} \otimes\left(u_{t}-u\right)\right) d \mu . \tag{4.30}
\end{align*}
$$

Remark 4.5. Since $u \in \mathfrak{G}$, from (2.11) we see that $\overline{\lim }_{t \rightarrow \infty} \int_{E} L_{t}\left(x, \nabla_{\mu} u, \omega\right) d \mu<\infty$ for all $E \in \mathcal{O}(\Omega)$.

On the other hand, we have

$$
\left|\frac{\tau}{1-\tau} D_{\mu} \varphi_{i}(x) \otimes\left(u_{t}(x)-u(x)\right)\right| \leqslant\left|\frac{\tau}{1-\tau}\right|\left\|D_{\mu} \varphi_{i}\right\|_{L_{\mu}^{\infty}(\Omega)}\left\|u_{t}-u\right\|_{L_{\mu}^{\infty}\left(\Omega ; \mathbb{R}^{m}\right)}
$$

for $\mu$-a.a. $x \in \Omega$. But $\lim _{t \rightarrow \infty}\left\|u_{t}-u\right\|_{L_{\mu}^{\infty}\left(\Omega ; \mathbb{R}^{m}\right)}=0$ by 4.26), hence for each $i \in\{1, \cdots, q\}$ there exists $t_{i}>0$ such that

$$
\left|\frac{\tau}{1-\tau} D_{\mu} \varphi_{i}(x) \otimes\left(u_{t}(x)-u(x)\right)\right| \leqslant r
$$

for $\mu$-a.a. $x \in \Omega$ and all $t \geqslant t_{i}$ with $r>0$ given by (2.6). Hence

$$
\begin{align*}
\int_{W_{i}} G\left(\frac{\tau}{1-\tau} D_{\mu} \varphi_{i} \otimes\left(u_{t}-u\right)\right) d \mu & \leqslant \int_{W_{i}} \sup _{i \xi \mid \leqslant r} G(\xi) d \mu  \tag{4.31}\\
& =\mu\left(W_{i}\right) \sup _{|\xi| \leqslant r} G(\xi)
\end{align*}
$$

for all $t \geqslant T_{q}$ with $T_{q}=\max \left\{t_{i}: i \in\{1, \cdots, q\}\right\}$. Moreover, we have:

$$
\begin{align*}
\int_{A} L_{t}\left(x, \tau \nabla_{\mu} u_{t}, \omega\right) d \mu \leqslant & \int_{A} L_{t}\left(x, \nabla_{\mu} u_{t}, \omega\right) d \mu \\
& +\Delta_{\omega}(\tau)\left(\int_{A} a_{t}(x, \omega) d \mu+\int_{A} L_{t}\left(x, \nabla_{\mu} u_{t}, \omega\right) d \mu\right)  \tag{4.32}\\
\int_{A \cap W_{i}^{+}} L_{t}\left(x, \tau \nabla_{\mu} u, \omega\right) d \mu \leqslant & \int_{A \cap W_{i}^{+}} L_{t}\left(x, \nabla_{\mu} u, \omega\right) d \mu \\
& +\Delta_{\omega}(\tau)\left(\int_{A \cap W_{i}^{+}} a_{t}(x, \omega) d \mu+\int_{A \cap W_{i}^{+}} L_{t}\left(x, \nabla_{\mu} u, \omega\right) d \mu\right) \tag{4.33}
\end{align*}
$$

Taking (4.31) into account and substituting (4.30), (4.32) and (4.33) into (4.28) and then averaging these inequalities, it follows that for every $q \geqslant 1$ and every $t \geqslant T_{q}$, there exists $i_{t, q} \in\{1, \cdots, q\}$ such that

$$
\begin{aligned}
\int_{A} L_{t}\left(x, \nabla_{\mu}\left(\tau w_{t}^{i_{t, q}}\right), \omega\right) d \mu \leqslant & \int_{A} L_{t}\left(x, \nabla_{\mu} u_{t}, \omega\right) d \mu \\
& +\Delta_{\omega}(\tau)\left(\int_{A} a_{t}(x, \omega) d \mu+\int_{A} L_{t}\left(x, \nabla_{\mu} u_{t}, \omega\right) d \mu\right) \\
& +\frac{1}{q} \int_{A} L_{t}\left(x, \nabla_{\mu} u, \omega\right) d \mu \\
& +\frac{1}{q} \Delta_{\omega}(\tau)\left(\int_{A} a_{t}(x, \omega) d \mu+\int_{A} L_{t}\left(x, \nabla_{\mu} u, \omega\right) d \mu\right) \\
& +\frac{c}{q} \mu(A) \sup _{|\xi| \leqslant r} G(\xi) \\
& +\frac{c}{q}\left(\int_{A} L_{t}\left(x, \nabla_{\mu} u_{t}, \omega\right) d \mu+\int_{A} L_{t}\left(x, \nabla_{\mu} u, \omega\right) d \mu\right)
\end{aligned}
$$

with $c=\max \left\{\beta\left(1+\gamma+\gamma^{2}\right)+1, \frac{\beta \gamma^{2}}{\alpha}\right\}$, where $\varlimsup_{t \rightarrow \infty} \int_{A} a_{t}(x, \omega) d \mu<\infty$ by (2.13) and $\sup _{|\xi| \leqslant r} G(\xi)<\infty$ by (2.6). Thus, letting $t \rightarrow \infty$ and $q \rightarrow \infty$ and using (4.25), we get

$$
\begin{equation*}
\varlimsup_{q \rightarrow \infty} \varlimsup_{t \rightarrow \infty} \int_{A} L_{t}\left(x, \nabla_{\mu}\left(\tau w_{t}^{i_{t, q}}\right), \omega\right) d \mu \leqslant\left(1+\Delta_{\omega}(\tau)\right) \mathcal{S}_{u, \omega}^{-}(A)+\varlimsup_{t \rightarrow \infty} \Delta_{\omega}(\tau) \int_{A} a_{t}(x, \omega) d \mu \tag{4.34}
\end{equation*}
$$

On the other hand, taking (4.27) into account and using 4.24 we see that

$$
\lim _{q \rightarrow \infty} \lim _{t \rightarrow \infty}\left\|\tau w_{t}^{i_{t, q}}-\tau u\right\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)}=0
$$

By diagonalization, there exists an increasing mapping $t \mapsto q_{t}$ with $q_{t} \rightarrow \infty$ such that:

$$
\begin{aligned}
& \lim _{t \rightarrow \infty} \int_{A} L_{t}\left(x, \nabla_{\mu} \hat{w}_{t}, \omega\right) d \mu \leqslant \varlimsup_{t \rightarrow \infty} \int_{A} L_{t}\left(x, \nabla_{\mu} \hat{w}_{t}, \omega\right) d \mu \leqslant \varlimsup_{q \rightarrow \infty} \varlimsup_{t \rightarrow \infty} \int_{A} L_{t}\left(x, \nabla_{\mu}\left(\tau w_{t}^{i_{t, q}}\right), \omega\right) d \mu ; \\
& \lim _{t \rightarrow \infty}\left\|\hat{w}_{t}-u\right\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)}=0
\end{aligned}
$$

where $\hat{w}_{t}:=\tau w_{t}^{i t, q_{t}}$ is such that $\hat{w}_{t}-\tau u \in H_{\mu, 0}^{1, p}\left(A ; \mathbb{R}^{m}\right)$. Hence

$$
E_{0, \omega}^{-}(\tau u, A) \leqslant \varlimsup_{q \rightarrow \infty} \varlimsup_{t \rightarrow \infty} \int_{A} L_{t}\left(x, \nabla_{\mu}\left(\tau w_{t}^{i_{t, q}}\right), \omega\right) d \mu
$$

and (4.21) follows from (4.34).
As $\varlimsup_{\tau \rightarrow 1^{-}} \Delta_{\omega}(\tau) \leqslant 0$ we have $\varlimsup_{\tau \rightarrow 1^{-}} \varlimsup_{t \rightarrow \infty} \Delta_{\omega}(\tau) \int_{A} a_{t}(x, \omega) d \mu(x) \leqslant 0$, and so from (4.21) we deduce that

$$
\varlimsup_{\tau \rightarrow 1^{-}} E_{0, \omega}^{-}(\tau u, A) \leqslant \mathcal{S}_{u, \omega}^{+}(A)
$$

Moreover, from 4.19) we have

$$
\mathcal{S}_{u, \omega}^{+}(A) \leqslant \underline{\lim }_{\tau \rightarrow 1^{-}} \mathcal{S}_{\tau u, \omega}^{+}(A) \leqslant \underline{\lim }_{t \rightarrow 1^{-}} E_{0, \omega}^{-}(\tau u, A)
$$

which gives 4.23).
Step 3: using the Vitali envelope. For each $u \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ we consider the set functions $\check{\mathrm{m}}_{u, \omega}^{-}, \check{\mathrm{m}}_{u, \omega}^{+}: \mathcal{O}(\Omega) \rightarrow[0, \infty]$ defined by:

$$
\begin{align*}
& \check{\underline{\mathrm{m}}}_{u, \omega}(A):=\varlimsup_{\tau \rightarrow 1^{-}} \underline{\mathrm{m}}_{\tau u, \omega}(A) ; \\
& \check{\mathrm{m}}_{u, \omega}(A):=\varlimsup_{\tau \rightarrow 1^{-}} \overline{\mathrm{m}}_{\tau u, \omega}(A) . \tag{4.35}
\end{align*}
$$

where, for each $z \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), \underline{\mathrm{m}}_{z, \omega}, \overline{\mathrm{~m}}_{z, \omega}: \mathcal{O}(\Omega) \rightarrow[0, \infty]$ are given by:

$$
\begin{aligned}
& \underline{\mathrm{m}}_{z, \omega}(A):={\underset{\lim }{t \rightarrow \infty}}^{\inf }\left\{E_{t}(v, A, \omega): v-z \in H_{\mu, 0}^{1, p}\left(A ; \mathbb{R}^{m}\right)\right\} ; \\
& \overline{\mathrm{m}}_{z, \omega}(A):=\varlimsup_{t \rightarrow \infty} \inf \left\{E_{t}(v, A, \omega): v-z \in H_{\mu, 0}^{1, p}\left(A ; \mathbb{R}^{m}\right)\right\} .
\end{aligned}
$$

For each $\varepsilon>0$ and each $A \in \mathcal{O}(\Omega)$, we denote the class of countable families $\left\{Q_{i}:=\right.$ $\left.Q_{\rho_{i}}\left(x_{i}\right)\right\}_{i \in I}$ of disjoint open balls of $A$ with $x_{i} \in A$ and $\left.\rho_{i}=\operatorname{diam}\left(Q_{i}\right) \in\right] 0, \varepsilon[$ such that $\mu\left(A \backslash \cup_{i \in I} Q_{i}\right)=0$ by $\mathcal{V}_{\varepsilon}(A)$, we consider $\check{\bar{m}}_{u, \omega}^{\varepsilon}: \mathcal{O}(\Omega) \rightarrow[0, \infty]$ given by

$$
\check{\bar{m}}_{u, \omega}^{\varepsilon}(A):=\inf \left\{\sum_{i \in I} \check{\bar{m}}_{u, \omega}\left(Q_{i}\right):\left\{Q_{i}\right\}_{i \in I} \in \mathcal{V}_{\varepsilon}(A)\right\},
$$

and we define $\check{\bar{m}}_{u, \omega}^{*}: \mathcal{O}(\Omega) \rightarrow[0, \infty]$ by

$$
\check{\overline{\mathrm{m}}}_{u, \omega}^{*}(A):=\sup _{\varepsilon>0} \check{\overline{\mathrm{~m}}}_{u, \omega}^{\varepsilon}(A)=\lim _{\varepsilon \rightarrow 0} \check{\overline{\mathrm{~m}}}_{u, \omega}^{\varepsilon}(A) .
$$

The set function $\check{\bar{m}}_{u, \omega}^{*}$ is called the Vitali envelope of $\check{\bar{m}}_{u, \omega}$, see $\$ 3.5$ for more details.
Remark 4.6. For any $\left\{Q_{i}\right\}_{i \in I} \in \mathcal{V}_{\varepsilon}(A)$, as the annular decay property, see 2.4), holds we have $\mu\left(\partial Q_{i}\right)=0$ for all $i \in I$, see Remark 2.2 .

Remark 4.7. As $\Omega$ satisfies the Vitali covering theorem, see Proposition 3.6(c), we have $\mathcal{V}_{\varepsilon}(A) \neq \varnothing$ for all $A \in \mathcal{O}(\Omega)$ and all $\varepsilon>0$.

Step 3 consists of proving the following lemma.

Lemma 4.8. If (2.5), (2.6), (2.7), (2.11), (2.12) and (2.13) hold then:

$$
\begin{align*}
& \Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty}^{\lim } E_{t}(u, A, \omega) \geqslant \check{\underline{m}}_{u, \omega}(A) ;  \tag{4.36}\\
& \Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, A, \omega)=\check{\mathrm{m}}_{u, \omega}^{*}(A) \tag{4.37}
\end{align*}
$$

for all $u \in \mathfrak{G}$ and all $A \in \mathcal{O}(\Omega)$.
Proof of Lemma 4.8. Fix $u \in \mathfrak{G}$. Given any $A \in \mathcal{O}(\Omega)$, it is easy to see that:

$$
\begin{aligned}
& \underline{\mathrm{m}}_{\tau u, \omega}(A) \leqslant E_{0, \omega}^{-}(\tau u, A) ; \\
& \overline{\mathrm{m}}_{\tau u, \omega}(A) \leqslant E_{0, \omega}^{+}(\tau u, A)
\end{aligned}
$$

for all $\tau \in] 0,1[$, hence:

$$
\begin{aligned}
& \underline{\mathrm{m}}_{u, \omega}(A)=\varlimsup_{\tau \rightarrow 1^{-}} \underline{\mathrm{m}}_{\tau u, \omega}(A) \leqslant \lim _{\tau \rightarrow 1^{-}} E_{0, \omega}^{-}(\tau u, A)=\Gamma\left(L_{\mu}^{p}\right)-\underline{\lim }_{t \rightarrow \infty} E_{t}(u, A, \omega) ; \\
& \check{\overline{\mathrm{m}}}_{u, \omega}(A)=\varlimsup_{\tau \rightarrow 1^{-}} \overline{\mathrm{m}}_{\tau u, \omega}(A) \leqslant \lim _{\tau \rightarrow 1^{-}} E_{0, \omega}^{+}(\tau u, A)=\Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, A, \omega)
\end{aligned}
$$

by Lemma 4.4, and consequently

$$
\check{\bar{m}}_{u, \omega}^{*}(A) \leqslant \Gamma\left(L_{\mu}^{p}\right) \varlimsup_{t \rightarrow \infty} E_{t}(u, A, \omega)
$$

because in the proof of Lemma 4.4 it is established that $\Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, \cdot, \omega)$ can be uniquely extended to a finite positive Radon measure on $\Omega$, see Remark 4.2. Hence 4.36) holds and, to establish 4.37), it remains to prove that

$$
\begin{equation*}
\Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, A, \omega) \leqslant \check{\overline{\mathrm{m}}}_{u, \omega}^{*}(A) \tag{4.38}
\end{equation*}
$$

with $\check{\mathrm{m}}_{u, \omega}^{*}(A)<\infty$. Fix any $\varepsilon>0$. By definition of $\check{\mathrm{m}}_{u, \omega}^{\varepsilon}(A)$ there exists $\left\{Q_{i}\right\}_{i \in I} \in \mathcal{V}_{\varepsilon}(A)$ such that

$$
\begin{equation*}
\sum_{i \in I} \check{\bar{m}}_{u, \omega}\left(Q_{i}\right) \leqslant \check{\bar{m}}_{u, \omega}^{\varepsilon}(A)+\frac{\varepsilon}{2} . \tag{4.39}
\end{equation*}
$$

Fix any $t>0$ and define $\mathrm{m}_{u, \omega}^{t}: \mathcal{O}(\Omega) \rightarrow[0, \infty]$ by

$$
\begin{equation*}
\mathrm{m}_{u, \omega}^{t}(U):=\inf \left\{E_{t}(v, U, \omega): v-z \in H_{\mu, 0}^{1, p}\left(U ; \mathbb{R}^{m}\right)\right\} . \tag{4.40}
\end{equation*}
$$

(Thus $\overline{\mathrm{m}}_{u, \omega}(\cdot)=\overline{\lim }_{t \rightarrow \infty} \mathrm{~m}_{u, \omega}^{t}(\cdot)$.) Fix any $\left.\tau \in\right] 0,1\left[\right.$. For each $i \in I$, by definition of $\mathrm{m}_{\tau \mathrm{u}, \omega}^{\mathrm{t}}\left(\mathrm{Q}_{\mathrm{i}}\right)$ there exists $v_{t, \tau}^{i} \in H_{\mu}^{1, p}\left(Q_{i} ; \mathbb{R}^{m}\right)$ such that $v_{t, \tau}^{i}-\tau u \in H_{\mu, 0}^{1, p}\left(Q_{i} ; \mathbb{R}^{m}\right)$ and

$$
\begin{equation*}
E\left(v_{t, \tau}^{i}, Q_{i}, \omega\right) \leqslant \mathrm{m}_{\tau u, \omega}^{t}\left(Q_{i}\right)+\frac{\varepsilon \mu\left(Q_{i}\right)}{2 \mu(A)} . \tag{4.41}
\end{equation*}
$$

Define $u_{t, \tau}^{\varepsilon}: \Omega \rightarrow \mathbb{R}^{m}$ by

$$
u_{t, \tau}^{\varepsilon}:= \begin{cases}\tau u & \text { in } \Omega \backslash A \\ v_{t, \tau}^{i} & \text { in } Q_{i} .\end{cases}
$$

Then $u_{t, \tau}^{\varepsilon}-\tau u \in H_{\mu, 0}^{1, p}\left(A ; \mathbb{R}^{m}\right)$. Moreover, because of Proposition 3.6(a), $\nabla_{\mu} u_{t, \tau}^{\varepsilon}(x)=$ $\nabla_{\mu} v_{t, \tau}^{i}(x)$ for $\mu$-a.e. $x \in Q_{i}$. From 4.41) we see that

$$
E_{t}\left(u_{t, \tau}^{\varepsilon}, A, \omega\right) \leqslant \sum_{i \in I} \mathrm{~m}_{\tau u, \omega}^{t}\left(Q_{i}\right)+\frac{\varepsilon}{2},
$$

hence $\varlimsup_{\tau \rightarrow 1^{-}} \varlimsup_{t \rightarrow \infty} E\left(u_{t, \tau}^{\varepsilon}, A, \omega\right) \leqslant \widetilde{\bar{m}}_{u, \omega}^{\varepsilon}(A)+\varepsilon$ by using (4.39), and consequently

$$
\begin{equation*}
\varlimsup_{\varepsilon \rightarrow 0} \varlimsup_{\tau \rightarrow 1^{-}} \varlimsup_{t \rightarrow \infty} E_{t}\left(u_{t, \tau}^{\varepsilon}, A, \omega\right) \leqslant \check{\overline{\mathrm{m}}}_{u, \omega}^{*}(A) \tag{4.42}
\end{equation*}
$$

On the other hand, we have

$$
\begin{aligned}
\left\|u_{t, \tau}^{\varepsilon}-u\right\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)}^{p} & \leqslant 2^{p}\left(\left\|u_{t, \tau}^{\varepsilon}-\tau u\right\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)}^{p}+\|\tau u-u\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)}^{p}\right) \\
& =2^{p}\left(\int_{A}\left|u_{t, \tau}^{\varepsilon}-\tau u\right|^{p} d \mu+(1-\tau)^{p}\|u\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)}^{p}\right) \\
& =2^{p}\left(\sum_{i \in I} \int_{Q_{i}}\left|v_{t, \tau}^{i}-\tau u\right|^{p} d \mu+(1-\tau)^{p}\|u\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)}^{p}\right) .
\end{aligned}
$$

As $\Omega$ supports a $p$-Sobolev inequality, see Proposition 3.6 (b), and $\left.\operatorname{diam}\left(Q_{i}\right) \in\right] 0, \varepsilon[$ for all $i \in I$, we have

$$
\sum_{i \in I} \int_{Q_{i}}\left|v_{t, \tau}^{i}-\tau u\right|^{p} d \mu \leqslant \varepsilon^{p} C_{S}^{p} \sum_{i \in I} \int_{Q_{i}}\left|\nabla_{\mu} v_{t, \tau}^{i}-\tau \nabla_{\mu} u\right|^{p} d \mu
$$

with $C_{S}>0$ given by (3.3), hence

$$
\sum_{i \in I} \int_{Q_{i}}\left|v_{t, \tau}^{i}-\tau u\right|^{p} d \mu \leqslant 2^{p} \varepsilon^{p} C_{S}^{p}\left(\sum_{i \in I} \int_{Q_{i}}\left|\nabla_{\mu} v_{t, \tau}^{i}\right|^{p} d \mu+\tau^{p} \int_{A}\left|\nabla_{\mu} u\right|^{p} d \mu\right)
$$

and consequently

$$
\begin{align*}
\left\|u_{t, \tau}^{\varepsilon}-u\right\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)}^{p} \leqslant & 2^{2 p} \varepsilon^{p} C_{S}^{p}\left(\sum_{i \in I} \int_{Q_{i}}\left|\nabla_{\mu} v_{t, \tau}^{i}\right|^{p} d \mu+\tau^{p} \int_{A}\left|\nabla_{\mu} u\right|^{p} d \mu\right) \\
& +2^{p}(1-\tau)^{p}\|u\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)}^{p} . \tag{4.43}
\end{align*}
$$

Taking (2.5), the left inequality in (2.11), 4.39) and (4.41) into account, from (4.43) we deduce that

$$
\varlimsup_{\tau \rightarrow 1^{-}} \varlimsup_{t \rightarrow \infty}\left\|u_{t, \tau}^{\varepsilon}-u\right\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)}^{p} \leqslant 2^{2 p} C_{S}^{p} \varepsilon^{p}\left(\frac{1}{\alpha c}\left(\check{\bar{m}}_{u, \omega}^{\varepsilon}(A)+\varepsilon\right)+\int_{A}\left|\nabla_{\mu} u\right|^{p} d \mu\right),
$$

which gives

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \varlimsup_{\tau \rightarrow 1^{-}} \varlimsup_{t \rightarrow \infty}\left\|u_{t, \tau}^{\varepsilon}-u\right\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)}^{p}=0 \tag{4.44}
\end{equation*}
$$

because $\lim _{\varepsilon \rightarrow 0} \check{\overline{\mathrm{~m}}}_{u, \omega}^{\varepsilon}(A)=\overline{\mathrm{m}}_{u, \omega}^{*}(A)<\infty$. According to (4.42) and (4.44), by diagonalization there exist mappings $t \mapsto \tau_{t}$ and $t \rightarrow \varepsilon_{t}$, with $\tau_{t} \rightarrow 1^{-}$and $\varepsilon_{t} \rightarrow 0$ as $t \rightarrow \infty$, such that:

$$
\begin{align*}
& \lim _{t \rightarrow \infty}\left\|w_{t}-u\right\|_{L_{\mu}^{p}\left(\Omega ; \mathbb{R}^{m}\right)}^{p}=0  \tag{4.45}\\
& \varlimsup_{t \rightarrow \infty} E_{t}\left(w_{t}, A, \omega\right) \leqslant \check{\bar{m}}_{u, \omega}^{*}(A) \tag{4.46}
\end{align*}
$$

with $w_{t}:=u_{t, \tau_{t}}^{\varepsilon_{t}}$. By (4.45) we have $\Gamma\left(L_{\mu}^{p}\right)-\overline{\lim }_{t \rightarrow \infty} E_{t}(u, A, \omega) \leqslant \overline{\lim }_{t \rightarrow \infty} E_{t}\left(w_{t}, A, \omega\right)$, and inequality (4.38) follows from (4.46).

Step 4: differentiation with respect to $\boldsymbol{\mu}$. Using Lemma 4.1, Remark 4.2 and Lemma 4.8, it is easily seen that

$$
\begin{align*}
& \Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, A, \omega) \geqslant \int_{A} \varlimsup_{\rho \rightarrow 0} \frac{\check{\underline{m}}_{u, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} d \mu(x)=\int_{A} \varlimsup_{\rho \rightarrow 0} \varlimsup_{\tau \rightarrow 1^{-}} \frac{\underline{\mathrm{m}}_{\tau u, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} d \mu(x) ;  \tag{4.47}\\
& \Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, A, \omega)=\int_{A} \lim _{\rho \rightarrow 0} \frac{\check{\mathrm{~m}}_{u, \omega}^{*}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} d \mu(x) \tag{4.48}
\end{align*}
$$

for all $u \in \mathfrak{G}$ and all $A \in \mathcal{O}(\Omega)$. The goal of Step 4 is to apply Theorem 3.29 (with $\Theta=\overline{\mathrm{m}}_{u, \omega}$ where $u \in \mathfrak{G}$ ) for proving the following lemma.
Lemma 4.9. If (2.5), (2.6), 2.7), 2.11, (2.12) and (2.13) hold then

$$
\begin{equation*}
\check{\overline{\mathrm{m}}}_{u, \omega}^{*}(A)=\int_{A} \lim _{\rho \rightarrow 0} \frac{\check{\overline{\mathrm{~m}}}_{u, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} d \mu(x) \tag{4.49}
\end{equation*}
$$

for all $u \in \mathfrak{G}$ and all $A \in \mathcal{O}(\Omega)$. As a consequence, we have

$$
\begin{equation*}
\Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, A, \omega)=\int_{A} \lim _{\rho \rightarrow 0} \frac{\check{\bar{m}}_{u, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} d \mu(x)=\int_{A} \lim _{\rho \rightarrow 0} \varlimsup_{\tau \rightarrow 1^{-}} \frac{\overline{\mathrm{m}}_{\tau u, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} d \mu(x) \tag{4.50}
\end{equation*}
$$

for all $u \in \mathfrak{G}$ and all $A \in \mathcal{O}(\Omega)$.
Proof of Lemma 4.9. Fix $u \in \mathfrak{G}$. The integral representation of $\Gamma\left(L_{\mu}^{p}\right)-\overline{\lim }_{t \rightarrow \infty} E_{t}(u, \cdot, \omega)$ in (4.50) follows from (4.49), 4.48) and the definition of $\overline{\mathrm{m}}_{u, \omega}$ in 4.35). So, we only need to establish (4.49). For this, it is sufficient to prove that $\check{\mathrm{m}}_{u, \omega}$ is subadditive and there exists a finite Radon measure $\nu$ on $\Omega$ which is absolutely continuous with respect to $\mu$ such that

$$
\begin{equation*}
\check{\overline{\mathrm{m}}}_{u, \omega}(A) \leqslant \nu(A) \tag{4.51}
\end{equation*}
$$

for all $A \in \mathcal{O}(\Omega)$, and then to apply Theorem 3.29. For each $t>0$ and each $\tau \in] 0,1[$, from the definition of $\mathrm{m}_{\tau u, \omega}^{t}$ in 4.40), it is easy to see that for every $A, B, C \in \mathcal{O}(\Omega)$ with $B, C \subset A, B \cap C=\varnothing$ and $\mu(A \backslash B \cup C)=0$,

$$
\mathrm{m}_{\tau u, \omega}^{t}(A) \leqslant \mathrm{m}_{\tau u, \omega}^{t}(B)+\mathrm{m}_{\tau u, \omega}^{t}(C),
$$

and so

$$
\varlimsup_{\tau \rightarrow 1^{-}} \varlimsup_{t \rightarrow \infty} \mathrm{~m}_{\tau u, \omega}^{t}(A) \leqslant \varlimsup_{\tau \rightarrow 1^{-}} \varlimsup_{t \rightarrow \infty} \mathrm{~m}_{\tau u, \omega}^{t}(B)+\varlimsup_{\tau \rightarrow 1^{-}} \varlimsup_{t \rightarrow \infty} \mathrm{~m}_{\tau u, \omega}^{t}(C)
$$

i.e.

$$
\begin{equation*}
\check{\overline{\mathrm{m}}}_{u, \omega}(A) \leqslant \check{\overline{\mathrm{m}}}_{u, \omega}(B)+\check{\overline{\mathrm{m}}}_{u, \omega}(C) \tag{4.52}
\end{equation*}
$$

which shows the subadditivity of $\check{\bar{m}}_{u, \omega}$.
Remark 4.10. As, in general, the limit inf of the sum is not smaller than the sum of the limit inf, we cannot assert that 4.52 holds for $\check{\underline{m}}_{u, \omega}$ instead of $\check{m}_{u, \omega}$ and so that $\underline{\breve{m}}_{u, \omega}$ is subadditive.

On the other hand, given any $t>0$ and any $\tau \in] 0,1[$, by using the right inequality in (2.11) we have

$$
\mathrm{m}_{\tau u, \omega}^{t}(A) \leqslant \beta \mu(A)+\beta \int_{A} G\left(\tau \nabla_{\mu} u(x)\right) d \mu(x)
$$

But, from (2.7) we see that $G\left(\tau \nabla_{\mu} u(x)\right) \leqslant \gamma\left(1+G\left(\nabla_{\mu} u(x)\right)+G(0)\right)$ for $\mu$-a.a. $x \in \Omega$, hence

$$
\begin{aligned}
\mathrm{m}_{\tau u, \omega}^{t}(A) & \leqslant \beta \mu(A)+\beta \gamma \mu(A)+\beta \gamma\left(\int_{A} G\left(\nabla_{\mu} u(x)\right) d \mu(x)+\mu(A) G(0)\right) \\
& \leqslant \beta \mu(A)+\beta \gamma \mu(A)+\beta \gamma \mu(A) G(0)+\beta \gamma \int_{A} G\left(\nabla_{\mu} u(x)\right) d \mu(x)
\end{aligned}
$$

Letting $t \rightarrow \infty$ and $\tau \rightarrow 1^{-}$we conclude that

$$
\check{\overline{\mathrm{m}}}_{u, \omega}(A) \leqslant c\left(\mu(A)+\int_{A} G\left(\nabla_{\mu} u(x)\right) d \mu(x)\right)
$$

with $c:=\beta(1+\gamma+\gamma G(0))$. Thus (4.51) holds with the Radon measure $\nu:=c\left(1+G\left(\nabla_{\mu} u(\cdot)\right)\right) \mu$ which is necessarily finite since $u \in \mathfrak{G}$ and $G(0)<\infty$ by (2.6).

Step 5: establishing the $\Gamma$-limit inf and the $\Gamma$-limit sup formulas. According to (4.47) and (4.50), the proof of Theorem 2.11 will be completed (see Substep 5-2) if we prove that for each $u \in \mathfrak{G}$ and $\mu$-a.e. $x \in \Omega$, we have

$$
\begin{equation*}
\varliminf_{\tau \rightarrow 1^{-}} \varlimsup_{\rho \rightarrow 0} \frac{\underline{\mathrm{~m}}_{\tau u_{x}, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} \leqslant \varlimsup_{\rho \rightarrow 0} \frac{\stackrel{\underline{m}}{u, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} \tag{4.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\varliminf_{\tau \rightarrow 1^{-}} \lim _{\rho \rightarrow 0} \frac{\overline{\mathrm{~m}}_{\tau u_{x}, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)}=\lim _{\rho \rightarrow 0} \frac{\check{\overline{\mathrm{~m}}}_{u, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} \tag{4.54}
\end{equation*}
$$

i.e.

$$
\begin{align*}
& \varliminf_{\tau \rightarrow 1^{-}} \varlimsup_{\rho \rightarrow 0} \frac{\overline{\mathrm{~m}}_{\tau u_{x}, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} \leqslant \lim _{\rho \rightarrow 0} \frac{\check{\overline{\mathrm{~m}}}_{u, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)}  \tag{4.55}\\
& \underline{\lim _{\tau \rightarrow 1^{-}}} \varlimsup_{\rho \rightarrow 0} \frac{\overline{\mathrm{~m}}_{\tau u_{x}, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} \geqslant \lim _{\rho \rightarrow 0} \frac{\check{\mathrm{~m}}_{u, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)}, \tag{4.56}
\end{align*}
$$

where $u_{x} \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ is given by Proposition 3.6(d) (and satisfies (3.4) and (3.5)).
Substep 5-1: proofs of $(4.53),(4.55)$ and (4.56). We only give the proof of (4.53). As the proofs of (4.55) and (4.56) use the same method, the details are left to the reader.
First of all, by diagonalization there exists a mapping $\sigma \mapsto \tau_{\sigma}$ with $\tau_{\sigma} \rightarrow 1^{-}$as $\sigma \rightarrow 1^{-}$such that:

$$
\begin{aligned}
& \lim _{\sigma \rightarrow 1^{-}} \frac{\tau_{\sigma}}{\sigma}=1 \\
& \varlimsup_{\tau \rightarrow 1^{-}} \varlimsup_{\sigma \rightarrow 1^{-}} \Delta_{\omega}\left(\frac{\tau}{\sigma}\right) \leqslant \varlimsup_{\sigma \rightarrow 1^{-}} \Delta_{\omega}\left(\frac{\tau_{\sigma}}{\sigma}\right)
\end{aligned}
$$

where $\Delta_{\omega}(\cdot):=\sup _{s>0} \Delta_{L_{s}}^{a_{s}(\cdot, \omega)}(\cdot)$ with $\left.\left.\left\{a_{s}(\cdot, \omega)\right\}_{s>0} \subset L_{\mu}^{1}(\Omega ;] 0, \infty\right]\right)$ given by (2.12). But $\varlimsup_{r \rightarrow 1^{-}} \Delta_{\omega}(r) \leqslant 0$, hence

$$
\begin{equation*}
\varlimsup_{\tau \rightarrow 1^{-}} \varlimsup_{\sigma \rightarrow 1^{-}} \Delta_{\omega}\left(\frac{\tau}{\sigma}\right) \leqslant 0 \tag{4.57}
\end{equation*}
$$

Fix any $\varepsilon>0$. For each $\tau \in] 0,1\left[\right.$ there exists $\left.\sigma_{\tau} \in\right] \tau, 1[$ such that

$$
\begin{equation*}
\Delta_{\omega}\left(\frac{\tau}{\sigma}\right) \leqslant \varlimsup_{\sigma \rightarrow 1^{-}} \Delta_{\omega}\left(\frac{\tau}{\sigma}\right)+\frac{\varepsilon}{2} \tag{4.58}
\end{equation*}
$$

for all $\sigma \in\left[\sigma_{\tau}, 1\left[\right.\right.$. In the same way, there exists $\left.\tau_{0} \in\right] 0,1[$ such that

$$
\begin{equation*}
\varlimsup_{\sigma \rightarrow 1^{-}} \Delta_{\omega}\left(\frac{\tau}{\sigma}\right) \leqslant \varlimsup_{\tau \rightarrow 1^{-}} \varlimsup_{\sigma \rightarrow 1^{-}} \Delta_{\omega}\left(\frac{\tau}{\sigma}\right)+\frac{\varepsilon}{2} \tag{4.59}
\end{equation*}
$$

for all $\tau \in\left[\tau_{0}, 1[\right.$, and from (4.57), 4.58) and (4.59) we deduce that

$$
\begin{equation*}
\Delta_{\omega}\left(\frac{\tau}{\sigma}\right) \leqslant \varepsilon \tag{4.60}
\end{equation*}
$$

for all $\tau \in\left[\tau_{0}, 1\left[\right.\right.$ and all $\sigma \in\left[\sigma_{\tau}, 1[\right.$.
Fix $u \in \mathfrak{G}$. Fix any $t>0$, any $\lambda \in] 0,1\left[\right.$, any $\rho>0$, any $\tau \in\left[\tau_{0}, 1\left[\right.\right.$ and any $\sigma \in\left[\sigma_{\tau}, 1[\right.$. By definition of $\mathrm{m}_{\sigma u, \omega}^{t}\left(Q_{\lambda \rho}(x)\right)$ in 4.40, there exists $w: \Omega \rightarrow \mathbb{R}^{m}$ such that $w-\sigma u \in$ $H_{\mu, 0}^{1, p}\left(Q_{\lambda \rho}(x) ; \mathbb{R}^{m}\right)$ and

$$
\begin{equation*}
\int_{Q_{\lambda \rho}(x)} L_{t}\left(y, \nabla_{\mu} w(y), \omega\right) d \mu(y) \leqslant \mathrm{m}_{\sigma u, \omega}^{t}\left(Q_{\lambda \rho}(x)\right)+\varepsilon \mu\left(Q_{\lambda \rho}(x)\right) \tag{4.61}
\end{equation*}
$$

By Proposition 3.6 (e) there is a Urysohn function $\varphi \in \operatorname{Lip}(\Omega)$ for the pair $\left(\Omega \backslash Q_{\rho}(x), \bar{Q}_{\lambda \rho}(x)\right)$ such that

$$
\begin{equation*}
\left\|D_{\mu} \varphi\right\|_{L_{\mu}^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)} \leqslant \frac{\theta}{\rho(1-\lambda)} \tag{4.62}
\end{equation*}
$$

for some $\theta>0$ (which does not depend on $\rho$ ). Define $v \in H_{\mu}^{1, p}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)$ by

$$
v:=\varphi \frac{\tau}{\sigma} u+(1-\varphi) \frac{\tau}{\sigma} u_{x} .
$$

Then $v-\frac{\tau}{\sigma} u_{x} \in H_{\mu, 0}^{1, p}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)$. Using Theorem 3.3(d) and (3.1) we have

$$
\begin{aligned}
\nabla_{\mu}(\sigma v) & = \begin{cases}\nabla_{\mu}(\tau u) & \text { in } \bar{Q}_{\lambda \rho}(x) \\
\tau D_{\mu} \varphi \otimes\left(u-u_{x}\right)+\sigma\left(\varphi \frac{\tau}{\sigma} \nabla_{\mu} u+(1-\varphi) \frac{\tau}{\sigma} \nabla_{\mu} u(x)\right) & \text { in } Q_{\rho}(x) \backslash \bar{Q}_{\lambda \rho}(x)\end{cases} \\
& = \begin{cases}\nabla_{\mu}(\tau u) & \text { in } \bar{Q}_{\lambda \rho}(x) \\
(1-\tau) \frac{\tau}{1-\tau} D_{\mu} \varphi \otimes\left(u-u_{x}\right)+\tau\left(\varphi \nabla_{\mu} u+(1-\varphi) \nabla_{\mu} u(x)\right) & \text { in } Q_{\rho}(x) \backslash \bar{Q}_{\lambda \rho}(x) .\end{cases}
\end{aligned}
$$

As $\frac{\tau}{\sigma} w-\tau u \in H_{\mu, 0}^{1, p}\left(Q_{\lambda \rho}(x) ; \mathbb{R}^{m}\right)$ we have $\sigma v+\left(\frac{\tau}{\sigma} w-\tau u\right)-\tau u_{x} \in H_{\mu, 0}^{1, p}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)$. Noticing that $\mu\left(\partial Q_{\lambda \rho}(x)\right)=0$ (see Remark 2.2) and, because of Proposition (3.6) (a), $\nabla_{\mu}\left(\frac{\tau}{\sigma} w-\tau u\right)(y)=0$
for $\mu$-a.a. $y \in Q_{\rho}(x) \backslash \bar{Q}_{\lambda \rho}(x)$, we see that

$$
\begin{aligned}
\frac{\mathrm{m}_{\tau u_{x}, \omega}^{t}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)} \leqslant & \frac{1}{\mu\left(Q_{\lambda \rho}(x)\right)} \int_{Q_{\rho}(x)} L_{t}\left(y, \nabla_{\mu}(\sigma v)+\nabla_{\mu}\left(\frac{\tau}{\sigma} w-\tau u\right), \omega\right) d \mu \\
= & \frac{1}{\mu\left(Q_{\lambda \rho}(x)\right)} \int_{\bar{Q}_{\lambda_{\rho}(x)}} L_{t}\left(y, \nabla_{\mu}(\tau u)+\nabla_{\mu}\left(\frac{\tau}{\sigma} w-\tau u\right), \omega\right) d \mu \\
& +\frac{1}{\mu\left(Q_{\lambda \rho}(x)\right)} \int_{Q_{\rho}(x) \backslash \bar{Q}_{\lambda \rho}(x)} L_{t}\left(y, \nabla_{\mu}(\sigma v), \omega\right) d \mu \\
= & \frac{1}{\mu\left(Q_{\lambda \rho}(x)\right)} \int_{Q_{\lambda \rho}(x)} L_{t}\left(y, \frac{\tau}{\sigma} \nabla_{\mu} w, \omega\right) d \mu \\
& +\frac{1}{\mu\left(Q_{\lambda \rho}(x)\right)} \int_{Q_{\rho}(x) \backslash Q_{\lambda \rho}(x)} L_{t}\left(y, \nabla_{\mu}(\sigma v), \omega\right) d \mu
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\frac{\mathrm{m}_{\tau u_{x}, \omega}^{t}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)} \leqslant & \frac{1}{\mu\left(Q_{\lambda \rho}(x)\right)} \int_{Q_{\rho}(x)} L_{t}\left(y, \nabla_{\mu} w, \omega\right) d \mu \\
& +\Delta_{\omega}\left(\frac{\tau}{\sigma}\right)\left(\frac{\mu\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)} f_{Q_{\rho}(x)} a_{t}(y, \omega) d \mu+\frac{1}{\mu\left(Q_{\lambda \rho}(x)\right)} \int_{Q_{\rho}(x)} L_{t}\left(y, \nabla_{\mu} w, \omega\right) d \mu\right) \\
& +\frac{1}{\mu\left(Q_{\lambda \rho}(x)\right)} \int_{Q_{\rho}(x) \backslash Q_{\lambda \rho}(x)} L_{t}\left(y, \nabla_{\mu}(\sigma v), \omega\right) d \mu .
\end{aligned}
$$

Taking (4.61), 2.7) and the right inequality in (2.11) into account we deduce that

$$
\begin{aligned}
\frac{\mathrm{m}_{\tau u_{x}, \omega}^{t}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)} \leqslant & \left(1+\Delta_{\omega}\left(\frac{\tau}{\sigma}\right)\right)\left(\frac{\mathrm{m}_{\sigma u, \omega}^{t}\left(Q_{\lambda \rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)}+\varepsilon\right) \\
& +\Delta_{\omega}\left(\frac{\tau}{\sigma}\right) \frac{\mu\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)} f_{Q_{\rho}(x)} a_{t}(y, \omega) d \mu \\
& +\frac{c}{\mu\left(Q_{\lambda \rho}(x)\right)} \int_{Q_{\rho}(x) \backslash Q_{\lambda \rho}(x)} G\left(\frac{\tau}{1-\tau} D_{\mu} \varphi \otimes\left(u-u_{x}\right)\right) d \mu \\
& +\frac{c}{\mu\left(Q_{\lambda \rho}(x)\right)} \int_{Q_{\rho}(x) \backslash Q_{\lambda \rho}(x)}\left(G\left(\nabla_{\mu} u(y)\right)+G\left(\nabla_{\mu} u(x)\right)\right) d \mu \\
& +c\left(\frac{\mu\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)}-1\right)
\end{aligned}
$$

with $c:=\beta+\beta \gamma+\beta \gamma^{2}$, where $\gamma>0$ and $\beta>0$ given by (2.7) and (2.11) respectively. Thus, taking (4.60) into account, noticing that $\mu\left(Q_{\rho}(x)\right) \geqslant \mu\left(Q_{\lambda \rho}(x)\right)$, we obtain

$$
\begin{align*}
\frac{\mathrm{m}_{\tau u_{x}, \omega}^{t}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} \leqslant & (1+\varepsilon)\left(\frac{\mathrm{m}_{\sigma u, \omega}^{t}\left(Q_{\lambda \rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)}+\varepsilon\right) \\
& +\varepsilon \frac{\mu\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)} f_{Q_{\rho}(x)} a_{t}(y, \omega) d \mu \\
& +\frac{c}{\mu\left(Q_{\lambda \rho}(x)\right)} \int_{Q_{\rho}(x) \backslash Q_{\lambda \rho}(x)} G\left(\frac{\tau}{1-\tau} D_{\mu} \varphi \otimes\left(u-u_{x}\right)\right) d \mu \\
& +\frac{c}{\mu\left(Q_{\lambda \rho}(x)\right)} \int_{Q_{\rho}(x) \backslash Q_{\lambda \rho}(x)} G\left(\nabla_{\mu} u(y)\right) d \mu \\
& +c\left(\frac{\mu\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)}-1\right) G\left(\nabla_{\mu} u(x)\right) \\
& +c\left(\frac{\mu\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)}-1\right) \tag{4.63}
\end{align*}
$$

On the other hand, by (4.62) we have

$$
\begin{aligned}
\left|\frac{\tau}{1-\tau} D_{\mu} \varphi(y) \otimes\left(u(y)-u_{x}(y)\right)\right| & \leqslant\left|\frac{\tau}{1-\tau}\right|\left\|D_{\mu} \varphi\right\|_{L_{\mu}^{\infty}(\Omega)}\left\|u-u_{x}\right\|_{L_{\mu}^{\infty}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)} \\
& \leqslant \frac{\tau \theta}{(1-\tau)(1-\lambda)} \frac{1}{\rho}\left\|u-u_{x}\right\|_{L_{\mu}^{\infty}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)}
\end{aligned}
$$

for $\mu$-a.a. $y \in Q_{\rho}(x) \backslash Q_{\lambda \rho}(x)$. But, since $p>\kappa, \lim _{\rho \rightarrow 0} \frac{1}{\rho}\left\|u-u_{x}\right\|_{L_{\mu}^{\infty}\left(Q_{\rho}(x) ; \mathbb{R}^{m}\right)}=0$ by (3.5), hence there exists $\rho_{0}>0$ (which depends on $\tau$ and $\lambda$ ) such that

$$
\left|\frac{\tau}{1-\tau} D_{\mu} \varphi(y) \otimes\left(u(y)-u_{x}(y)\right)\right| \leqslant r
$$

for $\mu$-a.a. $y \in Q_{\rho}(x) \backslash Q_{\lambda \rho}(x)$ and all $\left.\rho \in\right] 0, \rho_{0}[$ with $r>0$ given by (2.6). Hence

$$
\begin{align*}
\int_{Q_{\rho}(x) \backslash Q_{\lambda \rho}(x)} G\left(\frac{\tau}{1-\tau} D_{\mu} \varphi \otimes\left(u-u_{x}\right)\right) d \mu & \leqslant \int_{Q_{\rho}(x) \backslash Q_{\lambda \rho}(x)} \sup _{|\xi| \leqslant r} G(\xi) d \mu \\
& =\mu\left(Q_{\rho}(x) \backslash Q_{\lambda \rho}(x)\right) \sup _{|\xi| \leqslant r} G(\xi) \tag{4.64}
\end{align*}
$$

for all $\rho \in] 0, \rho_{0}[$. Moreover, it easy to see that

$$
\begin{align*}
\int_{Q_{\rho}(x) \backslash Q_{\lambda \rho}(x)} G\left(\nabla_{\mu} u(y)\right) d \mu \leqslant & \mu\left(Q_{\rho}(x)\right) \int_{Q_{\rho}(x)}\left|G\left(\nabla_{\mu} u(y)\right)-G\left(\nabla_{\mu} u(x)\right)\right| d \mu \\
& +\mu\left(Q_{\rho}(x) \backslash Q_{\lambda \rho}(x)\right) G\left(\nabla_{\mu} u(x)\right) \tag{4.65}
\end{align*}
$$

Taking (4.64) and 4.65) into account, from (4.63) we deduce that

$$
\begin{align*}
\frac{\mathrm{m}_{\tau u_{x}, \omega}^{t}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} \leqslant & (1+\varepsilon)\left(\frac{\mathrm{m}_{\sigma u, \omega}^{t}\left(Q_{\lambda \rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)}+\varepsilon\right) \\
& +\varepsilon \frac{\mu\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)} f_{Q_{\rho}(x)} a_{t}(y, \omega) d \mu \\
& +c \frac{\mu\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)} f_{Q_{\rho}(x)}\left|G\left(\nabla_{\mu} u(y)\right)-G\left(\nabla_{\mu} u(x)\right)\right| d \mu(y) \\
& +c\left(\frac{\mu\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)}-1\right) \sup _{|\xi| \leqslant r} G(\xi) \\
& +2 c\left(\frac{\mu\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)}-1\right) G\left(\nabla_{\mu} u(x)\right) \\
& +c\left(\frac{\mu\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)}-1\right) . \tag{4.66}
\end{align*}
$$

As $u \in \mathfrak{G}$, i.e. $G\left(\nabla_{\mu} u(\cdot)\right) \in L_{\mu}^{1}(\Omega)$, (and $\mu$ is a doubling measure) we can assert that

$$
\begin{equation*}
\lim _{\rho \rightarrow 0} f_{Q_{\rho}(x)}\left|G\left(\nabla_{\mu} u(y)\right)-G\left(\nabla_{\mu} u(x)\right)\right| d \mu(y)=0 \tag{4.67}
\end{equation*}
$$

and by (2.14) we have

$$
\begin{equation*}
\varlimsup_{\rho \rightarrow 0} \varlimsup_{t \rightarrow \infty} f_{Q_{\rho}(x)} a_{t}(y, \omega) d \mu(y)=: a_{\infty}(x, \omega) \in[0, \infty[. \tag{4.68}
\end{equation*}
$$

Letting $t \rightarrow \infty, \sigma \rightarrow 1^{-}$and $\rho \rightarrow 0$ in (4.66) and using 4.67) and 4.68) we see that

$$
\begin{align*}
\varlimsup_{\rho \rightarrow 0} \frac{\underline{\mathrm{~m}}_{\tau u_{x}, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} \leqslant & (1+\varepsilon)\left(\varlimsup_{\rho \rightarrow 0} \frac{\check{\underline{m}}_{u, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)}+\varepsilon\right) \\
& +\varepsilon \varlimsup_{\rho \rightarrow 0} \frac{\mu\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)} a_{\infty}(x, \omega) \\
& +c\left(\varlimsup_{\rho \rightarrow 0} \frac{\mu\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)}-1\right) \sup _{|\xi| \leqslant r} G(\xi) \\
& +2 c\left(\varlimsup_{\rho \rightarrow 0} \frac{\mu\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)}-1\right) G\left(\nabla_{\mu} u(x)\right) \\
& +c\left(\varlimsup_{\rho \rightarrow 0} \frac{\mu\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\lambda \rho}(x)\right)}-1\right) . \tag{4.69}
\end{align*}
$$

Letting $\tau \rightarrow 1^{-}$and $\lambda \rightarrow 1^{-}$in (4.69) and using (3.6) we conclude that

$$
\begin{equation*}
\varliminf_{\tau \rightarrow 1^{-}} \varlimsup_{\rho \rightarrow 0} \frac{\underline{\mathrm{~m}}_{\tau u_{x}, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} \leqslant(1+\varepsilon)\left(\lim _{\rho \rightarrow 0} \frac{\check{\underline{m}}_{u, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)}+\varepsilon\right)+\varepsilon a_{\infty}(x, \omega) \tag{4.70}
\end{equation*}
$$

and (4.53) follows by letting $\varepsilon \rightarrow 0$.

Substep 5-2: end of the proof of Theorem 2.11. Combining (4.47) with (4.53) and (4.50) with (4.54) we get:

$$
\begin{aligned}
& \Gamma\left(L_{\mu}^{p}\right)-\varliminf_{t \rightarrow \infty} E_{t}(u, A, \omega) \geqslant \int_{A} \underline{\lim _{\tau \rightarrow 1^{-}}} \varlimsup_{\rho \rightarrow 0} \frac{\underline{\mathrm{~m}}_{\tau u_{x}, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} d \mu(x) ; \\
& \Gamma\left(L_{\mu}^{p}\right)-\varlimsup_{t \rightarrow \infty} E_{t}(u, A, \omega)=\int_{A} \underline{\lim }_{\tau \rightarrow 1^{-}} \lim _{\rho \rightarrow 0} \frac{\overline{\mathrm{~m}}_{\tau u_{x}, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)} d \mu(x)
\end{aligned}
$$

for all $u \in \mathfrak{G}$ and all $A \in \mathcal{O}(\Omega)$. On the other hand, given any $u \in \mathfrak{G}$, it is easily seen that:

$$
\begin{aligned}
& \varliminf_{\tau \rightarrow 1^{-}} \varlimsup_{\rho \rightarrow 0} \frac{\underline{\mathrm{~m}}_{\tau u_{x}, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)}=\varliminf_{\tau \rightarrow 1^{-}} \varlimsup_{\rho \rightarrow 0} \varliminf_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}\left(x, \tau \nabla_{\mu} u(x), \omega\right) ; \\
& \underline{\lim _{\tau \rightarrow 1^{-}}} \lim _{\rho \rightarrow 0} \frac{\overline{\mathrm{~m}}_{\tau u_{x}, \omega}\left(Q_{\rho}(x)\right)}{\mu\left(Q_{\rho}(x)\right)}=\underline{\tau \rightarrow 1}_{\lim } \lim _{\rho \rightarrow 0} \varlimsup_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}\left(x, \tau \nabla_{\mu} u(x), \omega\right)
\end{aligned}
$$

for $\mu$-a.a. $x \in \Omega$, and (2.15) and 2.16 follow.

## 5. Proofs of the homogenization theorems

As the proof of Theorem 2.25 follows by the same method as in the proof of Theorem 2.34 , by using Theorem 3.33 instead of Theorem 3.42, we only give the proof of Theorem 2.34 .

Proof of Theorem 2.34. The proof consists of applying Corollary 2.15. First of all, taking Remarks 2.32 and 3.16 into account, it is easy to see that (2.5), (2.6), (2.7), (2.11), (2.12), (2.13) and (2.14) are satisfied. So, we only need to prove that for $\mathbb{P}$-a.e. $\omega \in \Sigma$ and every $x \in \Omega$, one has

$$
\begin{equation*}
\varliminf_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega)=\varlimsup_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega)=L_{\mathrm{hom}}(\xi, \omega) \text { for all } \xi \in \mathbb{G} \tag{5.1}
\end{equation*}
$$

Let $\xi \in \mathbb{G}$ and let $\mathcal{S}^{\xi}: \mathcal{B}_{\mu, 0}(X) \rightarrow L^{1}(\Sigma, \mathcal{T}, \mathbb{P})$ be defined by

$$
\mathcal{S}^{\xi}(A)(\omega):=\inf \left\{\int_{\AA} L\left(y, \xi+\nabla_{\mu} w(y), \omega\right) d \mu(y): w \in H_{\mu, 0}^{1, p}\left(\AA ; \mathbb{R}^{m}\right)\right\}
$$

where by 2.32 ) we have $0 \leqslant \mathcal{S}^{\xi}(A)(\omega) \leqslant c \mu(\AA) \leqslant c \mu(A)$ for all $A \in \mathcal{B}_{\mu, 0}(X)$ and all $\omega \in \Sigma$ with $c:=\beta(1+G(\xi))(c<\infty$ because $\xi \in \mathbb{G})$. In particular $\mathcal{S}^{\xi}$ satisfies the boundedness condition in (3.46). On the other hand, taking (2.34) into account, from $\left(\mathrm{H}_{2}\right)$, we see that for any $Q \in \mathrm{Ba}(X)$, any $t>0$ and any $\omega \in \Sigma$, one has

$$
\begin{aligned}
\mathcal{S}^{\xi}\left(h_{t}(Q)\right)(\omega) & =\inf \left\{\int_{h_{t}(Q)} L\left(y, \xi+\nabla_{\mu} w(y), \omega\right) d \mu(y): w \in H_{\mu, 0}^{1, p}\left(h_{t}(Q) ; \mathbb{R}^{m}\right)\right\} \\
& =\inf \left\{\int_{Q} L\left(h_{t}(y), \xi+\nabla_{\mu} w\left(h_{t}(y)\right), \omega\right) d\left(h_{t}^{-1}\right)^{\sharp} \mu(y): w \in H_{\mu, 0}^{1, p}\left(h_{t}(Q) ; \mathbb{R}^{m}\right)\right\} \\
& =\mu\left(h_{t}(\mathbb{U})\right) \inf \left\{\int_{Q} L_{t}\left(y, \xi+\nabla_{\mu} w\left(h_{t}(y)\right), \omega\right) d \mu(y): w \in H_{\mu, 0}^{1, p}\left(h_{t}(Q) ; \mathbb{R}^{m}\right)\right\} .
\end{aligned}
$$

But $\mu\left(h_{t}(\mathbb{U})\right) \mu(Q)=\left(h_{t}^{-1}\right)^{\sharp} \mu(Q)=\mu\left(h_{t}(Q)\right)$ by using again $\left(\mathrm{H}_{2}\right)$, and so from $\left(\mathrm{H}_{3}\right)$ we obtain

$$
\mathcal{S}^{\xi}\left(h_{t}(Q)\right)(\omega)=\mu\left(h_{t}(Q)\right) \inf \left\{f_{Q} L_{t}\left(y, \xi+\nabla_{\mu} w(y), \omega\right) d \mu(y): w \in H_{\mu, 0}^{1, p}\left(Q ; \mathbb{R}^{m}\right)\right\}
$$

for all $Q \in \mathrm{Ba}(X)$, all $t>0$ and all $\omega \in \Sigma$. Consequently, we have:

$$
\begin{align*}
& \varliminf_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega)=\varliminf_{t \rightarrow \infty} \frac{\mathcal{S}^{\xi}\left(h_{t}\left(Q_{\rho}(x)\right)\right)(\omega)}{\mu\left(h_{t}\left(Q_{\rho}(x)\right)\right.} ;  \tag{5.2}\\
& \varlimsup_{t \rightarrow \infty} \mathcal{H}_{\mu}^{\rho} L_{t}(x, \xi, \omega)=\varlimsup_{t \rightarrow \infty} \frac{\mathcal{S}^{\xi}\left(h_{t}\left(Q_{\rho}(x)\right)\right)(\omega)}{\mu\left(h_{t}\left(Q_{\rho}(x)\right)\right)} \tag{5.3}
\end{align*}
$$

for all $x \in \Omega$, all $\rho>0$ and $\mathbb{P}$-a.a. $\omega \in \Sigma$. Moreover, from $\left(\mathrm{H}_{1}\right)$ and $(2.33)$ it easily seen that the set function $\mathcal{S}^{\xi}$ is $\mathbb{G}$-covariant, and $\mathcal{S}^{\xi}$ is also subadditive because, for each $A, B \in$ $\mathcal{B}_{\mu, 0}(X), \mu(\widetilde{A \cup B} \backslash(\AA \cup \stackrel{\circ}{A}))=0$ since $\widehat{A \cup B} \backslash(\AA \cup \AA) \subset \partial A \cup \partial B$ and $\mu(\partial A)=\mu(\partial B)=0$. Thus, taking $\left(\mathrm{H}_{4}^{\mathrm{s}}\right)$ and $\left(\mathrm{H}_{5}\right)$ into account, for every $x \in \Omega$ and every $\rho>0$, we can apply Theorem 3.42 with $\left\{\mathbb{U}_{k}\right\}_{k \in \mathbb{N}^{*}}=\left\{h_{k}(\mathbb{U})\right\}_{k \in \mathbb{N}^{*}}$ and $\left\{Q_{t}\right\}_{t>0}=\left\{h_{t}\left(Q_{\rho}(x)\right)\right\}_{t>0}$, and, noticing that $\mu\left(h_{k}(\mathbb{U})\right)=\mu\left(\widehat{h_{k}(\mathbb{U})}\right)=\mu\left(h_{k}(\mathbb{U})\right)$ for all $k \in \mathbb{N}^{*}$, we conclude that

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \frac{\mathcal{S}^{\xi}\left(h_{t}\left(Q_{\rho}(x)\right)\right)(\omega)}{\mu\left(h_{t}\left(Q_{\rho}(x)\right)\right)} & =\inf _{k \in \mathbb{N}^{*}} \frac{\mathbb{E}^{\mathcal{I}}\left[S^{\xi}\left(h_{k}(\mathbb{U})\right)\right](\omega)}{\mu\left(h_{k}(\mathbb{U})\right)} \\
& =\inf _{k \in \mathbb{N}^{*}} \mathbb{E}^{\mathcal{I}}\left[\frac{S^{\xi}\left(h_{k}(\mathbb{U})\right)}{\mu\left(h_{k}(\mathbb{U})\right)}\right](\omega) \\
& =L_{\mathrm{hom}}(\xi, \omega)
\end{aligned}
$$

for $\mathbb{P}$-a.a. $\omega \in \Sigma$, and (5.1) follows from (5.2) and (5.3).

## A. Appendix

## A.1. Proof of the integral representation of the Vitali envelope of a set function.

 In this appendix we prove Theorem 3.29.Proof of Theorem 3.29. First of all, from (a) we see that $-d_{\mu} \nu \leqslant d_{\mu}^{-} \Theta \leqslant d_{\mu}^{+} \Theta \leqslant d_{\mu} \nu$. Hence $d_{\mu}^{-} \Theta, d_{\mu}^{+} \Theta \in L_{\mu}^{1}(\Omega)$ because $\nu$ is a finite Radon measure which is absolutely continuous with respect to the finite Radon measure $\mu$. So $\lambda^{-}(A), \lambda^{+}(A) \in \mathbb{R}$ for all $A \in \mathcal{O}(\Omega)$, where $\lambda^{-}, \lambda^{+}: \mathcal{O}(\Omega) \rightarrow \mathbb{R}$ are given by:

$$
\begin{aligned}
& \lambda^{-}(A):=\int_{A} d_{\mu}^{-} \Theta(x) d \mu(x) \\
& \lambda^{+}(A):=\int_{A} d_{\mu}^{+} \Theta(x) d \mu(x)
\end{aligned}
$$

In what follows, we consider $\bar{\Theta}^{*}: \mathcal{O}(\Omega) \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\bar{\Theta}^{*}(A):=\inf _{\varepsilon>0} \sup \left\{\sum_{i \in I} \Theta\left(Q_{i}\right):\left\{Q_{i}\right\}_{i \in I} \in \mathcal{V}_{\varepsilon}(A)\right\} \tag{A.1}
\end{equation*}
$$

(It is clear that $\Theta^{*} \leqslant \bar{\Theta}^{*}$. In fact, we are going to prove that under the assumptions (a) and (b) of Theorem 3.29 we have $\Theta^{*}(A)=\bar{\Theta}^{*}(A)=\int_{A} d_{\mu} \Theta(x) d \mu(x)$ for all $A \in \mathcal{O}(\Omega)$.) We divide the proof into three steps.

Step 1: proving that $\Theta^{*}=\boldsymbol{\lambda}^{-}$and $\overline{\boldsymbol{\Theta}}^{*}=\boldsymbol{\lambda}^{+}$. Define $\theta^{-}, \theta^{+}: \mathcal{O}(\Omega) \rightarrow \mathbb{R}$ by:

$$
\begin{aligned}
& \theta^{-}(A):=\Theta(A)-\lambda^{-}(A) ; \\
& \theta^{+}(A):=\Theta(A)-\lambda^{+}(A) .
\end{aligned}
$$

In what follows, $\theta^{*}$ (resp. $\bar{\theta}^{*}$ ) is defined by (3.41) (resp. A.1) with $\Theta$ replaced by $\theta^{-}$(resp. $\theta^{+}$).

## Substep 1-1: an auxiliary lemma.

Lemma A.1. Under the assumption (a) of Theorem 3.29 we have $\theta^{*}=\bar{\theta}^{*}=0$.
Proof of Lemma A.1. We only prove that $\theta^{*}=0$. (The proof of $\bar{\theta}^{*}=0$ follows from similar arguments and is left to the reader.)
First of all, from the assumption (a) it is clear that

$$
\begin{equation*}
\left|\theta^{-}(A)\right| \leqslant \hat{\nu}(A) \tag{A.2}
\end{equation*}
$$

for all $A \in \mathcal{O}(\Omega)$, where $\hat{\nu}:=\nu+|\nu|$ is absolutely continuous with respect to $\mu$ (with $|\nu|$ denoting the total variation of $\nu$ ).
Secondly, we can assert that

$$
\begin{equation*}
d_{\mu}^{-} \theta^{-}=0, \tag{A.3}
\end{equation*}
$$

where for any set function $\mathrm{s}: \mathcal{O}(\Omega) \rightarrow \mathbb{R}$, the function $d_{\mu}^{-} \mathrm{s}: \Omega \rightarrow\left[-\infty, \infty\left[\right.\right.$ (resp. $d_{\mu}^{+} \mathrm{s}: \Omega \rightarrow$ $]-\infty, \infty]$ ) is defined by (3.38) (resp. (3.39)) with $\Theta$ replaced by s. Indeed, for any $x \in X$, it is easily seen that

$$
d_{\mu}^{-} \Theta(x, \rho)-d_{\mu}^{+} \lambda^{-}(x, \rho) \leqslant d_{\mu}^{-} \theta^{-}(x, \rho) \leqslant d_{\mu}^{-} \Theta(x, \rho)-d_{\mu}^{-} \lambda^{-}(x, \rho)
$$

for all $\rho>0$, and letting $\rho \rightarrow 0$, we obtain

$$
d_{\mu}^{-} \Theta(x)-d_{\mu}^{+} \lambda^{-}(x) \leqslant d_{\mu}^{-} \theta^{-}(x) \leqslant d_{\mu}^{-} \Theta(x)-d_{\mu}^{-} \lambda^{-}(x) .
$$

But $d_{\mu}^{-} \lambda^{-}(x)=d_{\mu}^{+} \lambda^{-}(x)=d_{\mu}^{-} \Theta(x)$, hence $d_{\mu}^{-} \theta^{-}(x)=0$.
Finally, to conclude we prove that (A.2) and A.3) imply $\theta^{*}=0$. For this, we are going to prove the following two assertions:

$$
\begin{align*}
& \text { if } d_{\mu}^{-} \theta^{-} \leqslant 0 \text { then } \theta^{*} \leqslant 0 ;  \tag{A.4}\\
& \text { under A.2 , if } d_{\mu}^{-} \theta^{-} \geqslant 0 \text { then } \theta^{*} \geqslant 0 . \tag{A.5}
\end{align*}
$$

Proof of (A.4). Fix $A \in \mathcal{O}(\Omega)$. Fix any $\varepsilon>0$. Then $d_{\mu}^{-} \theta^{-}<\varepsilon$, and so in particular $\lim _{\rho \rightarrow 0} d_{\mu}^{-} \theta^{-}(x, \rho)<\varepsilon$ for all $x \in A$. Hence, for each $x \in A$ there exists $\left.\left\{\rho_{x, n}\right\}_{n} \subset\right] 0, \varepsilon[$ with $\rho_{x, n} \rightarrow 0$ as $n \rightarrow \infty$ such that $d_{\mu}^{-} \theta^{-}\left(x, \rho_{x, n}\right)<\varepsilon$ for all $n \geqslant 1$. Taking Remark 3.27 into account, it follows that for each $x \in A$ and each $n \geqslant 1$ there is $Q_{x, n} \in \operatorname{Ba}\left(A, x, \rho_{x, n}\right)$ such that for each $x \in A$ and each $n \geqslant 1$,

$$
\begin{equation*}
\frac{\theta^{-}\left(Q_{x, n}\right)}{\mu\left(Q_{x, n}\right)}<\varepsilon . \tag{A.6}
\end{equation*}
$$

Moreover, since $\operatorname{diam}\left(\bar{Q}_{x, n}\right)=\operatorname{diam}\left(Q_{x, n}\right) \leqslant \rho_{x, n}$ for all $x \in A$ and all $n \geqslant 1$, we have $\inf \left\{\operatorname{diam}\left(\bar{Q}_{x, n}\right): n \geqslant 1\right\}=0$ (where $\bar{Q}_{x, n}$ denotes the closed ball corresponding to the open ball $Q_{x, n}$ ). Let $\mathcal{F}_{0}$ be the family of closed balls of $\Omega$ given by

$$
\mathcal{F}_{0}:=\left\{\bar{Q}_{x, n}: x \in A \text { and } n \geqslant 1\right\} .
$$

As $\Omega$ satisfies the Vitali covering theorem, from the above we deduce that there exists a disjoint countable subfamily $\left\{\bar{Q}_{i}\right\}_{i \in I_{0}}$ of closed balls of $\mathcal{F}_{0}$ (with $Q_{i} \subset A, \mu\left(\partial Q_{i}\right)=0$ and $\left.\operatorname{diam}\left(Q_{i}\right) \in\right] 0, \varepsilon[)$ such that $\mu\left(A \backslash \cup_{i \in I_{0}} \bar{Q}_{i}\right)=0$, which means that $\left\{Q_{i}\right\}_{i \in I_{0}} \in \mathcal{V}_{\varepsilon}(A)$. From (A.6) we see that $\theta^{-}\left(Q_{i}\right)<\varepsilon \mu\left(Q_{i}\right)$ for all $i \in I_{0}$, hence

$$
\sum_{i \in I_{0}} \theta^{-}\left(Q_{i}\right) \leqslant \varepsilon \sum_{i \in I_{0}} \mu\left(Q_{i}\right)=\varepsilon \mu(A) .
$$

Consequently $\theta^{-, \varepsilon}(A) \leqslant \varepsilon \mu(A)$ for all $\varepsilon>0$, where $\theta^{-, \varepsilon}$ is defined by (3.40) with $\Theta$ replaced by $\theta^{-}$, and letting $\varepsilon \rightarrow 0$ we obtain $\theta^{*}(A) \leqslant 0$.
Proof of (A.5). Fix $A \in \mathcal{O}(\Omega)$. By Egorov's theorem, there exists a sequence $\left\{B_{n}\right\}_{n}$ of Borel subsets of $A$ such that:

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \mu\left(A \backslash B_{n}\right)=0  \tag{A.7}\\
& \lim _{\varepsilon \rightarrow 0} \sup _{x \in B_{n}}\left|d_{\mu}^{-} \theta^{-}(x)-d_{\mu}^{-} \theta^{-}(x, \varepsilon)\right|=0 \text { for all } n \geqslant 1 \tag{A.8}
\end{align*}
$$

As $\hat{\nu}$ is absolutely continuous with respect to $\mu$, by A.7 we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \hat{\nu}\left(A \backslash B_{n}\right)=0 \tag{A.9}
\end{equation*}
$$

Moreover, as $d_{\mu}^{-} \theta^{-} \geqslant 0$, from A.8 we deduce that

$$
\begin{equation*}
\varliminf_{\varepsilon \rightarrow 0} \inf _{x \in B_{n}} d_{\mu}^{-} \theta^{-}(x, \varepsilon) \geqslant 0 \text { for all } n \geqslant 1 \tag{A.10}
\end{equation*}
$$

Fix any $n \geqslant 1$ and any $\varepsilon>0$. By definition of $\theta^{-, \varepsilon}$, there exists $\left\{Q_{i}\right\}_{i \in I} \in \mathcal{V}_{\varepsilon}(A)$ such that

$$
\begin{equation*}
\theta^{-, \varepsilon}(A)>\sum_{i \in I} \theta^{-}\left(Q_{i}\right)-\varepsilon \tag{A.11}
\end{equation*}
$$

Set $I_{n}:=\left\{i \in I: Q_{i} \cap B_{n} \neq \varnothing\right\}$. Using A.2 we have

$$
\begin{aligned}
& \sum_{i \in I} \theta^{-}\left(Q_{i}\right)=\sum_{i \in I_{n}} \theta^{-}\left(Q_{i}\right)+\sum_{i \in I \backslash I_{n}} \theta^{-}\left(Q_{i}\right) \geqslant \sum_{i \in I_{n}} \theta^{-}\left(Q_{i}\right)-\sum_{i \in I \backslash I_{n}} \hat{\nu}\left(Q_{i}\right) \\
& \geqslant \sum_{i \in I_{n}} \frac{\theta^{-}\left(Q_{i}\right)}{\mu\left(Q_{i}\right)} \mu\left(Q_{i}\right)-\hat{\nu}\left(\underset{i \in I \backslash I_{n}}{\cup} Q_{i}\right),
\end{aligned}
$$

and, choosing $x_{i} \in Q_{i} \cap B_{n}$ for each $i \in I_{n}$ and noticing that $\cup_{i \in I \backslash I_{n}} Q_{i} \subset A \backslash B_{n}$, it follows that

$$
\begin{aligned}
\sum_{i \in I} \theta^{-}\left(Q_{i}\right) & \geqslant \sum_{i \in I_{n}} d_{\mu}^{-} \theta^{-}\left(x_{i}, \varepsilon\right) \mu\left(Q_{i}\right)-\hat{\nu}\left(A \backslash B_{n}\right) \\
& \geqslant \inf _{x \in B_{n}} d_{\mu}^{-} \theta^{-}(x, \varepsilon) \sum_{i \in I_{n}} \mu\left(Q_{i}\right)-\hat{\nu}\left(A \backslash B_{n}\right) .
\end{aligned}
$$

Taking (A.11) into account, we conclude that

$$
\theta^{-, \varepsilon}(A) \geqslant \inf _{x \in B_{n}} d_{\mu}^{-} \theta^{-}(x, \varepsilon) \sum_{i \in I_{n}} \mu\left(Q_{i}\right)-\hat{\nu}\left(A \backslash B_{n}\right)-\varepsilon
$$

for all $\varepsilon>0$ and all $n \geqslant 1$, which gives $\theta^{*}(A) \geqslant 0$ by letting $\varepsilon \rightarrow 0$ and using A.10) and then by letting $n \rightarrow \infty$ and using A.9).
Substep 1-2: using Lemma A.1. As $\lambda^{-}$and $\lambda^{+}$are absolutely continuous with respect to $\mu$, it is easy to see that:
$\theta^{*}=\Theta^{*}-\lambda^{-} ;$
$\bar{\theta}^{*}=\bar{\Theta}^{*}-\lambda^{+}$.
Hence $\Theta^{*}=\lambda^{-}$and $\bar{\Theta}^{*}=\lambda^{+}$by Lemma A.1.
Step 2: proving that $\Theta^{*}=\bar{\Theta}^{*}$. We only need to prove that $\bar{\Theta}^{*} \leqslant \Theta^{*}$. For this, it is sufficient to show that for each open ball $Q$ of $\Omega$ with $\mu(\partial Q)=0$, one has

$$
\begin{equation*}
\Theta(Q) \leqslant \Theta^{*}(Q) \tag{A.12}
\end{equation*}
$$

Fix any $\varepsilon>0$. By definition of $\Theta^{\varepsilon}$, there exists $\left\{Q_{i}\right\}_{i \in I} \in \mathcal{V}_{\varepsilon}(Q)$ such that

$$
\begin{equation*}
\sum_{i \in I} \Theta\left(Q_{i}\right) \leqslant \Theta^{\varepsilon}(Q)+\varepsilon \tag{A.13}
\end{equation*}
$$

Since $\mu\left(Q \backslash \cup_{i \in I} Q_{i}\right)=0$ there is a sequence $\left\{I_{n}\right\}_{n}$ of finite subsets of $I$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mu\left(Q \backslash \bigcup_{i \in I_{n}}^{\cup} Q_{i}\right)=\lim _{n \rightarrow \infty} \mu\left(\underset{i \in I \backslash I_{n}}{\cup} Q_{i}\right)=0 \tag{A.14}
\end{equation*}
$$

Fix any $n \geqslant 1$. As $\Theta$ is subadditive by assumption (b), we have

$$
\Theta\left(\cup_{i \in I_{n}} Q_{i}\right) \leqslant \sum_{i \in I_{n}} \Theta\left(Q_{i}\right)
$$

Moreover, $\mu\left(Q \backslash\left[\left(\cup_{i \in I_{n}} Q_{i}\right) \cup\left(Q \backslash \overline{\cup_{i \in I_{n}} Q_{i}}\right)\right]\right)=0$ because $\mu\left(\partial Q_{i}\right)=0$ for all $i \in I_{n}$, so that

$$
\Theta(Q) \leqslant \Theta\left(\bigcup_{i \in I_{n}} Q_{i}\right)+\Theta\left(Q \backslash \overline{\bigcup_{i \in I_{n}} Q_{i}}\right)
$$

by using again the subadditivity of $\Theta$, and consequently

$$
\sum_{i \in I_{n}} \Theta\left(Q_{i}\right) \geqslant \Theta(Q)-\Theta\left(Q \backslash \overline{\cup_{i \in I_{n}} Q_{i}}\right)
$$

Thus, using the assumption (a), we get

$$
\begin{aligned}
\sum_{i \in I} \Theta\left(Q_{i}\right) & =\sum_{i \in I \backslash I_{n}} \Theta\left(Q_{i}\right)+\sum_{i \in I_{n}} \Theta\left(Q_{i}\right) \\
& \geqslant \sum_{i \in I \backslash I_{n}} \Theta\left(Q_{i}\right)+\Theta(Q)-\Theta\left(Q \backslash \overline{\cup_{i \in I_{n}} Q_{i}}\right) \\
& \geqslant \Theta(Q)-\nu\left(\underset{i \in I \backslash I_{n}}{\cup} Q_{i}\right)-\nu\left(Q \backslash \overline{\bigcup_{i \in I_{n}} Q_{i}}\right) .
\end{aligned}
$$

But, $\nu\left(\partial Q_{i}\right)=0$ for all $i \in I_{n}$ because $\nu$ is absolutely with respect to $\mu$, so that

$$
\nu\left(Q \backslash \bar{\bigcup} \bigcup_{i \in I_{n}} Q_{i}\right)=\nu\left(Q \backslash \bigcup_{i \in I_{n}}^{\cup} Q_{i}\right)=\nu\left(\bigcup_{i \in I \backslash I_{n}}^{\cup} Q_{i}\right),
$$

and thus

$$
\begin{equation*}
\sum_{i \in I} \Theta\left(Q_{i}\right) \geqslant \Theta(Q)-2 \nu\left(\underset{i \in \backslash \backslash I_{n}}{\cup} Q_{i}\right) \tag{A.15}
\end{equation*}
$$

Combining A.13 with A.15 we conclude that

$$
\Theta(Q) \leqslant \Theta^{\varepsilon}(Q)+2 \nu\left(\underset{i \in I \backslash I_{n}}{\cup} Q_{i}\right)+\varepsilon
$$

and A.12 follows by letting $n \rightarrow \infty$ and using A.14 and then by letting $\varepsilon \rightarrow 0$.
Step 3: end of the proof of Theorem 3.29. From steps 1 and 2 we have

$$
\int_{\Omega} d_{\mu}^{-} \Theta(x) d \mu(x)=\Theta^{*}(\Omega)=\bar{\Theta}^{*}(\Omega)=\int_{X} d_{\mu}^{+} \Theta(x) d \mu(x)
$$

Thus $\int_{\Omega}\left(d_{\mu}^{+} \Theta(x)-d_{\mu}^{-} \Theta(x)\right) d \mu(x)=0$. But $d_{\mu}^{+} \Theta \geqslant d_{\mu}^{-} \Theta$, i.e. $d_{\mu}^{+} \Theta-d_{\mu}^{-} \Theta \geqslant 0$, hence $d_{\mu}^{+} \Theta-d_{\mu}^{-} \Theta=0$, i.e. $d_{\mu}^{+} \Theta=d_{\mu}^{-} \Theta$, and the proof of Theorem 3.29 is complete.
A.2. Proofs of the subadditive theorems. In this appendix we prove Theorem 3.33 (see $\$$ A.2.1) and Theorem 3.42 (see $\$$ A.2.2).
A.2.1. The deterministic case. Here we prove Theorem 3.33.

Proof of Theorem 3.33. First of all, let $\left\{k_{j}\right\}_{j \in \mathbb{N}^{*}}$ be such that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \frac{\mathcal{S}\left(\mathbb{U}_{k_{j}}\right)}{\mu\left(\mathbb{U}_{k_{j}}\right)}=\inf _{k \in \mathbb{N}^{*}} \frac{\mathcal{S}\left(\mathbb{U}_{k}\right)}{\mu\left(\mathbb{U}_{k}\right)} . \tag{A.16}
\end{equation*}
$$

We divide the proof into three steps.
Step 1: establishing lower bound and upper bound. Fix any $j \in \mathbb{N}^{*}$ and any $t>0$ and set:

$$
\begin{aligned}
Q_{t, j}^{-} & :=\underset{g \in G_{t, k_{j}}^{-}}{\cup} g^{-1}\left(\mathbb{U}_{k_{j}}\right) ; \\
Q_{t, j}^{+} & :=\underset{g \in G_{t, k_{j}}^{+}}{\cup} g^{-1}\left(\mathbb{U}_{k_{j}}\right),
\end{aligned}
$$

where $G_{t, k_{j}}^{-}, G_{t, k_{j}}^{+} \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k_{j}}\right)$ with $\mathbb{G}_{k_{j}} \in \mathcal{U}_{k_{j}}(\mathbb{G})$ given by Definition 3.31.
Substep 1-1: lower bound. By the right inclusion in (3.42) we have $Q_{t} \subset Q_{t, j}^{+}$and so $Q_{t, j}^{+}=Q_{t} \cup\left(Q_{t, j}^{+} \backslash Q_{t}\right)$. Hence

$$
\mathcal{S}\left(Q_{t, j}^{+}\right) \leqslant \mathcal{S}\left(Q_{t}\right)+\mathcal{S}\left(Q_{t, j}^{+} \backslash Q_{t}\right)
$$

and consequently

$$
\frac{\mathcal{S}\left(Q_{t, j}^{+}\right)}{\mu\left(Q_{t, j}^{+}\right)} \leqslant \frac{\mathcal{S}\left(Q_{t}\right)}{\mu\left(Q_{t}\right)}+\frac{\mathcal{S}\left(Q_{t, j}^{+} \backslash Q_{t}\right)}{\mu\left(Q_{t}\right)}
$$

As $Q_{t, j}^{-} \subset Q_{t}$ by the left inclusion in (3.42), we see that $Q_{t, j}^{+} \backslash Q_{t} \subset Q_{t, j}^{+} \backslash Q_{t, j}^{-}$and so

$$
\mathcal{S}\left(Q_{t, j}^{+} \backslash Q_{t}\right) \leqslant c \mu\left(Q_{t, j}^{+} \backslash Q_{t, j}^{-}\right)
$$

with $c>0$ given by (3.46). It follows that

$$
\frac{\mathcal{S}\left(Q_{t, j}^{+}\right)}{\mu\left(Q_{t, j}^{+}\right)} \leqslant \frac{\mathcal{S}\left(Q_{t}\right)}{\mu\left(Q_{t}\right)}+\frac{c \mu\left(Q_{t, j}^{+} \backslash Q_{t, j}^{-}\right)}{\mu\left(Q_{t}\right)}
$$

Letting $t \rightarrow \infty$ and using (3.43) we obtain

$$
\begin{equation*}
\underline{l}_{j}:=\underline{\lim }_{t \rightarrow \infty} \frac{\mathcal{S}\left(Q_{t, j}^{+}\right)}{\mu\left(Q_{t, j}^{+}\right)} \leqslant \lim _{t \rightarrow \infty} \frac{\mathcal{S}\left(Q_{t}\right)}{\mu\left(Q_{t}\right)}=: \underline{l} . \tag{A.17}
\end{equation*}
$$

Substep 1-2: upper bound. By the left inclusion in (3.42) we have $Q_{t, j}^{-} \subset Q_{t}$ and so $Q_{t}=Q_{t, j}^{-} \cup\left(Q_{t} \backslash Q_{t, j}^{-}\right)$. Hence

$$
\mathcal{S}\left(Q_{t}\right) \leqslant \mathcal{S}\left(Q_{t, j}^{-}\right)+\mathcal{S}\left(Q_{t} \backslash Q_{t, j}^{-}\right)
$$

and consequently

$$
\frac{\mathcal{S}\left(Q_{t}\right)}{\mu\left(Q_{t}\right)} \leqslant \frac{\mathcal{S}\left(Q_{t, j}^{-}\right)}{\mu\left(Q_{t, j}^{-}\right)} \frac{\mu\left(Q_{t, j}^{-}\right)}{\mu\left(Q_{t}\right)}+\frac{\mathcal{S}\left(Q_{t} \backslash Q_{t, j}^{-}\right)}{\mu\left(Q_{t}\right)}
$$

As $Q_{t} \subset Q_{t, j}^{+}$by the right inclusion in (3.42), we see that $Q_{t} \backslash Q_{t, j}^{-} \subset Q_{t, j}^{+} \backslash Q_{t, j}^{-}$and so

$$
\mathcal{S}\left(Q_{t} \backslash Q_{t, j}^{-}\right) \leqslant c \mu\left(Q_{t, j}^{+} \backslash Q_{t, j}^{-}\right)
$$

with $c>0$ given by (3.46). It follows that

$$
\begin{aligned}
\frac{\mathcal{S}\left(Q_{t}\right)}{\mu\left(Q_{t}\right)} & \leqslant \frac{\mathcal{S}\left(Q_{t, j}^{-}\right)}{\mu\left(Q_{t, j}^{-}\right)} \frac{\mu\left(Q_{t, j}^{-}\right)}{\mu\left(Q_{t}\right)}+\frac{c \mu\left(Q_{t, j}^{+} \backslash Q_{t, j}^{-}\right)}{\mu\left(Q_{t}\right)} \\
& \leqslant \frac{\mathcal{S}\left(Q_{t, j}^{-}\right)}{\mu\left(Q_{t, j}^{-}\right)}+\frac{c \mu\left(Q_{t, j}^{+} \backslash Q_{t, j}^{-}\right)}{\mu\left(Q_{t}\right)}
\end{aligned}
$$

because $\mu\left(Q_{t, j}^{-}\right) \leqslant \mu\left(Q_{t}\right)$ since $Q_{t, j}^{-} \subset Q_{t}$. Letting $t \rightarrow \infty$ and using (3.43) we obtain

$$
\begin{equation*}
\bar{l}:=\varlimsup_{t \rightarrow \infty} \frac{\mathcal{S}\left(Q_{t}\right)}{\mu\left(Q_{t}\right)} \leqslant \varlimsup_{t \rightarrow \infty} \frac{\mathcal{S}\left(Q_{t, j}^{-}\right)}{\mu\left(Q_{t, j}^{-}\right)}=: \bar{l}_{j} . \tag{A.18}
\end{equation*}
$$

Step 2: we prove that $\underline{l}=\bar{l}$. It is sufficient to prove that for each $\varepsilon>0$, one has

$$
\begin{equation*}
\bar{l}-\underline{l}<\varepsilon . \tag{A.19}
\end{equation*}
$$

Fix $\varepsilon>0$. From A.17) and A.18 we see that $\bar{l}-\underline{l} \leqslant \bar{l}_{j}-\underline{l}_{j}$. So, to prove A.19) it suffices to show that there exists $j \in \mathbb{N}^{*}$ such that

$$
\begin{equation*}
\bar{l}_{j}-\underline{l}_{j}<\varepsilon \tag{A.20}
\end{equation*}
$$

Let $\mathcal{S}_{j}: \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k_{j}}\right) \rightarrow \mathbb{R}$ be defined by

$$
\begin{equation*}
\mathcal{S}_{j}(E):=\frac{1}{\mu\left(\mathbb{U}_{k_{j}}\right)}\left[\mathcal{S}\left(\underset{g \in E}{\cup} g^{-1}\left(\mathbb{U}_{k_{j}}\right)\right)-|E| \mathcal{S}\left(\mathbb{U}_{k_{j}}\right)\right] . \tag{A.21}
\end{equation*}
$$

As $\mathcal{S}$ is subadditive, we can assert that $\mathcal{S}_{j}$ is negative, i.e.

$$
\begin{equation*}
\mathcal{S}_{j}(E)=\frac{1}{\mu\left(\mathbb{U}_{k_{j}}\right)}\left[\mathcal{S}\left(\underset{g \in E}{\cup} g^{-1}\left(\mathbb{U}_{k_{j}}\right)\right)-|E| \mathcal{S}\left(\mathbb{U}_{k_{j}}\right)\right] \leqslant 0 \tag{A.22}
\end{equation*}
$$

for all $E \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k_{j}}\right)$. Moreover, it is easily seen that $\mathcal{S}_{j}$ is decreasing, i.e. for all $E, F \in$ $\mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k_{j}}\right)$, if $E \subset F$ then $\mathcal{S}_{j}(E) \geqslant \mathcal{S}_{j}(F)$. Consider $m_{t, k_{j}} \in \mathbb{N}^{*}, g_{t, k_{j}} \in \mathbb{G}$ and $F_{t, k_{j}} \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k_{j}}\right)$ given by Definition 3.31. From (3.44) it follows that

$$
\begin{aligned}
\mathcal{S}_{j}\left(G_{t, k_{j}}^{+}\right) \geqslant \mathcal{S}_{j}\left(F_{t, k_{j}}\right) & =\frac{1}{\mu\left(\mathbb{U}_{k_{j}}\right)}\left[\mathcal{S}\left(\underset{g \in F_{t, k_{j}}}{\cup} g^{-1}\left(\mathbb{U}_{k_{j}}\right)\right)-\left|F_{t, k_{j}}\right| \mathcal{S}\left(\mathbb{U}_{k_{j}}\right)\right] \\
& =\frac{1}{\mu\left(\mathbb{U}_{k_{j}}\right)}\left[\mathcal{S}\left(g_{t, k_{j}}^{-1}\left(\mathbb{U}_{m_{t, k_{j}}}\right)\right)-\left|F_{t, k_{j}}\right| \mathcal{S}\left(\mathbb{U}_{k_{j}}\right)\right] .
\end{aligned}
$$

Hence, since $\frac{1}{\left|G_{t, k_{j}}^{+}\right|} \geqslant \frac{1}{\left|F_{t, k_{j}}\right|}$ and $\mathcal{S}$ and $\mu$ are G-invariant, we get

$$
\begin{aligned}
\frac{\mathcal{S}_{j}\left(G_{t, k_{j}}^{+}\right)}{\left|G_{t, k_{j}}^{+}\right|} & \geqslant \frac{1}{\left|G_{t, k_{j}}^{+}\right| \mu\left(\mathbb{U}_{k_{j}}\right)}\left[\mathcal{S}\left(g_{t, k_{j}}^{-1}\left(\mathbb{U}_{m_{t, k_{j}}}\right)\right)-\left|F_{t, k_{j}}\right| \mathcal{S}\left(\mathbb{U}_{k_{j}}\right)\right] \\
& \geqslant \frac{\mathcal{S}\left(g_{t, k_{j}}^{-1}\left(\mathbb{U}_{m_{t, k_{j}}}\right)\right)}{\left|F_{t, k_{j}}\right| \mu\left(\mathbb{U}_{k_{j}}\right)}-\frac{\left|F_{t, k_{j}}\right|}{\left|G_{t, k_{j}}^{+}\right|} \frac{\mathcal{S}\left(\mathbb{U}_{k_{j}}\right)}{\mu\left(\mathbb{U}_{k_{j}}\right)} \\
& =\frac{\mathcal{S}\left(g_{t, k_{j}}^{-1}\left(\mathbb{U}_{m_{t, k_{j}}}\right)\right)}{\mu\left(g_{t, k_{j}}^{-1}\left(\mathbb{U}_{m_{t, k_{j}}}\right)\right)}-\frac{\left|F_{t, k_{j}}\right|}{\left|G_{t, k_{j}}^{+}\right|} \frac{\mathcal{S}\left(\mathbb{U}_{k_{j}}\right)}{\mu\left(\mathbb{U}_{k_{j}}\right)} \\
& =\frac{\mathcal{S}\left(\mathbb{U}_{m_{t, k_{j}}}\right)}{\mu\left(\mathbb{U}_{\left.m_{t, k_{j}}\right)}\right.}-\frac{\left|F_{t, k_{j}}\right|}{\left|G_{t, k_{j}}^{+}\right|} \frac{\mathcal{S}\left(\mathbb{U}_{k_{j}}\right)}{\mu\left(\mathbb{U}_{k_{j}}\right)} \\
& \geqslant \inf _{k \in \mathbb{N}^{*}} \frac{\mathcal{S}\left(\mathbb{U}_{k}\right)}{\mu\left(\mathbb{U}_{k}\right)}-\frac{\left|F_{t, k_{j}}\right|}{\left|G_{t, k_{j}}^{+}\right|} \frac{\mathcal{S}\left(\mathbb{U}_{k_{j}}\right)}{\mu\left(\mathbb{U}_{k_{j}}\right)} .
\end{aligned}
$$

Letting $t \rightarrow \infty$ and taking (3.45) into account, we deduce that

$$
\begin{equation*}
\varliminf_{t \rightarrow \infty} \frac{\mathcal{S}_{j}\left(G_{t, k_{j}}^{+}\right)}{\left|G_{t, k_{j}}^{+}\right|} \geqslant \inf _{k \in \mathbb{N}^{*}} \frac{\mathcal{S}\left(\mathbb{U}_{k}\right)}{\mu\left(\mathbb{U}_{k}\right)}-\frac{\mathcal{S}\left(\mathbb{U}_{k_{j}}\right)}{\mu\left(\mathbb{U}_{k_{j}}\right)} \tag{A.23}
\end{equation*}
$$

By A.16 we can assert that there exists $j_{\varepsilon} \in \mathbb{N}^{*}$ such that for all $j \geqslant j_{\varepsilon}$, one has

$$
\begin{equation*}
\frac{\mathcal{S}\left(\mathbb{U}_{k_{j}}\right)}{\mu\left(\mathbb{U}_{k_{j}}\right)}-\inf _{k \in \mathbb{N}^{*}} \frac{\mathcal{S}\left(\mathbb{U}_{k}\right)}{\mu\left(\mathbb{U}_{k}\right)}<\varepsilon . \tag{A.24}
\end{equation*}
$$

Combining (A.23) with A.24 we conclude that

$$
\begin{equation*}
\varliminf_{t \rightarrow \infty} \frac{\mathcal{S}_{j}\left(G_{t, k_{j}}^{+}\right)}{\left|G_{t, k_{j}}^{+}\right|}>-\varepsilon \tag{A.25}
\end{equation*}
$$

for all $j \geqslant j_{\varepsilon}$. On the other hand, by using (A.21) with $E=G_{t, k_{j}}^{+}$and (A.22) with $E=G_{t, k_{j}}^{-}$ we get:

$$
\begin{align*}
& \frac{\mathcal{S}\left(Q_{t, j}^{+}\right)}{\mu\left(Q_{t, j}^{+}\right)}-\frac{\mathcal{S}\left(\mathbb{U}_{k_{j}}\right)}{\mu\left(\mathbb{U}_{k_{j}}\right)}=\frac{\mathcal{S}_{j}\left(G_{t, k_{j}}^{+}\right)}{\left|G_{t, k_{j}}^{+}\right|} ;  \tag{A.26}\\
& \frac{\mathcal{S}\left(Q_{t, j}^{-}\right)}{\mu\left(Q_{t, j}^{-}\right)}-\frac{\mathcal{S}\left(\mathbb{U}_{k_{j}}\right)}{\mu\left(\mathbb{U}_{k_{j}}\right)} \leqslant 0 \tag{A.27}
\end{align*}
$$

Letting $t \rightarrow \infty$ in A.26) and A.27 and taking A.25 into account, we deduce that:

$$
\begin{align*}
& \underline{l}_{j}-\frac{\mathcal{S}\left(\mathbb{U}_{k_{j}}\right)}{\mu\left(\mathbb{U}_{k_{j}}\right)}>-\varepsilon \text { for all } j \geqslant j_{\varepsilon}  \tag{A.28}\\
& \bar{l}_{j}-\frac{\mathcal{S}\left(\mathbb{U}_{k_{j}}\right)}{\mu\left(\mathbb{U}_{k_{j}}\right)} \leqslant 0 \text { for all } j \in \mathbb{N}^{*} \tag{A.29}
\end{align*}
$$

and A.20 follows with $j=j_{\varepsilon}$. We set $l:=\underline{l}=\bar{l}$ and $\gamma:=\inf _{k \in \mathbb{N} *} \frac{\mathcal{S}\left(\mathbb{U}_{k}\right)}{\mu\left(\mathbb{U}_{k}\right)}$.
Step 3: we prove that $l=\boldsymbol{\gamma}$. Combining A.18 with A.29) we see that $l \leqslant \frac{\mathcal{S}\left(\mathbb{U}_{k_{j}}\right)}{\mu\left(\mathbb{U}_{k_{j}}\right)}$ for all $j \in \mathbb{N}^{*}$, and so $l \leqslant \gamma$ by letting $j \rightarrow \infty$ and using A.16. On the other hand, combining A.17) with A.28) we see that $l>-\varepsilon+\frac{\mathcal{S}\left(\mathbb{U}_{k_{j}}\right)}{\mu\left(\mathbb{U}_{k_{j}}\right)}$ for all $j \geqslant j_{\varepsilon}$. Letting $j \rightarrow \infty$ and using A.16) we deduce that $l \geqslant-\varepsilon+\gamma$ for all $\varepsilon>0$, and so $l \geqslant \gamma$ by letting $\varepsilon \rightarrow 0$.
A.2.2. The stochastic case. Here we prove Theorem 3.42 .

Proof of Theorem 3.42. The proof is divided into four steps.
Step 1: establishing lower bound and upper bound. Fix any $k \in \mathbb{N}^{*}$ and any $t>0$ and set:

$$
\begin{aligned}
& Q_{t, k}^{-}:=\underset{g \in G_{t, k}^{-}}{\cup} g^{-1}\left(\mathbb{U}_{k}\right) ; \\
& Q_{t, k}^{+}:=\underset{g \in G_{t, k}^{+}}{\cup} g^{-1}\left(\mathbb{U}_{k}\right),
\end{aligned}
$$

where $G_{t, k}^{-}, G_{t, k}^{+} \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k}\right)$ with $\mathbb{G}_{k} \in \mathcal{U}_{k}^{a}(\mathbb{G})$ given by Definition 3.37. Arguing as in Step 1 of the proof of Theorem 3.33, for each $\omega \in \Sigma$, we get:

$$
\begin{align*}
& \underline{l}_{k}(\omega):=\varliminf_{t \rightarrow \infty} \frac{\mathcal{S}\left(Q_{t, k}^{+}\right)(\omega)}{\mu\left(Q_{t, k}^{+}\right)} \leqslant \underline{\lim }_{t \rightarrow \infty} \frac{\mathcal{S}\left(Q_{t}\right)(\omega)}{\mu\left(Q_{t}\right)}=: \underline{l}(\omega)  \tag{А.30}\\
& \bar{l}(\omega):=\varlimsup_{t \rightarrow \infty} \frac{\mathcal{S}\left(Q_{t}\right)(\omega)}{\mu\left(Q_{t}\right)} \leqslant \varlimsup_{t \rightarrow \infty} \frac{\mathcal{S}\left(Q_{t, k}^{-}\right)(\omega)}{\mu\left(Q_{t, k}^{-}\right)}=: \bar{l}_{k}(\omega) \tag{A.31}
\end{align*}
$$

Remark A.2. Arguing as in Step 1-1 of the proof of Theorem 3.33, we see that we also have

$$
\begin{equation*}
\varlimsup_{t \rightarrow \infty} \frac{\mathcal{S}\left(Q_{t, k}^{+}\right)(\omega)}{\mu\left(Q_{t, k}^{+}\right)} \leqslant \bar{l}(\omega) \tag{A.32}
\end{equation*}
$$

for all $\omega \in \Sigma$. (This is used in Step 3.)

Step 2: we prove that $\underline{l}(\omega)=\bar{l}(\omega)$ for $\mathbb{P}$-a.a. $\omega \in \Sigma$. It is sufficient to prove that for each $\alpha>0$, one has

$$
\begin{equation*}
\mathbb{P}(\{\omega \in \Sigma: \bar{l}(\omega)-\underline{l}(\omega)>\alpha\})=0 \tag{A.33}
\end{equation*}
$$

Fix $\alpha>0$. From A.30 and A.31 we see that for each $k \in \mathbb{N}^{*}$, one has

$$
\begin{equation*}
\{\omega \in \Sigma: \bar{l}(\omega)-\underline{l}(\omega)>\alpha\} \subset\left\{\omega \in \Sigma: \bar{l}_{k}(\omega)-\underline{l}_{k}(\omega)>\alpha\right\}=: W_{k, \alpha} \tag{A.34}
\end{equation*}
$$

So, to prove A.33) it suffices to show that for each $\varepsilon>0$ there exists $k \in \mathbb{N}^{*}$ such that

$$
\begin{equation*}
\mathbb{P}\left(W_{k, \alpha}\right) \leqslant \frac{M_{k}}{\alpha} \varepsilon \tag{A.35}
\end{equation*}
$$

where $M_{k}>0$ is the Tempelman constant associated with $\left\{G_{t, k}^{+}\right\}_{t>0}$. Fix $\varepsilon>0$.
Substep 2-1: constructing a decreasing negative subadditive process on $\mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k}\right)$. Let $\mathcal{A}_{k}: \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k}\right) \rightarrow L^{1}(\Sigma, \mathcal{T}, \mathbb{P})$ be defined by

$$
\mathcal{A}_{k}(E):=\sum_{g \in E} \mathcal{S}\left(\mathbb{U}_{k}\right) \mathrm{o} \tau_{g},
$$

where $\mathbb{G}_{k} \in \mathcal{U}_{k}^{a}(\mathbb{G})$ is (a countable discrete and amenable subgroup of $\mathbb{G}$ ) given by Definition 3.37, and let $\mathcal{S}_{k}: \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k}\right) \rightarrow L^{1}(\Sigma, \mathcal{T}, \mathbb{P})$ be defined by

$$
\begin{equation*}
\mathcal{S}_{k}(E):=\frac{1}{\mu\left(\mathbb{U}_{k}\right)}\left[\mathcal{S}\left(\underset{g \in E}{\cup} g^{-1}\left(\mathbb{U}_{k}\right)\right)-\mathcal{A}_{k}(E)\right] . \tag{A.36}
\end{equation*}
$$

 covariant, we can assert that $\mathcal{S}_{k}$ is a subadditive process ${ }^{4}$ on $\mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k}\right)$ which is negative, i.e.

$$
\begin{equation*}
\mathcal{S}_{k}(E)(\omega)=\frac{1}{\mu\left(\mathbb{U}_{k}\right)}\left[\mathcal{S}\left(\underset{g \in E}{\cup} g^{-1}\left(\mathbb{U}_{k}\right)\right)(\omega)-\mathcal{A}_{k}(E)(\omega)\right] \leqslant 0 \tag{A.37}
\end{equation*}
$$

for all $E \in \mathcal{P}_{\mathrm{f}}\left(\mathrm{G}_{k}\right)$ and all $\omega \in \Sigma$. Moreover, it is easily seen that $\mathcal{S}_{k}$ is decreasing, i.e. for all $E, F \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k}\right)$, if $E \subset F$ then $\mathcal{S}_{k}(E) \geqslant \mathcal{S}_{k}(F)$. Consider $m_{t, k} \in \mathbb{N}^{*}, g_{t, k} \in \mathbb{G}$ and $F_{t, k} \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k}\right)$ given by Definition 3.37. From (3.44) it follows that

$$
\begin{aligned}
\mathcal{S}_{k}\left(G_{t, k}^{+}\right) \geqslant \mathcal{S}_{k}\left(F_{t, k}\right) & =\frac{1}{\mu\left(\mathbb{U}_{k}\right)}\left[\mathcal{S}\left(\underset{g \in F_{t, k}}{\cup} g^{-1}\left(\mathbb{U}_{k}\right)\right)-\mathcal{A}_{k}\left(F_{t, k}\right)\right] \\
& =\frac{1}{\mu\left(\mathbb{U}_{k}\right)}\left[\mathcal{S}\left(g_{t, k}^{-1}\left(\mathbb{U}_{m_{t, k}}\right)\right)-\mathcal{A}_{k}\left(F_{t, k}\right)\right]
\end{aligned}
$$

[^3]By using the G-covariance of $\mathcal{S}$ we see that

$$
\begin{aligned}
\int_{\Sigma} \mathcal{S}_{k}\left(G_{t, k}^{+}\right)(\omega) d \mathbb{P}(\omega) & \geqslant \frac{1}{\mu\left(\mathbb{U}_{k}\right)}\left[\int_{\Sigma} \mathcal{S}\left(g_{t, k}^{-1}\left(\mathbb{U}_{m_{t, k}}\right)\right)(\omega) d \mathbb{P}(\omega)-\int_{\Sigma} \mathcal{A}_{k}\left(F_{t, k}\right)(\omega) d \mathbb{P}(\omega)\right] \\
& =\frac{1}{\mu\left(\mathbb{U}_{k}\right)}\left[\int_{\Sigma} \mathcal{S}\left(\mathbb{U}_{m_{t, k}}\right)(\omega) d \mathbb{P}(\omega)-\left|F_{t, k}\right| \mathbb{E}\left[\mathcal{S}\left(\mathbb{U}_{k}\right)\right]\right] \\
& =\frac{\mathbb{E}\left[\mathcal{S}\left(\mathbb{U}_{m_{t, k}}\right)\right]}{\mu\left(\mathbb{U}_{k}\right)}-\left|F_{t, k}\right| \frac{\mathbb{E}\left[\mathcal{S}\left(\mathbb{U}_{k}\right)\right]}{\mu\left(\mathbb{U}_{k}\right)} .
\end{aligned}
$$

Consequently, since $\frac{1}{\left|G_{t, k}^{+}\right|} \geqslant \frac{1}{\left|F_{t, k}\right|}$ and $\mu$ is $\mathbb{G}$-invariant, we get

$$
\begin{aligned}
\frac{\mathbb{E}\left[\mathcal{S}_{j}\left(G_{t, k}^{+}\right)\right]}{\left|G_{t, k}^{+}\right|} & \geqslant \frac{\mathbb{E}\left[\mathcal{S}\left(\mathbb{U}_{m_{t, k}}\right)\right]}{\mu\left(\mathbb{U}_{m_{t, k}}\right)}-\frac{\left|F_{t, k}\right|}{\left|G_{t, k}^{+}\right|} \frac{\mathbb{E}\left[\mathcal{S}\left(\mathbb{U}_{k}\right)\right]}{\mu\left(\mathbb{U}_{k}\right)} \\
& \geqslant \inf _{m \in \mathbb{N}^{*}} \frac{\mathbb{E}\left[\mathcal{S}\left(\mathbb{U}_{m}\right)\right]}{\mu\left(\mathbb{U}_{m}\right)}-\frac{\left|F_{t, k}\right|}{\left|G_{t, k}^{+}\right|} \frac{\mathbb{E}\left[\mathcal{S}\left(\mathbb{U}_{k}\right)\right]}{\mu\left(\mathbb{U}_{k}\right)} .
\end{aligned}
$$

Letting $t \rightarrow \infty$ and taking (3.45) into account, we deduce that

$$
\begin{equation*}
\varliminf_{t \rightarrow \infty} \frac{\mathbb{E}\left[\mathcal{S}_{k}\left(G_{t, k}^{+}\right)\right]}{\left|G_{t, k}^{+}\right|} \geqslant \inf _{m \in \mathbb{N}^{*}} \frac{\mathbb{E}\left[\mathcal{S}\left(\mathbb{U}_{m}\right)\right]}{\mu\left(\mathbb{U}_{m}\right)}-\frac{\mathbb{E}\left[\mathcal{S}\left(\mathbb{U}_{k}\right)\right]}{\mu\left(\mathbb{U}_{k}\right)} \tag{A.38}
\end{equation*}
$$

As $\mathcal{S}$ is subadditive and $\mathbb{G}$-covariant, we see that the set function $\mathbb{E}[\mathcal{S}(\cdot)]$ is subadditive and $\mathbb{G}$-invariant. From Proposition 3.35 it follows that there exists $k_{\varepsilon} \in \mathbb{N}^{*}$ such that for all $k \geqslant k_{\varepsilon}$, one has

$$
\begin{equation*}
\frac{\mathbb{E}\left[\mathcal{S}\left(\mathbb{U}_{k}\right)\right]}{\mu\left(\mathbb{U}_{k}\right)}-\inf _{m \in \mathbb{N}^{*}} \frac{\mathbb{E}\left[\mathcal{S}\left(\mathbb{U}_{m}\right)\right]}{\mu\left(\mathbb{U}_{m}\right)}<\varepsilon \tag{A.39}
\end{equation*}
$$

Combining A.38 with A.39 we conclude that

$$
\begin{equation*}
\varlimsup_{t \rightarrow \infty} \frac{\mathbb{E}\left[\mathcal{S}_{k}\left(G_{t, k}^{+}\right)\right]}{\left|G_{t, k}^{+}\right|}>-\varepsilon \tag{A.40}
\end{equation*}
$$

for all $k \geqslant k_{\varepsilon}$.
Substep 2-2: using Lindenstrauss's ergodic theorem. We need the following pointwise additive ergodic theorem ${ }^{5}$ due to Lindenstrauss (see [Lin01, Theorem 1.2] and also [DGZ14, Theorem 2.1]).
Theorem A.3. Let $\Theta \in L^{1}(\Sigma, \mathcal{T}, \mathbb{P})$ and let $\left\{G_{t}\right\}_{t>0} \subset \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k}\right)$. If $\left\{G_{t}\right\}_{t>0}$ is of FølnerTempelman type with respect to $\mathbb{G}_{k}$ then

$$
\lim _{t \rightarrow \infty} \frac{1}{\left|G_{t}\right|} \sum_{g \in G_{t}} \Theta\left(\tau_{g}(\omega)\right)=\mathbb{E}^{\mathcal{I}_{\mathfrak{I}_{k}}}[\Theta](\omega) \text { for } \mathbb{P} \text {-a.a } \omega \in \Sigma
$$

where $\mathcal{I}_{\mathbb{G}_{k}}$ is the $\sigma$-algebra of invariant sets with respect to $\left(\Sigma, \mathcal{T}, \mathbb{P},\left\{\tau_{g}\right\}_{g \in \mathbb{G}_{k}}\right)$ and $\mathbb{E}^{\mathcal{I}_{\mathrm{G}_{k}}}[\Theta]$ denotes the conditional expectation over $\mathcal{I}_{\mathbb{G}_{k}}$ with respect to $\mathbb{P}$.

[^4]As $\left\{G_{t, k}^{-}\right\}_{t>0}$ and $\left\{G_{t, k}^{+}\right\}_{t>0}$ are of Følner-Tempelman type with respect to $\mathbb{G}_{k}$, applying Theorem A.3 with $\Theta=\mathcal{S}\left(\mathbb{U}_{k}\right)$ we deduce that there exists $\hat{\Sigma} \in \mathcal{T}$ with $\mathbb{P}(\widehat{\Sigma})=1$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{\mathcal{A}_{k}\left(G_{t, k}^{-}\right)(\omega)}{\left|G_{t, k}^{-}\right|}=\lim _{t \rightarrow \infty} \frac{\mathcal{A}_{k}\left(G_{t, k}^{+}\right)(\omega)}{\left|G_{t, k}^{+}\right|}=\mathbb{E}^{\mathcal{I}_{\mathrm{G}_{k}}}\left[\mathcal{S}\left(\mathbb{U}_{k}\right)\right](\omega) \text { for all } \omega \in \hat{\Sigma} \tag{A.41}
\end{equation*}
$$

On the other hand, by using A.36 with $E=G_{t, k}^{+}$and with $E=G_{t, k}^{-}$we get:

$$
\begin{align*}
& \frac{\mathcal{S}\left(Q_{t, k}^{+}\right)(\omega)}{\mu\left(Q_{t, k}^{+}\right)}-\frac{1}{\mu\left(\mathbb{U}_{k}\right)} \frac{\mathcal{A}_{k}\left(G_{t, k}^{+}\right)(\omega)}{\left|G_{t, k}^{+}\right|}=\frac{\mathcal{S}_{k}\left(G_{t, k}^{+}\right)(\omega)}{\left|G_{t, k}^{+}\right|} \geqslant \inf _{s>0} \frac{\mathcal{S}_{k}\left(G_{s, k}^{+}\right)(\omega)}{\left|G_{s, k}^{+}\right|}  \tag{A.42}\\
& \frac{\mathcal{S}\left(Q_{t, k}^{-}\right)(\omega)}{\mu\left(Q_{t, k}^{-}\right)}-\frac{1}{\mu\left(\mathbb{U}_{k}\right)} \frac{\mathcal{A}_{k}\left(G_{t, k}^{-}\right)(\omega)}{\left|G_{t, k}^{-}\right|} \leqslant 0
\end{align*}
$$

for all $\omega \in \Sigma$. Letting $t \rightarrow \infty$ we deduce that:

$$
\begin{align*}
& \underline{l}_{k}(\omega)-\frac{\mathbb{E}^{\mathcal{I}_{\mathrm{G}_{k}}}\left[\mathcal{S}\left(\mathbb{U}_{k}\right)\right](\omega)}{\mu\left(\mathbb{U}_{k}\right)} \geqslant \inf _{t>0} \frac{\mathcal{S}_{k}\left(G_{t, k}^{+}\right)(\omega)}{\left|G_{t, k}^{+}\right|} \text {for all } k \in \mathbb{N}^{*} \text { and all } \omega \in \widehat{\Sigma} ;  \tag{A.43}\\
& \bar{l}_{k}(\omega)-\frac{\mathbb{E}^{\mathcal{I}_{\mathrm{G}_{k}}}\left[\mathcal{S}\left(\mathbb{U}_{k}\right)\right](\omega)}{\mu\left(\mathbb{U}_{k}\right)} \leqslant 0 \text { for all } k \in \mathbb{N}^{*} \text { and all } \omega \in \widehat{\Sigma} ; \tag{A.44}
\end{align*}
$$

In what follows, without loss of generality, we assume that $\hat{\Sigma}=\Sigma$.
Substep 2-3: using a maximal inequality. We need the following lemma (see [DGZ14, Lemma 3.5] and also [AK81, Theorem 4.2]).
Lemma A.4. Let $\mathcal{K}: \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k}\right) \rightarrow L^{1}(\Sigma, \mathcal{T}, \mathbb{P})$ be a negative subadditive process and let $\left\{G_{t}\right\}_{t>0} \subset \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k}\right)$. Fix $\alpha>0$ and consider $V_{\alpha}^{\mathcal{K}} \in \mathcal{T}$ given by

$$
V_{\alpha}^{\mathcal{K}}:=\left\{\omega \in \Sigma: \inf _{t>0} \frac{\mathcal{K}\left(G_{t}\right)(\omega)}{\left|G_{t}\right|}<-\alpha\right\} .
$$

If $\left\{G_{t}\right\}_{t>0}$ is of Følner-Tempelman type with respect to $\mathbb{G}_{k}$ then

$$
\mathbb{P}\left(V_{\alpha}^{\mathcal{K}}\right) \leqslant-\frac{M}{\alpha} \varlimsup_{t \rightarrow \infty} \frac{\mathbb{E}\left[\mathcal{K}\left(G_{t}\right)\right]}{\left|G_{t}\right|}
$$

where $M>0$ is the Templeman constant associated with $\left\{G_{t}\right\}_{t>0}$.
As $\mathcal{S}_{k}: \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k}\right) \rightarrow L^{1}(\Sigma, \mathcal{T}, \mathbb{P})$ defined by A.36) is a negative subadditive process, we can apply Theorem A. 4 with $\mathcal{K}=\mathcal{S}_{k}$. Hence, since $\left\{G_{t, k}^{+}\right\}_{t>0}$ is of Følner-Tempelman type with respect to $\mathbb{G}_{k}$, one has

$$
\mathbb{P}\left(V_{\alpha}^{\mathcal{S}_{k}}\right) \leqslant-\frac{M_{k}}{\alpha} \varlimsup_{t \rightarrow \infty} \frac{\mathbb{E}\left[\mathcal{S}_{k}\left(G_{t, k}^{+}\right)\right]}{\left|G_{t, k}^{+}\right|}
$$

where $M_{k}>0$ is the Templeman constant associated with $\left\{G_{t, k}^{+}\right\}_{t>0}$. Consequently, taking (A.40) into account, we get

$$
\begin{equation*}
\mathbb{P}\left(V_{\alpha}^{\mathcal{S}_{k}}\right) \leqslant \frac{M_{k}}{\alpha} \varepsilon \text { for all } k \geqslant k_{\varepsilon} \tag{A.45}
\end{equation*}
$$

Substep 2-4: end of Step 2. From (A.43) and A.44 it follows that

$$
\bar{l}_{k}-\underline{l}_{k} \leqslant-\inf _{t>0} \frac{\mathcal{S}_{k}\left(G_{t, k}^{+}\right)}{\left|G_{t, k}^{+}\right|} .
$$

Hence $W_{k, \alpha} \subset V_{\alpha}^{\mathcal{S}_{k}}$, where $W_{k, \alpha}$ is defined in A.34). From A.45 we conclude that A.35) is satisfied with $k=k_{\varepsilon}$.
In what follows we set $l:=\bar{l}=\underline{l}$ and $\gamma:=\inf _{k \in \mathbb{N}^{*}} \gamma_{k}$ with $\gamma_{k}:=\frac{\mathbb{E}^{\mathcal{I}_{\mathcal{G}_{k}}\left[\mathcal{S}\left(\mathbb{U}_{k}\right)\right]}}{\mu\left(\mathbb{U}_{k}\right)}$ for all $k \in \mathbb{N}^{*}$.
Step 3: we prove that $l(\omega)=\gamma(\omega)$ for $\mathbb{P}$-a.a. $\omega \in \Sigma$. First of all, from A.31 and A.44) we see that $l(\omega) \leqslant \gamma_{k}(\omega)$ for $\mathbb{P}$-a.a. $\omega \in \Sigma$ and all $k \in \mathbb{N}^{*}$, and so

$$
\begin{equation*}
l(\omega) \leqslant \gamma(\omega) \text { for } \mathbb{P} \text {-a.a. } \omega \in \Sigma \tag{A.46}
\end{equation*}
$$

On the other hand, letting $t \rightarrow \infty$ in A.42) and using A.41) we get

$$
\varlimsup_{t \rightarrow \infty} \frac{\mathcal{S}\left(Q_{t, k}^{+}\right)(\omega)}{\mu\left(Q_{t, k}^{+}\right)}-\gamma_{k}(\omega) \geqslant \varlimsup_{t \rightarrow \infty} \frac{\mathcal{S}_{k}\left(G_{t, k}^{+}\right)(\omega)}{\left|G_{t, k}^{+}\right|} \text {for } \mathbb{P} \text {-a.a. } \omega \in \Sigma
$$

and so, taking A.32 into account, one has

$$
l(\omega)-\gamma_{k} \geqslant \varlimsup_{t \rightarrow \infty} \frac{\mathcal{S}_{k}\left(G_{t, k}^{+}\right)(\omega)}{\left|G_{t, k}^{+}\right|} \text {for } \mathbb{P} \text {-a.a. } \omega \in \Sigma
$$

It follows that

$$
\int_{\Sigma}\left[l(\omega)-\gamma_{k}\right] d \mathbb{P}(\omega) \geqslant \int_{\Sigma} \varlimsup_{t \rightarrow \infty} \frac{\mathcal{S}_{k}\left(G_{t, k}^{+}\right)(\omega)}{\left|G_{t, k}^{+}\right|} d \mathbb{P}(\omega) .
$$

But, by using Fatou's lemma and A.40 we see that for any $k \geqslant k_{\varepsilon}$, one has

$$
\begin{equation*}
\int_{\Sigma} \varlimsup_{t \rightarrow \infty} \frac{\mathcal{S}_{k}\left(G_{t, k}^{+}\right)(\omega)}{\left|G_{t, k}^{+}\right|} d \mathbb{P}(\omega)>-\varepsilon, \tag{A.47}
\end{equation*}
$$

and consequently

$$
\begin{aligned}
\int_{\Sigma} l(\omega) d \mathbb{P}(\omega) & \geqslant \int_{\Sigma} \gamma_{k}(\omega) d \mathbb{P}(\omega)-\varepsilon \\
& \geqslant \int_{\Sigma} \gamma(\omega) d \mathbb{P}(\omega)-\varepsilon
\end{aligned}
$$

Letting $\varepsilon \rightarrow 0$ we deduce that

$$
\begin{equation*}
\int_{\Sigma}[l(\omega)-\gamma(\omega)] d \mathbb{P}(\omega) \geqslant 0 \tag{A.48}
\end{equation*}
$$

and the result follows by combining A.46 with A.48.
In what follows, we set $\gamma^{\mathcal{I}}:=\inf _{k \in \mathbb{N}^{*}} \gamma_{k}^{\mathcal{I}}$ with $\gamma_{k}^{\mathcal{I}}:=\frac{\mathbb{E}^{\mathcal{I}}\left[\mathcal{S}\left(\mathbb{U}_{k}\right)\right]}{\mu\left(\mathbb{U}_{k}\right)}$ for all $k \in \mathbb{N}^{*}$.

Step 4: we prove that $l(\omega)=\gamma^{\mathcal{I}}(\omega)$ for $\mathbb{P}$-a.a. $\omega \in \Sigma$. Since $\gamma_{k}$ is $\mathcal{I}_{\mathbb{G}_{k}}$-measurable for all $k \in \mathbb{N}^{*}, \gamma=\inf _{k \in \mathbb{N}^{*}} \gamma_{k}$ is $\cap_{k \in \mathbb{N}^{*}} \mathcal{I}_{\mathcal{G}_{k}}$-measurable. But $\cap_{k \in \mathbb{N}^{*}} \mathcal{I}_{\mathbb{G}_{k}}=\mathcal{I}$ because $\cup_{k \in \mathbb{N}^{*}} \mathbb{G}_{k}=\mathbb{G}$, hence $\gamma$ is $\mathcal{I}$-measurable and so $l$ is $\mathcal{I}$-measurable by Step 3. It follows that

$$
\begin{equation*}
\mathbb{E}^{\mathcal{I}}[l]=l . \tag{A.49}
\end{equation*}
$$

As $\mathcal{I} \subset \mathcal{I}_{\mathbb{G}_{k}}$ for all $k \in \mathbb{N}^{*}$ we also have

$$
\begin{equation*}
\mathbb{E}^{\mathcal{I}}\left[\gamma_{k}\right]=\gamma_{k}^{\mathcal{I}} \text { for all } k \in \mathbb{N}^{*} . \tag{A.50}
\end{equation*}
$$

Arguing as in Step 3 , for each $k \in \mathbb{N}^{*}$, we have $l \leqslant \gamma_{k}$ hence $\mathbb{E}^{\mathcal{I}}[l] \leqslant \mathbb{E}^{\mathcal{I}}\left[\gamma_{k}\right]$ and so $l \leqslant \gamma_{k}^{\mathcal{I}}$ by using A.49) and A.50. Consequently

$$
\begin{equation*}
l \leqslant \gamma^{\mathcal{I}} \tag{A.51}
\end{equation*}
$$

Fix any $E \in \mathcal{I}$. Arguing again as in Step 3 we see that for any $k \geqslant k_{\varepsilon}$, one has

$$
\int_{E} l(\omega) d \mathbb{P}(\omega) \geqslant \int_{E} \gamma_{k}(\omega) d \mathbb{P}(\omega)-\varepsilon
$$

But $\int_{E} \gamma_{k}(\omega) d \mathbb{P}(\omega)=\int_{E} \mathbb{E}^{\mathcal{L}}\left[\gamma_{k}\right](\omega) d \mathbb{P}(\omega)$ by definition of the conditional expectation, hence $\int_{E} \gamma_{k}(\omega) d \mathbb{P}(\omega)=\int_{E} \gamma_{k}^{\mathcal{I}}(\omega) d \mathbb{P}(\omega)$ by A.50, and so

$$
\begin{aligned}
\int_{E} l(\omega) d \mathbb{P}(\omega) & \geqslant \int_{E} \gamma_{k}^{\mathcal{I}}(\omega) d \mathbb{P}(\omega)-\varepsilon \\
& \geqslant \int_{E} \gamma^{\mathcal{I}}(\omega) d \mathbb{P}(\omega)-\varepsilon
\end{aligned}
$$

Letting $\varepsilon \rightarrow 0$ we get

$$
\begin{equation*}
\int_{E} l(\omega) d \mathbb{P}(\omega) \geqslant \int_{E} \gamma^{\mathcal{I}}(\omega) d \mathbb{P}(\omega) \text { for all } E \in \mathcal{I} \tag{A.52}
\end{equation*}
$$

Combining A.51 with A.52 we deduce that

$$
\int_{E} l(\omega) d \mathbb{P}(\omega)=\int_{E} \gamma^{\mathcal{I}}(\omega) d \mathbb{P}(\omega) \text { for all } E \in \mathcal{I}
$$

which implies that $l=\mathbb{E}^{\mathcal{I}}\left[\gamma^{\mathcal{I}}\right]$ by unicity of the conditional expectation. But $\gamma^{\mathcal{I}}$ is $\mathcal{I}$ measurable because $\gamma_{k}^{\mathcal{I}}$ is $\mathcal{I}$-measurable for all $k \in \mathbb{N}^{*}$, hence $\mathbb{E}^{\mathcal{I}}\left[\gamma^{\mathcal{I}}\right]=\gamma^{\mathcal{I}}$ and consequently $l=\gamma^{\mathcal{I}}$.
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[^0]:    ${ }^{1}$ Throughout the paper, by a Borel measurable stochastic integrand $L: \Omega \times \mathbb{M} \times \Sigma \rightarrow[0, \infty]$ we mean that $L$ is $(\mathcal{B}(X) \otimes \mathcal{B}(\mathbb{M}) \otimes \mathcal{F}, \mathcal{B}(\overline{\mathbb{R}}))$-measurable, where $\mathcal{B}(X), \mathcal{B}(\mathbb{M})$ and $\mathcal{B}(\overline{\mathbb{R}})$ denote the Borel $\sigma$-algebra on $X, \mathbb{M}$ and $\overline{\mathbb{R}}$ respectively.

[^1]:    ${ }^{2}$ Given a metric space $(\Omega, d)$, by a Urysohn function from $\Omega$ to $\mathbb{R}$ for the pair $(\Omega \backslash V, K)$, where $K \subset V \subset \Omega$ with $K$ compact and $V$ open, we mean a continuous function $\varphi: \Omega \rightarrow \mathbb{R}$ such that $\varphi(x) \in[0,1]$ for all $x \in \Omega$, $\varphi(x)=0$ for all $x \in \Omega \backslash V$ and $\varphi(x)=1$ for all $x \in K$.

[^2]:    ${ }^{3}$ From Cheeger (see Che99, Theorems 2.10 and 2.18]), for each $w \in H_{\mu}^{1, p}(\Omega)$ there exists a unique $p$ weak upper gradient for $w$, denoted by $g_{w} \in L_{\mu}^{p}(\Omega)$ and called the minimal $p$-weak upper gradient for $w$, such that for every $p$-weak upper gradient $g \in L_{\mu}^{p}(\Omega)$ for $w, g_{w}(x) \leqslant g(x)$ for $\mu$-a.a. $x \in \Omega$. For $v=\left(v_{i}\right)_{i=1, \cdots, m} \in H_{\mu}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), g_{v}:=\left(g_{v_{i}}\right)_{i=1, \cdots, m}$ is naturally called the minimal $p$-weak upper gradient for $v$.

[^3]:    ${ }^{4}$ The set function $\mathcal{S}_{k}: \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k}\right) \rightarrow L^{1}(\Sigma, \mathcal{T}, \mathbb{P})$ is said to be a subadditive process on $\mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k}\right)$ if it is subadditive, i.e. $\mathcal{S}_{k}(E \cup F) \leqslant \mathcal{S}_{k}(E)+\mathcal{S}_{k}(F)$ for all $E, F \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k}\right)$ such that $E \cap F=\varnothing$, and $\mathbb{G}_{k}$-covariant, i.e. $\mathcal{S}_{k}(E g)=\mathcal{S}_{k}(E) \mathrm{o} \tau_{g}$ for all $E \in \mathcal{P}_{\mathrm{f}}\left(\mathbb{G}_{k}\right)$ and all $g \in \mathbb{G}_{k}$.

[^4]:    ${ }^{5}$ Lindenstrauss's ergodic theorem is established under the weaker condition that $\left\{G_{t}\right\}_{t>0}$ is of tempered Følner type (see [Lin01, Definition 1.1] and [DGZ14, §2] for more details). The tempered Følner condition implies the Følner-Tempelman condition, but the converse is not true (see [Lin01, DGZ14]).

