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On the finiteness of the moments of the measure

of level sets of random fields

D. Armentano∗ J-M. Azäıs∗ F. Dalmao∗ J. R. León∗ E. Mordecki∗

August 10, 2020

Abstract

General conditions on smooth real valued random fields are given to ensure the finiteness of the
moments of the measure of their level sets. As a by product, a new generalized Kac-Rice formula
(KRF) for the expectation of the measure of these level sets in the one-dimensional case is obtained
when the second moment can be uniformly bounded. The conditions involve (i) the differentiability of
the trajectories up to a certain order k, (ii) the finiteness of the moments of the k-th partial derivatives
of the field up to another order and (iii) the boundedness of the field’s joint density and some of its
derivatives. Particular attention is given to the shot noise processes and fields. Other applications
include stationary Gaussian processes, Chi-square processes and regularized diffusion processes.

AMS2000 Classifications: Primary 60G60 and Secondary 60G15.
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1 Introduction

Level sets of random fields play a key role in several branches of mathematics such as random algebraic
geometry, probability, and mathematical physics. The focus is on different geometric characteristics of
the level sets, typically their geometric measure. Depending on the dimensions, these characteristics
can be the number of crossings of a stochastic process, the length of level curves of a random field, etc.
Since the actual distribution of these random variables is usually out of reach, it is natural to study their
moments and asymptotic distributions.

The present work concerns with the following two issues: (i) assessing the finiteness of the moments
and (ii) their computation or estimation. For (ii) the main tool is the Kac-Rice formula (KRF for short)
which gives the expected value and the higher order moments of the measure of level sets of smooth
random fields. These two issues are highly connected, for instance:

- The KRF of order one is, in general, valid under conditions that imply (without further hypotheses)
that the expectation is finite. Furthermore, in some cases, necessary and sufficient conditions for
the finiteness of the expectation of the measure of level sets can be obtained from the KRF (see [4]
and the references therein).

- For stationary Gaussian random fields, the KRF of order two can be used to obtain the finiteness of
the second moment of the measure of level sets as in the works [17], [20] and [5]. Some complicated
study has been performed for higher moments in [8]. In other cases, the calculations are intractable.

- In the other direction, explained in section 7, the finiteness of the second moment is a tool to
establish the validity of the KRF.

The seminal works of this field are that of Kac [19] and Rice [28]. The KRFs were first established for
Gaussian stochastic processes profiting from the fact that the Gaussian framework allows not only to
obtain conditions under which the formulas are valid but also permits some explicit computations. Adler
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in [1] obtained KRF for Gaussian fields. Recent works of [3] and [4] are also worth mentioning, as they
show the finiteness of the moments of the measure of nodal sets of a real-valued Gaussian stationary field.
For a panoramic and contemporary view of these matters, we refer to the books [2], [6] and [9].

Mainly motivated by the applications, there has been an interest in studying such formulas for non-
Gaussian processes. The first successful attempt was that of Marcus [22] who provided a formula for
the expected number of crossings of a process whose trajectories are absolutely continuous. Concerning
finiteness of moments Nualart & Wschebor [24], by using properties of the trajectories of regular processes,
show that the expectation of the number of crossings and its moments of order greater than one can
be bounded. This result is based on the idea that a “nice function” cannot have too many zeros.
Unfortunately, the proof heavily relies on the intermediate value theorem, and for this reason, it applies
only to stochastic processes. Wschebor in [32] establishes the KRF for the measure of the level sets of
fields (not necessarily Gaussian). However, it is important to point out that the hypotheses of these
formulas are difficult to check. An important exception is when the field is a nonlinear transformation of
a Gaussian one, as is the case of χ2, t, or F random fields. The books [2] and [6] contain a comprehensive
update of these subjects. The papers [10], [15] and [16] consider crossings for discontinuous processes,
and the two last works include KRFs. Moreover, Biermé & Desolneux (in [11] and [13]) studied crossings
problems and KRF for shot noise processes.

Within the applications of the KRF we mention the random sea surface modeling, and the articles
[21], [26], [7] and [25] contain Gaussian and general KRFs. Worsley computes the expectations of some
level sets characteristic in the context of medical image processing [31] and in astrophysics [30]. Other
applications and KRFs for fields can be found in the recent monograph [9].

The present paper considers first finiteness of moments which remains an open problem, excepting
the stationary Gaussian case limited to the first two moments.

It can be a first step to establish a speed of convergence in the “ergodic” case when we observe the
random field over an increasing set of parameter.

In the particular case of η-dependent random processes (a random field X is η-dependent if X(t), X(s)
are independent whenever |t− s| > η), the finiteness of the second moment gives directly a central limit
theorem.

This finiteness gives also a central limit theorem in the case of increasing number of independent
observations of the random field.

The main result in dimension one is given in section 2. Section 3 considers the application of the
previous result to different examples with new results, even in the case of Gaussian processes, or χ2-
processes. Section 4 contains the study of shot noise processes, this theme constitutes, together with shot
noise random fields, the main application of our results. In section 5, the previous result is extended to
level sets of co-dimension one that corresponds to random fields from Rd and the sphere Sd to R. Section
6 deals with shot noise random fields. Finally, non-Gaussian KRFs are in section 7. All results presented
in the examples are new but, except for the toy Example 1, impossible it is to know if they are optimal
or not.

2 Processes from R to R
The basic idea of this section is the following (see the details below):
Let f(·) be defined as, say, [0, 1]. Assume that the k-th derivative of f is bounded by M and that f has
k zeros on [0, 1]. Then, f satisfies

|f(1/2)| ≤M (1/2)k

k!
.

Now, if we replace the function f by the paths of a random process X that admits a density at
t = 1/2 and we assume that this density is bounded by C. Then, the probability of the event {|X(1/2)| ≤
M (1/2)k

k! } is smaller than

2CM
(1/2)k

k!
.

Theorem 2.1 is just a systematic exploitation of this method with some generalization because we
consider the joint density of X(t) and some derivatives.
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Assume that X = {X(t) : t ∈ R} is a real valued stochastic process with smooth paths. Define the
number of crossings through level u by the process X over the finite time interval I ⊂ R by

Nu = Nu(I) := #{t ∈ I : X(t) = u}.

Let |I| denote the length of I and let Ī be the middle point of I.
As usual, we interpret the zeroth derivative X(0) as X itself. Thus, we have the following result.

Theorem 2.1. Consider u, X, I and Nu as above. Assume that X satisfies

(H1) The sample paths of X are Ck(I) for some k ≥ 2.

(H2) For some m = 1, 2, . . . , there exists a constant Dm such that

E
(
|X(k)|m∞

)
≤ Dm.

(H3) There exist 0 ≤ h ≤ k and a constant C > 0 such that the joint density of X(t), X ′(t), . . . , X(h)(t)
is bounded by C uniformly in t ∈ I, and on a neighborhood of (u, 0, . . . , 0).

Then, for p = 1, 2, . . . , such that

p <

(
k − h

2
− 1

1 + h

)(
1

m
+

1

1 + h

)−1

, (1)

the p-th moment of the number of crossings Nu is finite. If in addition we assume
(H4) the density in (H3) is bounded by C uniformly in t ∈ I and (u1, . . . , uh+1) ∈ Rh+1.
Then

E(Np
u) ≤ (k − 1)p +Dm · Eα,k,p + C|I|(h+1)(k−h/2) ·Dα,k,h,p,

where α is any real number such that p
m < α < k − h

2 −
1+p
1+h ,

Eα,k,p = p(k − 1)p−1
∞∑
a=1

(a+ 1)p−1

amα
and Dα,k,h,p =

2(h+1)(1+h/2−k)

k! · (k − h)!

∞∑
a=1

(a+1)p−1a1−(h+1)(k−h/2−α).

Remark 2.2 (Large m). The limit case, when m can be chosen arbitrarily large (as is the case for
Gaussian processes), corresponds to α close to zero. The limit condition (1) then becomes

p <

(
k − h

2

)
(h+ 1)− 1.

Remark 2.3 (Large k). When the process X has C∞(I) paths, if (H2) holds true for m = 1 with
arbitrary k, and (H3) holds true for some h = 0, 1, . . . , then, all the moments of Nu are finite.

Remark 2.4 (h = 0). The case h = 0 and m = 1 corresponds to (3.23) in pg. 82 in [6], obtained in
Lemma 1.2 in [24]. When h = 0 and m > 1 Theorem 2.1 assures that the pth moment is finite for

p <
m

m+ 1
(k − 1).

Before proving the theorem we establish three preliminary lemmas. Recall that f (0) = f .

Lemma 2.5. Consider a function f : I → R of class Ck(I) for an interval I and k ≥ 1. If f − u has k
roots in I and 0 ≤h ≤ k, we have

|f(Ī)− u| ≤ |f
(k)|∞
k!

(
|I|
2

)k
, |f ′(Ī)| ≤ |f

(k)|∞
(k − 1)!

(
|I|
2

)k−1

, . . . , |f (h)(Ī)| ≤ |f
(k)|∞

(k − h)!

(
|I|
2

)k−h
.

Proof. The proof is based on the Lagrange remainder form for polynomial interpolation. That is, let
g : I → R be Ck, t1, . . . , tk ∈ I and P be the only polynomial of degree k− 1 such that g(tj) = P (tj), j =
1, . . . , k. Then, for t ∈ I we have

g(t)− P (t) =
1

k!

k∏
j=1

(t− tj) · g(k)(ξ),

for some ξ such that min{t1, . . . , tk, t} < ξ < max{t1, . . . , tk, t}, see Lemma 5.2, p. 135 in [6].
Now, for g = f − u, t = Ī and using as t1, . . . , tk the roots of f − u, we get P = 0 and so the first

inequality follows. The proofs of the other inequalities follow in a similar way.
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Lemma 2.6. Let Z be a random variable taking non negative integer values. Then,

E(Zp) =

∞∑
`=1

(`p − (`− 1)p) P(Z ≥ `) ≤ p
∞∑
`=1

`p−1P(Z ≥ `).

Proof. Use Fubini’s Theorem and the convexity of the function x 7→ xp.

Lemma 2.7. Assume that conditions (H1), (H2), (H3) and (H4) of Theorem 2.1 hold true. Let ` ≥ k
and define a and r such that ` = a(k − 1) + r with 1 ≤ r ≤ k − 1. Then, for B > 0, we have:

P(Nu ≥ `, |X(k)|∞ ≤ B) ≤ aC(2B)h+1
h∏
i=0

(
|I|
2a

)k−i
1

(k − i)!
.

where C is the bound in (H3).
When (H4) does not hold, the inequality is true for ` sufficiently large only.

Proof. We divide I into a equal subintervals I1, . . . Ia, s.t. at least one of them has k zeros. After this,
we use an union bound:

P(Nu ≥ `, |X(k)|∞ ≤ B) = P(Nu ≥ a(k − 1) + r, |X(k)|∞ ≤ B) ≤ P

 a⋃
j=1

{Nu(Ij) ≥ k}, |X(k)|∞ ≤ B


≤

a∑
j=1

P

(
|X(Īj)− u| ≤

B

k!

(
|I|
2a

)k
,

h⋂
i=1

|X(i)(Īj)| ≤
B

(k − i)!

(
|I|
2a

)k−i)

≤ aC
h∏
i=0

2B

(k − i)!

(
|I|
2a

)k−i
,

obtaining the result. Of course, when h = 0, the intersection in the equation above must be absent.

Proof of Theorem 2.1. Assume (H4) for the moment From Lemma 2.6, we have

E(Np
u) ≤ (k − 1)p +

∞∑
`=k

p`p−1P(Nu ≥ `). (2)

In order to bound the summands in the r.h.s. of (2), for given ` consider a and r as in Lemma 2.7, and
α > 0 to be defined later. We use the following bound:

P(Nu ≥ `) ≤ P(Nu ≥ `, |X(k)|∞ ≤ aα) + P(|X(k)|∞ > aα).

Using now Lemma 2.7 for the first summand and Chebyshev’s inequality for the second, we obtain

E(Np
u) ≤ (k − 1)p + p(k − 1)p−1

∞∑
a=1

(a+ 1)p−1P(Nu ≥ `)

≤ (k − 1)p + p(k − 1)p−1

(
C2h+1

(
|I|
2

)(h+1)(k−h/2) h∏
i=0

1

(k − i)!
.

∞∑
a=1

(a+ 1)p−1a(h+1)(α+h/2−k)+1

+Dm

∞∑
a=1

(a+ 1)p−1a−mα

)
.

The conditions for the simultaneous convergence of the two series above are

p

m
< α < k − h

2
− 1 + p

1 + h
.

Under condition (1), there always exists an adequate α, concluding the proof of Theorem 2.1.
When (H4) does not hold, the calculation above is true only for ` (or a) sufficiently large, and this

does not change the condition of convergence of the series.
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3 Examples

Example 3.1 (Conditional sine-cosine process). We begin with a toy example. Consider a random
variable ω such that E (|ω|M ) < ∞ and E (|ω|M+1) = ∞. This variable is the random frequency of a
process X = {X(t) : 0 ≤ t ≤ 2π} that we construct as

X(t) = ξ1 sinωt+ ξ2 cosωt,

where ξ1 and ξ2 are two standard normal independent random variables, also independent from ω. Con-
ditionally to the value of ω, the process X is a Gaussian sine-cosine process. It is clear that the density
of X(t) is standard normal for each t. Nevertheless, it should be observed that X(t) is, in general, not a
Gaussian process. The number N0 of roots of X(t) on [0, 2π] coincides with the number of roots of the
process

X̃(t) =
ξ1√
ξ2
1 + ξ2

2

sinωt+
ξ2√
ξ2
1 + ξ2

2

cosωt = cos(ωt− θ),

where θ = arctan(ξ1/ξ2) is defined a.s. Therefore, N0 satisfies |N0 − 2ω| ≤ 2. This means that for the
considered process, the maximal finite moment of N0 is M . To apply Theorem 2.1, we compute

|X(k)|∞ ≤ ωk
√
ξ2
1 + ξ2

2 .

Note that
√
ξ2
1 + ξ2

2 follows a Rayleigh’s distribution. Then, based on the independence of the three
random variables above, we have

E
(
|X(k)|m∞

)
≤ HmE(ωmk),

where Hm is the finite moment of the Rayleigh distribution. So, we can apply Theorem 2.1 with h = 0,
k = M and m = 1. Assuring that the moments of order p ≤ (M − 1)/2 are finite. This result should be
compared with the true result which is M .

Example 3.2 (Stationary Gaussian process). Consider a stationary Gaussian process with spectral
measure supported in a set with an accumulation point. By Ex. 3.4 in [6] we know that for all h
X(t), X ′(t), . . . , X(h)(t) admit a joint density. By Borell-Sudakov-Tsirelson Theorem (see, for example
Th. 2.8 in [6]), for all m:

E
(
|X(k)|m∞

)
≤ +∞.

It is then possible to take h = k and m arbitrarily large. Thus, Formula (1) gives a finite moment of
order

p≤k(k + 1)

2
− 2.

To visualize it, see Table 1.

k 2 3 4
p 1 2,3,4 5,6,7,8

Table 1: If X is Ck, following Theorem 2.1 we obtain that E(Np
u) is finite for values of k and p above.

This result improves the previous one obtained in [24] that is recovered in the case h = 0 and m = 1.

Example 3.3 (Chi-square process). Consider a Chi-square process Y = {Y (t) : t ∈ R} given by

Y (t) = |X(t)|2 =

n∑
i=1

Xi(t)
2,

where X = {X(t) : t ∈ R} with X(t) = (X1(t), . . . , Xn(t)) is an Rn valued random process whose
coordinates are n independent copies of a stationary Gaussian process with Ck(R) paths and variance
1. First, observe that the case n = 1 admits an ad-hoc treatment. If n = 1 for u = 0 we have
NY

0 [0, T ] = NX
0 [0, T ], and for u > 0 we have NY

u [0, T ] = NX√
u
[0, T ] + NX

−
√
u
[0, T ]. For n ≥ 2, the

level u = 0 is not interesting, as for this level the process is differentiable and non-negative and has a

5



bounded density, so Bulinskaya Lemma (Prop. 1.20 in [6]) gives that a.s. the number of crossings is
zero. Consequently, we consider n ≥ 2 and u > 0. Observe that, excluding the uninteresting case where
λ2 = VarX ′(t) = 0, the joint density of the random variables X(t), X ′(t) is bounded, as they conform a
pair of independent Gaussian random variables.

It is not difficult to check the hypothesis of Theorem 2.1 in two different situations: n = 2 and n ≥ 3.
It is direct to see that Y has Ck paths and that |Y |∞ has moments of every order when considering a
finite interval I ⊂ R. Observe now that Y (0) has a χ2(n) density that is bounded for n ≥ 2. We can
then apply Theorem 2.1 with the given k, arbitrary m, and h = 0. Based on (1), we obtain the finiteness
of the moments of the crossings, for u > 0, of order

p = k − 2,

which is relevant only in the case k ≥ 3. A more refined analysis can be carried out. Regarding the
derivative, we have

Y ′(t) = 2

n∑
i=1

Xi(t)X
′
i(t).

We see that conditional to X(t), the random variable Y ′(t) has a Gaussian distribution with variance
4λ2Y (t). Its conditional density pY ′|X=x is bounded by

(Const)
(
Y (t)

)−1/2
,

where (Const) denotes a meaningless constant whose value may change from line to line.
Let now B1 and B2 be two Borel sets of R with respective measures |B1| and |B2|. Writing Y and Y ′

for Y (t) and Y ′(t)

P(Y ′ ∈ B1, Y ∈ B2) =

∫
Rn

dx

∫
B1

pY ′|X=x(y)1{Y ∈B2}pX(x)dy

≤ (Const)

∫
Rn

|B1|Y −1/21{Y ∈B2}pX(x)dx

= (Const)|B1|
∫
B2

y−1/2pY (y)dy = (Const)|B1|
∫
B2

yn/2−3/2e−y/2dy, (3)

where pX(.) and pY (.) are the density functions of X and Y , respectively. Note that we used the explicit
expression of the density of a χ2(n) distribution. When n ≥ 3, the integrand in (3) is bounded yielding
that

P (Y ′ ∈ B1, Y ∈ B2) ≤ (Const)|B1||B2|.

This proves that the process satisfies the hypotheses of Theorem 2.1 with h = 1. The conclusion is that
for n ≥ 3, the number of crossings of Y has a finite moment of order

p = 2k − 3.

Example 3.4 (Regularized processes). In this example, we consider the number of crossings with a
level u of a regularized diffusion. We depart from a diffusion X = {X(t) : t ≥ 0} defined as the solution
of the stochastic differential equation

X(t) = x0 +

∫ t

0

b(s,X(s))ds+

∫ t

0

σ(s,X(s))dW (s), t ≥ 0.

Here, W = {W (s) : s ≥ 0} is a standard Brownian motion, x0 ∈ R, and b, σ : [0,∞) × R → R are
Lipschitz w.r.t. the second variable, that is, for T > 0 there exists KT > 0 such that for x, y ∈ R and
0 ≤ s ≤ T it holds that

|b(s, x)− b(s, y)|+ |σ(s, x)− σ(s, y)| ≤ KT |x− y|.

Assume also the linear growth condition

|b(s, x)|+ |σ(s, x)| ≤ KT (1 + |x|).

6



Then, the above equation has a unique strong solution that satisfies

sup
0≤t≤T

E(X(t)2) ≤ HT <∞.

for a constant HT (see Theorem 7.1 in [14]). The regularized diffusion is defined by

XΨ(t) = (Ψ ∗X)(t),

where Ψ: R → [0,∞) is a C∞-function with support contained in [−1, 1] that integrates to one. Thus,
XΨ is obtained from X by path-wise convolution with Ψ. We consider two cases:

Case I. We assume that b = 0 and σ : R+ × R→ R is strictly positive and C3.

Case II. The volatility σ is strictly positive and C3 as in Case I, and there exist constants BT ,cT and CT
such that

|b(s, x)| ≤ BT , 0 < cT ≤ σ(s, x) ≤ CT
for all 0 ≤ s ≤ T and x ∈ R.

We start with Case I. With regards to the hypotheses of Theorem 2.1, we have that XΨ is C∞ since it
inherits the regularity of Ψ. Furthermore, for a large enough (depending on Ψ) the random variable XΨ(t)
has a uniformly bounded density on an interval [a, T ] for all finite T , see Lemma 3.1 in [24]. Besides, a
direct computation gives

|X(h)
Ψ |∞ ≤ c · |X|∞,

with c =
∫
|Ψ(h)(u)|du and the infinity norm is taken on the interval [a, T ]. Hence, it suffices to bound

the moments of |X|∞. Now, the Burkholder-Davis-Gundy inequality [27, Th.48] gives

E(|X|2∞) ≤ C1E([X]T ),

with [X]T the quadratic variation of X on [0, T ]. Now, by Theorem II-29 in Protter [27], we have

[X]T =

[∫ T

0

σ(s,X(s))dW (s)

]
T

=

∫ T

0

σ(s,X(s))2ds

≤ K2
T

∫ T

0

(1 + |X(s)|)2ds ≤ 2K2
T

∫ T

0

(1 + |X(s)|2)ds.

Taking expectations, we have

E([X]T ) ≤ 2K2
T

∫ T

0

(1 + E(X(s))2)ds ≤ 2K2
TT (1 +HT ) <∞.

Hence, by Theorem 2.1 with h = 0, m = 2 and arbitrary k, we obtain that

E(Np
u) <∞,

for all p, as obtained in [24].
For Case II, we apply Girsanov’s theorem [14, Th. 10.1-10.2]. We then have two SDE

dX0(t) = σ(t,X0(t))dW (t)

dX(t) = b(t,X(t))dt+ σ(t,X(t))dW (t).

Consider the process density:

ρ(t) = exp

(∫ t

0

b(s,X(s))

σ(s,X(s))
dW (s)− 1

2

∫ t

0

(
b(s,X(s))

σ(s,X(s))

)2

ds

)
.

Then, Girsanov’s Theorem states that for an arbitrary function on the trajectories of the process F : C([0, T ],R)→
R we have E (F (X)) = E (ρ(T )F (X0)) . If F is the p-power of the number of crossings on [0, T ], we have

E (Nu(I,X)p) = E (ρ(T )Nu(I,X0)p) ≤ E
(
ρ(T )2

)1/2
E
(
Nu(I,X0)2p

)1/2
,
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applying the Hölder’s inequality (X and X0 are defined above). To bound the first expectation in the
r.h.s. consider

ρ(t)2 = exp

(
2

∫ t

0

b(s,X(s))

σ(s,X(s))
dW (s)− 2

∫ t

0

(
b(s,X(s))

σ(s,X(s))

)2

ds

)
exp

(∫ t

0

(
b(s,X(s))

σ(s,X(s))

)2

ds

)

Then,

ρ(t)2 ≤ exp

(
2

∫ t

0

b(s,X(s))

σ(s,X(s))
dW (s)− 2

∫ t

0

(
b(s,X(s))

σ(s,X(s))

)2

ds

)
exp

((
BT
cT

)2

T

)
,

and since the first exponential is a martingale, we get

Eρ(T )2 ≤ exp

((
BT
cT

)2

T

)
<∞.

As, for all p, E
(
Nu(I,X0)2p

)
is finite by Case I, the finiteness of E (Nu(I,X)p) follows.

4 Shot noise processes

The stationary shot noise process X = {X(t) : t ∈ Rd} is defined by

X(t) =
∑
i

βig(t− τi), (4)

where (βi) is a sequence of i.i.d. random, the “impulse”, variables, (τi) is a Poisson field on Rd with
constant intensity λ, and g : Rd → R is some function called the kernel function. Following [11], we
assume that β1 is an integrable random variable and that g ∈ L1(Rd). This ensures the a.s. convergence
of the series in (4). A key issue to apply Theorem 2.1 is the verification of condition (H4) with h = 0,
which requires the boundedness of a density. This is a delicate issue as was previously noticed by Biermé
and Desolneux in [11] (see also [12]), that is the main reference of this section from where we borrow
the presentation and notations. We consider below d = 1, the case d > 1 (as well as shot noise random
fields defined on the sphere) will be considered in Section 6. We begin by specializing Theorem 2.1 to
the present situation.

Corollary 4.1. Consider a stationary shot noise process (4) satisfying condition (H1) for some k ≥ 1,
(H2) for some m ≥ 1 and k above, and (H3) for h = 0. Then,

E(Np
u) <∞

for

p <
m

m+ 1
(k − 1). (5)

The rest of the section is devoted to obtain sufficient conditions to verify this corollary. The differen-
tiability of the sample paths follows directly from the differentiability of the kernel g:

X(k)(t) =
∑
i

βig
(k)(t− τi),

provided that the k-th derivative of g is integrable, i.e. g(k) ∈ L1(R).

Boundedness of moments (H2). We now give conditions on the impulse and the kernel in order to
verify (H2) for given k and m. For simplicity of exposition we assume that I = [−1, 1] and the general
case can be treated in the same way. We consider the partition of the real line I1 = I = [−1, 1] and
In = [−n,−n+ 1) ∪ (n− 1, n] (n ≥ 2). In this way we can write

X(k)(t) =

∞∑
n=1

∑
i:τi∈In

βig
(k)(t− τi).
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Proposition 4.2. Consider the shot noise in (4) with impulse such that E(|β1|m) <∞ for given m ≥ 1.
Define

dk,n = sup
t∈I1,s∈In

|g(k)(t− s)|,

for k ≥ 1, and assume that

Dk =

∞∑
n=1

dk,n <∞. (6)

Then, the condition (H2) holds true for m and k as above, i.e.

E
(
|X(k)|m∞

)
<∞.

Proof. We have

|X(k)|∞ = max
−1≤t≤1

|X(k)(t)| ≤ max
−1≤t≤1

∞∑
n=1

∑
i:τi∈In

|βi||g(k)(t− τi)|

≤
∞∑
n=1

∑
i:τi∈In

|βi| max
−1≤t≤1

|g(k)(t− τi)| ≤
∞∑
n=1

∑
i:τi∈In

|βi| sup
−1≤t≤1,s∈In

|g(k)(t− s)|

=

∞∑
n=1

dk,nZn,

where Zn :=
∑
τi∈In |βi|. As the sets In are disjoint and have the same length, the random variables Zn

are i.i.d. Each one has a compound Poisson distribution. As E(|β1|m) <∞, we obtain E(Zm1 ) <∞. We
now use Jensen’s inequality, based on the convergence in (6), to obtain the following bound:( ∞∑

n=1

dk,nZn

)m
= Dm

k

( ∞∑
n=1

dk,n
Dk

Zn

)m
≤ Dm−1

k

∞∑
n=1

dk,nZ
m
n .

Now, as the random variables Zmn are i.i.d. and have finite moments,

E
(
|X(k)|m∞

)
≤ Dm−1

k

∞∑
n=1

dk,nE (Zmn ) = Dm
k E (Zm1 ) <∞,

it concludes that condition (H2) holds true for k and m.

Remark 4.3. Given a kernel g(k) : R → R we define by G(k) : [0,∞) → [0,∞) the monotone hull of
max(|g(k)(t)|, |g(k)(−t)|), t ≥ 0, as the smallest non-increasing function that dominates |g(k)(t)| and
|g(k)(−t)| for t ≥ 0. More precisely G(k)(t) = sups>t(|g(k)(s)|, |g(k)(−s)|). Then, condition (6) is implied
by the integrability of G(k). Then, when the kernel g(k) decreases monotonously for large positive and
large negative values, condition (6) follows automatically from the integrability of the kernel g(k).

Boundedness of the density (H4). In [12] Section 3.2, it is shown that when β1 = 1 a.s., in the two
following particular situations the stationary shot noise process has a bounded density:

(a) The kernel is g(t) = e−t1{t≥0}, and the intensity λ > 1.

(b) The kernel satisfies g(t) = t−α for t ≥ A for some A > 0 and α > 1/2.

We present below a generalization of the results of [11] that constitutes one of the contributions of
the present paper.

Proposition 4.4. Consider a shot noise process (4) with a differentiable kernel. Denote by T an expo-
nential random variable with parameter λ. Assume that either

(A) The impulse β1 has a density bounded by B and either E(1/|g(−T )|) <∞ or E(1/|g(T )|) <∞.
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(B1) Assume that E(1/|β1|) <∞. Assume further that g(x) has a strictly negative derivative in (0,+∞),
and the function

g+
∗ (t) := inf

0≤s≤t
|g′(s)|, (t ≥ 0),

satisfies E(1/g+
∗ (T )) <∞.

(B2) The same as (B1) replacing g(x) by g(−x) and g+
∗ (t) by

g−∗ (t) := inf
0≤s≤t

|g′(−s)|, (t ≥ 0),

Then X(0) has a bounded density.

Note that Proposition 4.4 implies (H4) with h = 0. The proof requires the following simple result,
that has a direct proof.

Lemma 4.5. Consider two independent random variables X and Y , where X has a density bounded by
B.
(a) Then, the sum X + Y has a density bounded by B.
(b) If E(1/|Y |) <∞, the product XY has a density bounded by BE(1/|Y |).

Proof of Proposition 4.4. Consider (A), assuming that E(1/|g(−T )|) <∞ (the other case is analogous).
Based on Lemma 4.5 and the decomposition

X(0) =
∑

i : τi>0

βig(−τi) +
∑

i : τi≤0

βig(−τi) =: X+(0) +X−(0),

as X+(0) and X−(0) are independent, it is enough to see that X+(0) has a bounded density. Define by
T1 and T2 the first two positive occurrences of the Poisson process. Condition on T2 and apply (b) in
Lemma 4.5 to obtain that β1g(−T1) has a conditional density bounded by BE(1/|g(−T1)| | T2). Applying
now (a) in Lemma 4.5, we obtain that the sum X+(0) has a conditional density, denote it by fX+(0)|T2

(x)
with the same bound. Finally, integrating

fX+(0)(x) = E(fX+(0)|T2
(x)) ≤ E(BE(1/|g(−T1)| | T2)) = BE(1/|g(−T1)|),

concluding the proof in this case.
Let us consider now case (B1), the proof in the case (B2) is similar. We see first that, conditional on

T2, the random variable g(−T1) has a bounded density. In fact, by the change-of-variable formula

fg(−T1)|T2
(u) =

1

|g′(g−1(u))|
1

T2
1{g−1(u)≤T2} ≤

1

T2g
+
∗ (T2)

.

By (b) in Lemma 4.5 the product β1g(T1) has a conditional density bounded by

1

T2g
+
∗ (T2)

E(1/|β1|). (7)

Then, by conditional independence and (a) in Lemma 4.5, the sum X+(0) has a conditional density with
the same bound. Finally, as the density of T2 is λ2t2e

−λt2 , integrating the bound (7), we obtain that

fX+(0)(u) = E(fX+(0)|T2
(u)) ≤

∫ ∞
0

1

t2g
+
∗ (t2)

E(1/|β1|)λ2t2e
−λt2dt2 = λE(1/|β1|)E(1/g+

∗ (T )).

This concludes the proof of the proposition giving the respective bounds.

Corollary 4.6. Consider a shot noise process with a C∞(R) kernel g such that for every k ≥ 1

g(k)(t) ' ck(t)eαt as t→ −∞ and g(k)(t) ' Ck(t)e−αt as t→ +∞, (8)

where ' means equivalence and ck, Ck are polynomials of an arbitrary degree. Assume furthermore that
λ > α and E(|β1|) <∞. If in addition either

(i) β1 has bounded density or

10



(ii) E(1/|β1|) <∞ and g, or g(−x), has a strictly negative derivative on (0,+∞),

then
E(Np

u) <∞, for any p ≥ 1.

Proof. We apply Corollary 4.1 with m = 1 and arbitrarily large k. In view of (5), we derive the result
for arbitrary p. The kernel is differentiable for any k. The relation (8) ensures condition (6), as it gives
the integrability of the derivatives of any order of the kernel. It remains to see that the density of X(0)
is bounded, and this follows in case (i) from the fact that λ > α giving E(1/|g(−T1)|) < ∞, and the
boundedness of the density follows by (A) in Proposition 4.4. In case of (ii), we apply (B) in Proposition
4.4. In this way we conclude the proof.

5 Random fields from Rd and Sd to R
We begin with the case when the domain is Rd. Consider a real valued random field X = {X(t) : t ∈ Rd}
and define, for a given u ∈ R, the level set Cu restricted to Da (the closed ball with radius a centered at
the origin) by the formula

Cu = Cu(Da) := {t ∈ Da : X(t) = u}.

Observe that under regularity conditions, the level set Cu is almost surely a manifold of co-dimension
one. In fact, Theorem 1 in [8] (see [32] for a proof) states that {t ∈ Da : X(t) = u,∇X(t) is singular} is
a.s. empty and, provided the a.s. absence of critical points, the Implicit Function Theorem gives a local
chart a.s. The aim of the first part of this section is to generalize Theorem 2.1 into this framework.

To this end, we compute the (d− 1)-dimensional Hausdorff measure of a Borel set B⊂ Da, based on
Crofton’s formula ([23] p. 31):

Hd−1(B) = cd−1(a)

∫
v∈Sd−1

∫
y∈v⊥∩Da

# {B ∩ `v,y} dv⊥a (y) dSd−1(v). (9)

Here dSd−1 is the uniform probability on the sphere Sd−1, dv⊥a is the uniform probability on v⊥ ∩ Da,
and `v,y is the affine linear space {y + tv : t ∈ R}. The constant cd−1(a) can be easily computed in the
particular case of the boundary of Da, namely Sd−1

a := {t ∈ Rd : |t| = a}, yielding,

cd−1(a) =
1

2
Hd−1(Sd−1

a ) =
πd/2

Γ(d/2)
ad−1. (10)

Remark 5.1. When B ⊂ Da is a codimension one smooth submanifold Hd−1(B) coincides with the
(induced) Riemannian measure.

In view of (9), to obtain the finiteness of the moments of Hd−1(Cu), the idea is to give conditions on
X that ensure that its restriction to an arbitrary line in Rd verifies the hypothesis of Theorem 2.1 for
some values of m,h and k, as stated in the following result.

Theorem 5.2. Consider a real valued random field X = {X(t) : t ∈ Da}. Assume that X satisfies

(H1′) The sample paths of X are Ck(Da), k ≥ 2.

(H2′) For some m = 1, 2, . . . there exists a constant Dm such that

max
|v|=1

E

(∣∣∣∣∂kX∂vk
∣∣∣∣m
∞

)
≤ Dm,

where ∂k

∂vk
denotes the k-th directional derivative w.r.t. the vector v.

(H3′) For some 0 ≤ h ≤ k there exists a constant C > 0 such that the joint density of

X(t),
∂X(t)

∂v
, . . . ,

∂hX(t)

∂vh

is bounded by C uniformly in t ∈ Da, v ∈ Sd−1, and (u1, . . . , uh+1) ∈ Rh+1.
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Then, for p ≥ 1 satisfying (1), the p-th moment of the measure of the level set Hd−1(Cu) is finite and is
bounded by

(cd−1(a))p
(

(k − 1)p +Dm · Eα,k,p + C|2a|(h+1)(k−h/2) ·Dα,k,h,p

)
,

where α and the coefficients Eα,k,p and Dα,k,h,p are as in Theorem 2.1.

Proof of Theorem 5.2. We first apply Jensen’s inequality in (9):

(Hd−1(Cu))
p

=

(
cd−1(a)

∫
v∈Sd−1

∫
y∈v⊥∩Da

# {Cu ∩ `v,y} dSd−1(v) dv⊥a (y)

)p
≤ (cd−1(a))p

∫
v∈Sd−1

∫
y∈v⊥∩Da

(# {Cu ∩ `v,y})p dSd−1(v) dv⊥a (y).

Now, take expectation and apply Tonelli’s Theorem,

E (Hd−1(Cu))
p ≤ (cd−1(a))p

∫
v∈Sd−1

∫
y∈v⊥∩Da

E (# {Cu ∩ `v,y})p dSd−1(v) dv⊥a (y).

Let us apply Theorem 2.1 to the expectation inside the integral. It is clear that the bound is maximal
when the interval is maximal, and it corresponds to y = 0. So,

E (Hd−1(Cu))
p ≤ (cd−1(a))p

(
(k − 1)p +Dm · Eα,k,p + C|2a|(h+1)(k−h/2) ·Dα,k,h,p

)
.

The expectation in the r.h.s. above is finite due to Theorem 2.1.

An easy consequence is

Corollary 5.3. Assume that the random field in Theorem 5.2 is stationary Gaussian with a spectral

density. Then, the moment of order p of the Hausdorff measure of Cu is finite with p = k(k+1)
2 − 2.

Proof. The only point to check is that, if we limit the parameter set to a line, the obtained Gaussian
stationary process has a density so it satisfy the conditions of Example 3.2.

Let us mention that the case p = 2 and the case of arbitrary p were considered in [5] and in [4]
respectively.

We move to random fields defined on a sphere. Without loss of generality, we can assume that the
sphere is Sd = {x ∈ Rd+1 : |x| = 1}.

Given t ∈ Sd and a tangent vector v ∈ TtSd, we denote by ∂kX(t)
∂vk

the k-th order derivative of X along
the sphere.

For the definition of the integral geometric measure on homogeneous spaces, we refer [29] or [18]. In
this case, if M⊂ Sd is a co-dimension one regular set, the Crofton’s formula reads

Hd−1(M) = β2,d+1

∫
E∈G2,d+1

#(M∩ E) dG2,d+1(E). (11)

Here, G2,d+1 denotes the Grassmanian of 2-dimensional subspaces of Rd+1, and the integral is with
respect to the induced Haar measure as homogeneous space of the orthogonal group of Rd+1. This is the
unique probability measure that is invariant under the action of this group.

Remark 5.4. It is easy to see that the given probability measure on G2,d+1 can be generated by the
span of two independent standard Gaussian vectors on Rd+1.

Remark 5.5. Note that E ∩ Sd is a great circle for every E ∈ G2,d+1.

The constant β2,d+1 can be computed in the same fashion as in (10). In this case, we have

β2,d+1 =
πd/2

Γ(d/2)
.
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Theorem 5.6. Consider a real valued random field X = {X(t) : t ∈ Sd}. Assume that:

(H1′′) X is Ck(Sd) for a given k.

(H2′′) there exist m ∈ N and a constant Dm such that

E

(
max

t∈Sd,v∈TtSd,|v|=1

∣∣∣∣∂kX(t)

∂vk

∣∣∣∣m) ≤ Dm.

(H3′′) Let 0 ≤ h ≤ k. Assume that there exists a constant C > 0 such that the joint density of

X(t),
∂X(t)

∂v
, . . . ,

∂hX(t)

∂vh

is bounded by C uniformly in t ∈ Sd and v ∈ TtSd, |v| = 1, and for (u1, . . . , uh+1) ∈ Rh+1.

Then, for p = 1, 2, . . . , satisfying (1) the p-th moment of the measure of the level curve Hd−1(Cu) is
finite and bounded by

βp2,d+1

(
(k − 1)p +Dm · Eα,k,p + C|2π|(h+1)(k−h/2) ·Dα,k,h,p

)
,

where α and the coefficients Eα,k,p, Dα,k,h,p are given in Theorem 2.1.

Proof. From Remark 5.5 and (11) applied to M = Cu, we observe that

#(Cu ∩ E) = #{t ∈ E ∩ Sd : X(t) = u}

is the number of crossings of a process defined on a great circle of radius 1 in such a way that Theorem
2.1 can be applied. Now, the proof follows the same lines as proof of Theorem 5.2.

6 Shot noise random field

In this section, we first consider a shot noise defined in Rd and then on the sphere Sd.
Consider a shot noise random field X : Rd → R defined by (4), where we now consider the case

d > 1. We are interested in the finiteness of high-order moments of the measure of level sets of this
differentiable random field which is restricted to the closed centered ball Da. For the computation
of expectations of excursion sets of shot noise random fields with realizations with bounded variation
(possibly discontinuous), see [13].

The following result is a direct application of Theorem 5.2.

Corollary 6.1. Consider a shot noise random field (4) satisfying condition (H1′) for some k ≥ 1, (H2′)
for some m ≥ 1 and k above, and (H3′) for h = 0. Then,

E(Hd−1(Cu(Da))p) <∞ (12)

for

p <
m

m+ 1
(k − 1).

In the following paragraphs, we obtain sufficient conditions to verify this corollary. The differentiability
of the trajectories follows directly from the differentiability of the kernel g, see [13]. Consider a multi-
index α = (α1, . . . , αd) of non-negative integers such that |α| =

∑
i αi = k and the usual notation for the

partial derivatives. Then,
∂kX(t)

∂tα
=
∑
i

βi
∂kg(t)

∂tα
(t− τi),

is a shot noise provided that the α-th derivative of g is integrable.
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Boundedness of moments (H2′). For simplicity of exposition, we take a = 1, i.e. the unitary ball
D1. Define the partition of Rd given by A1 = D1 and

{An = Drn \ Drn−1
: n = 2, 3, . . . },

where the sequence (rn) has r1 = 1 and is such that the volume of each set An equals the volume of A1.
In this way, we can write

∂kX

∂vk
(t) =

∞∑
n=1

∑
i:τi∈An

βi
∂kg

∂vk
(t− τi).

We now present a result useful to verify the moment condition (H2′). The proof follows the same lines
as that of Proposition 4.2 in dimension one, and is omitted.

Proposition 6.2. Consider a shot noise with impulse s.t. E(|β1|m) <∞ for given m, and kernel s.t.

D′k =

∞∑
n=1

d′k,n <∞, for given k,

with

d′k,n = sup
|v|=1

sup
t∈A1,s∈An

∣∣∣∣∂kg∂vk
(t− s)

∣∣∣∣ .
Then, the condition (H2′) holds true for m and k as above, i.e.

sup
|v|=1

E

(∣∣∣∣∂kX∂vk
∣∣∣∣m
∞

)
<∞.

Boundedness of the density (H3′). Introduce the volume of the d-dimensional ball of radius r by

V (r) = kdr
d, kd = πd/2/Γ(1 + d/2).

Proposition 6.3. Consider a shot noise random field (4) with a differentiable kernel. Denote by T1 the
occurrence of the Poisson field closest to the origin with the Euclidean distance (a.s. defined). Assume
that either

(A) The impulse β1 has a density bounded by B and E(1/|g(−T1)|) <∞.

(B) E(1/|β1|) <∞ and the function

G∗(r) := sup
u∈R

∫
t∈g−1(u)∩Br

1

|∇g(t)|
dHd−1(t)

satisfies E(G∗(|T1|)) <∞.

Then X(0) has a bounded density.

The following auxiliary result is needed in the proof under (B). Its proof is elementary and thus
omitted.

Lemma 6.4. Denote by (Tn) the occurrence of the Poisson field ordered by the Euclidean distance to the
origin. Then, the random variables |T1| and |T2| have the following densities:

f|T1|(x) = dλkde
−λkdxd

xd−1, f|T2|(x) = dλ2k2
de
−λkdxd

x2d−1.

Proof of Proposition 6.3. This proof follows the same lines as those of the proof of Proposition 4.4. To
prove case (A), we write

X(0) = β1g(−T1) +

∞∑
i=2

βig(−Ti).

Applying (b) in Lemma 4.5, we obtain that β1g(−T1) has a conditional density bounded byBE(1/|g(−T1)| |
T2). Applying now (a) in Lemma 4.5, by conditional independence we obtain that the sum X(0) has a
conditional density: fX(0)|T2

(x) with the same bound. Finally, integrating

fX(0)(x) = E(fX(0)|T2
(x)) ≤ E(BE(1/|g(−T1)| | T2)) = BE(1/|g(−T1)|),
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concluding the proof in this case.
Let us consider now case (B). Applying the co-area formula we see that, conditional on T2, the random

variable g(−T1) has a bounded density:

fg(−T1)|T2
(u) =

∫
t∈g−1(u)∩D|T2|

1

|∇g(t)|
1

kd|T2|d
Hd−1(dt) ≤ G∗(|T2|)

kd|T2|d
.

By (b) in Lemma 4.5, the product β1g(−T1) has a conditional density bounded by

G∗(|T2|)
kd|T2|d

E(1/|β1|). (13)

Then, by conditional independence and (a) in Lemma 4.5, the sum X(0) has a conditional density with
the same bound (13). Integrating the bound (13) with the density of |T2| in Lemma 6.4, we obtain that

fX(0)(x) = E(fX(0)|T2
(x)) ≤ E(1/|β1|)

kd

∫ ∞
0

G∗(r)

rd
e−λkdr

d

λ2dk2
dr

2d−1dr

= dkdλ
2E(1/|β1|)

∫ ∞
0

G∗(r)e
−λkdrdrd−1dr = λE(1/|β1|)E(G∗(|T1|)),

which is finite because of our hypotheses, concluding the proof.

Example 6.5. Consider a shot noise with a radial kernel of the form g(t) = e−|t|
2q

(q = 1, 2, . . . ), and
impulse s.t. E(|β1|) <∞. Assume further that

(i) 2q < d, or 2q = d and λkd > 1,

(ii) β1 has a bounded density or E(1/|β1|) <∞.

Let us check the finiteness of the moments (12). It is straightforward to verify (H1′) and (H2′). To see
(H3′) assume first that β1 has a bounded density. Then, as g is radial, we have

E

(
1

g(−T1)

)
= E

(
1

g(|T1|)

)
=

∫ ∞
0

1

g(r)
f|T1|(r)dr <∞, (14)

due to the form of the kernel, Lemma 6.4, and condition (i).
Assume now that E(1/|β1|) <∞. The sup in the function G∗(r) in (B) in Proposition 6.3 is attained

when u = e−r
2q

, giving G∗(r) = er
2q

rd−2q. A computation similar to (14) gives EG∗(|T1|) < ∞. In
conclusion, the hypotheses of Corollary 6.1 are valid with arbitrary k, obtaining that the shot noise
random field (4) verifies (12) with arbitrary p.

Now, we move to the shot noise random field defined on the sphere. Let P be the standard Poisson
field on the unit sphere Sd of Rd+1. We realize P as a sequence T1, T2, . . . , TN of uniformly distributed
random points on Sd where N is a Poisson random variable, all variables being independent.

Let g : [0, π)→ R be a C∞ function. The shot noise process is defined by

X(t) =

N∑
i=1

βig(dist2(t, Ti)), t ∈ Sd, (15)

where dist is the geodesic distance, and the βi’s are i.i.d. with distribution F .
We assume the following conditions:

(H4) β1g(dist2(t, T )) admits a bounded density, where T has a uniform distribution on the sphere.

(H5) The distribution F has moments of any order.

Note that (H4) is rather weak, it is met, for example, if β1 has a bounded density and g is strictly positive
on [0, π] (apply Lemma 4.5). We have the following result.

Proposition 6.6. Consider a shot noise random field defined by (15) and assume (H4)-(H5). Then, for
every level u 6= 0, for every compact set W and for every integer p

E
(
Hpd−1(Cu ∩W )

)
<∞.
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The proof follows from Theorem 5.6.

Differentiability (H1′′) and Boundedness of moments (H2′′). We now check (H1′′) and (H2′′) for
arbitrary k and m.

Let v be a norm 1 vector orthogonal to t ∈ Sd. Since the number of realizations of P is almost surely
finite, for any k, the derivative of X along the sphere at t ∈ Sd in the direction of v is given by

∂kX(t)

∂vk
=

N∑
i=1

βi
dk

dzk
g(dist2(γt,v(z), Ti))

∣∣∣
z=0

,

where γt,v(z) is a C∞ arc-length parametrization of a great circle through t in the direction of v such that
γt,v(0) = t.

Then, X is Ck for all k, and by compactness of the sphere Sd we obtain

∂kX(t)

∂vk
≤ (Const)

N∑
i=1

βi.

The condition (H5) implies that the compound Poisson distribution of
∑N
i=1 βi admits moments of every

order giving the desired result.

Boundedness of the density (H3′′) with h = 0. For simplicity, we consider the hypothesis (H3′′)
with h = 0 and study the marginal density of X(t).

Lemma 6.7. For every t ∈ Sd the distribution of X(t) is the sum of one atom at zero and a defective
probability with bounded density.

Proof. We consider the distribution of X(t) conditional to P(Sd) = k in the case k > 0. Under that
condition it is well known that the Ti’s, i = 1 . . . , k, are i.i.d. with uniform distribution on Sd, so we
write

X(t) = β1g(dist2(t, T1)) +

k∑
i=2

βig(dist2(t, Ti)).

The terms in this sum are independent and, because of (H4), the first term has a bounded density. By
convolution it is the same for the conditional distribution of X(t) which admits a density bounded by
the same constant. Since this bounds does not depend on k, it is also a bound for the density of X(t)
conditional to P(Sd) > 0. Obviously, when P(Sd) = 0, X(t) = 0 which gives the atom at zero.

7 Non Gaussian Kac-Rice Formula

Gaussian KRFs are valid under weak and simple conditions and a comprehensive reference is the book [6]
that treats all the relevant dimensions, i.e. random fields X from RD to Rd with d ≤ D. These formulas
give the expectation or the higher moments of the HD−d Hausdorff measure of

Cu(H) = {t ∈ H : X(t) = u},

that is the level set restricted to a compact set H ⊂ RD. Though the proofs use basically the change-of-
variable formula (or its generalization: the co-area formula) and have nothing to do with Gaussianity, its
generalization to non-Gaussian cases encounters difficulties in defining properly the quantities involved
in the formulas.

For instance, in the simplest case, the KRF for the expectation when D = d = 1 formally reads for a
compact interval I:

E(Nu(I)) =

∫
I

E
(
|X ′(t)|

∣∣X(t) = u
)
pX(t)(u)dt. (16)

In the non-Gaussian case, the conditional expectation is defined only for almost every level u. As a
consequence, the punctual values of the r.h.s. of (16) are not defined unless some kind of continuity is
established. This is why the non-Gaussian KRF requires complicated conditions. See [22] and [6] for the
case D = d = 1; for the case D = d > 1 the only reference is [2]. To our knowledge, in the non-Gaussian
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case, with the exception of the complicated treatment in [32], there exists no proof of the KRF for the
case D > d.

Often, the process or the random field has Ck paths with k “large” and the conditions can be dras-
tically simplified. This is the object of this section. Note that in its full generality, the statement of the
KRF cannot be stated in the classical form.

Our first main result is the following:

Theorem 7.1. Let us consider a real-valued process X = {X(t), t ∈ I}, where I is a bounded interval of
R. Assume that there exist u ∈ R and ε > 0 such that:

(a) The sample paths of X are C1(I).

(b) sup|v−u|<ε E(Nv(I)2) <∞.

(c) The density of X(t) at point v is uniformly bounded for t ∈ I and for |v − u| < ε.

Then,

E(Nu(I)) = lim
δ→0

1

2δ

∫
I

E
(
|X ′(t)|1|X(t)−u|≤δ

)
dt. (17)

Suppose in addition that X ′(t) has a finite expectation for every t ∈ I. Define for |v − u| < ε

R(v) :=

∫
I

E
(
|X ′(t)|

∣∣X(t) = v
)
pX(t)(v)dt.

Then, (17) can be rewritten as

E(Nu(I)) = lim
δ→0

1

2δ

∫ u+δ

u−δ
R(v)dv. (18)

Proof. By (b) there exists a finite K such that

E(N2
v ) ≤ K,

for all |v− u| < ε. Our conditions imply that, with probability 1, the process X(t) cannot take the value
u at the two extremities of I. In addition by the Bulinskaya Lemma (Prop. 1.20 in [6]) there are, with
probability 1, no extremes at the level u. Thus, the Kac Lemma (Lemma 3.1 in [6]) yields

Nu = lim
δ→0

Nδ
u, almost surely,

where Nδ
u is the Kac’s counter defined by

Nδ
u :=

1

2δ

∫
I

|X ′(t)|1{|X(t)−u|≤δ}dt.

By the area formula (Prop 6.1 in [6])

Nδ
u =

1

2δ

∫ u+δ

u−δ
Nvdv.

This, associated to the Jensen inequality, yields

E
(
(Nδ

u)2
)
≤ K.

This implies in turn that the family Nδ
u is uniformly integrable. As a consequence, Nδ

u converges also in
L1, yielding

E(Nu) = lim
δ→0

E(Nδ
u).

Making explicit the r.h.s. above we get directly (17). Under the integrability of X ′(t), the conditional
expectation E

(
|X ′(t)|

∣∣X(t)
)

is well defined giving (18).
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Remark 7.2. Analogous to the situation in Theorem 7.1, the finiteness of the second moment of the
level set can be obtained using Theorem 5.2.

Example 7.3 (The case D = d = 1). Suppose that X(t) satisfies the conditions of Theorem 2.1 with
and k,m, h such that

p = 2 <

(
k − h

2
− 1

1 + h

)(
1

m
+

1

1 + h

)−1

.

In most of the cases, it is very easy to see that the process also satisfies all the conditions of Theorem 7.1,
although this fact is not an exact consequence. This is the case for all the examples considered in Section
3. Of course, for Gaussian processes and χ2 processes, the validity of Rice formula has been known for a
long time.
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