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Optical Remote 
Sensing  in Urban 

Environments 

1.1. Introduction 

1.1.1. The urban system 

Cities today face a variety of issues: attractiveness and economic 
development, living conditions and urban redevelopment, the quality of life 
of citizens and the environmental conditions of the urban system as a whole. 

These challenges reflect the situations in urban territories where the 
economic development and population growth required for stabilizing the 
urban system come into conflict with the promotion of esthetic urban 
improvements appropriate for social cohesion and ensuring the safety of 
users while guaranteeing a reduction of the environmental impact caused by 
urban spread [WGI 14, WEB 15, MAC 07, WIL 11]. The process of 
urbanization, which has significantly transformed our countryside over the 
last hundred years, was the most important factor of the 20th Century and 
saw the urban population surpass the rural population in the majority of 
Western countries. 

The process of urbanization can be defined as “particular forms and 
structures of space being occupied by the population [RHE 14]” – in other  
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words the transformation of space (natural, agricultural, forest, etc.) through 
human activity. A recurrent problem is the objective demarcation of the 
urban system which is partly artificial and difficult to transpose from one 
case to another (conurbation, administrative boundaries, etc.). The 
determinants can vary in time and space (from one country to another1). In 
fact, identifying the place of study can sometimes get in the way of properly 
understanding the dynamics of urban growth and expansion, because like 
any other system, it is not exempt from external factors which influence its 
internal dynamics. For instance, environmentally evaluating the quality of 
the water supply can be carried out at various locations in the urban system: 
where the water is extracted from, where it leaves the urban system and in 
the city center. The quality of the supply can only be determined based on 
sections that have been artificially developed. 

What makes the urban space so complex is that it only exists insofar as it 
is “built, worked and used through social ties” [CAS 72]. It can be thought 
of as a construction where the organization and the structure impact upon 
urban society but also as one element of a much wider ecosystem on which it 
depends and/or which it influences. This system incorporates political, 
economic, social and, increasingly, environmental dimensions and we 
therefore see it as a complex and heterogeneous ecosystem whose social, 
technical and natural components must be studied in order to understand the 
way in which it functions [MAT 06]. Taking these dimensions into account 
is necessary for urban studies, whether this is in terms of evaluating 
environments, modeling dynamics or outlining evolution scenarios. 

Over the past few years, the focus has been on gaining a better 
understanding of how the urban ecosystem works. This has taken place 
under different investigations: 

– a study focusing on the social, economic and spatial aspects of the
urban system in order to consider the environmental aspect; 

– another study which focuses more on the interactions between the urban
ecosystem as a whole and the natural systems on which it depends.  

This study examines both the fluctuations (energy resources, food, raw 

1 The space considered here rarely corresponds to the administrative body as defined by the 
National Institute of Statistics and Economic Studies (INSEE) but more generally to the 
morphological urban zone taking into account the expansion of built-up zones built in 
addition to the employment area.   
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materials, etc.) and the state of these systems (the state of biodiversity, for 
example). 

Both studies introduce different but compatible problems; for example, 
the quality of living conditions will be analyzed in the first study by studying 
the behavior and aspirations of citizens related to the presence or absence of 
amenities; the second study will focus on disparities in areas featuring 
particular environmental phenomena (pollution, heat islands, presence of 
vegetation, etc.). Based on the problems that have been explored, it is 
necessary to establish a comprehensive framework for spatial and temporal 
analysis. This framework is essential for detecting, characterizing and 
identifying a given phenomenon [SAI 06]. It makes it possible to consider 
the state and dynamic of the urban ecosystem, as well as how its different 
elements interact with each other. The trio space*time*function [PEU 95] 
summarizes the complexity of these approaches: 

– Space outlines the states of the urban ecosystem. These can be
determined according to the general characteristics present, such as 
buildings, population and employment. This space is characterized through 
spatial, social and even environmental attributes at a number of levels that 
are often intertwined. 

– Depending on the temporal scale that is chosen, urban dynamics can
give us an indication of, for example, changes in land use (LU). These are 
made available through evolution processes that can sometimes be 
highlighted by the causes of change. Thus, urban wasteland constitutes a 
stage in the modification of soil usage (green zone to construction zone) and 
of a function (a strip of garden to an office block). Increasing demand for 
urban housing can lead to construction dynamics and increased housing 
stock which in turn can lead to a rise in urban growth. 

– How the urban ecosystem interacts with the natural systems on which it
is reliant depends on a number of factors: for instance, the characterization 
and the use of surface water in the city, urban climate zones [STE 06] or the 
part played by vegetation in a city’s energy patterns. 

Thus, new studies have been undertaken and knowledge of a territory as 
well as how to monitor it is increasingly important. As a result, there is an 
increasingly pressing need to collect, assimilate and analyze high-quality 
geographical data which can be put to a variety of uses. 
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In 2010, Sebari and Morin [SEB 10] demonstrated how satellite imaging 
could be used for urban studies (Measuring the evolution of the urban 

environment, Mapping the LU, Urban planning, Revised cartography or 
Updated automatic cartography) following on from the challenges outlined 
by Donnay et al. [DON 00]. Taking these environmental challenges into 
account has altered the way in which information is gathered by introducing 
the need to identify the natural components of the urban matrix2 and how 
they interact with the population and activity in a way that is both 
prospective and retrospective. 

Thanks to the acuteness of the information obtained, satellite imaging 
makes it possible to take into account policy choices which are 
environmental (protecting habitats, improving green spaces and waste 
ground), patrimonial or urbanistic (property management and protecting 
sensitive zones) or pertaining to landscape (reorganizing riverbanks, 
minimizing the break-up of habitats and improving focus areas). Satellite 
imaging can therefore be thought of as a medium for (re)presentation, a tool 
for consultation or even for cooperation. The images provided are used at 
different stages of the process: detection and observation, how results affect 
decision making, evaluating action taken and monitoring this action for 
future reference. 

1.1.2. The urban environment 

The urban environment is a heterogeneous mineral environment, made up 
of buildings that vary in terms of compactness and morphology3. Transport 
networks, waterways and green spaces intertwine in the built matrix and this 
leads to ruptures in the urban landscape. Seen from above, these landscapes 

2 The term urban matrix refers to the set of components which make up a system (buildings 
and infrastructure, vegetation, water surfaces, bare earth or waste ground). It is possible to 
distinguish between the gray matrix (buildings and infrastructure), the natural matrix 
(vegetation and water) and the brown matrix (soil and waste ground). 
3 Urban morphology is the study of urban shapes. Urban morphology aims to study the urban 
make-up beyond a simple analysis of the architecture of buildings and to identify underlying 
patterns and structures. Urban morphology studies a city’s shapes and characteristics (its 
roads, its plots of land, how areas are divided, density and functions) and the main factors 
behind it: topography, history, cultural influence, economics, town planning as well as the 
technological or even the energy context. It is based on different levels of the urban area: 
buildings, blocks, the urban fabric, the city and its surroundings. 
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can normally be determined by groups of buildings which appear similar at 
first sight, but which vary according to their distance from the center(s) by 
general morphology, the layout of neighborhoods, the space between 
buildings, how buildings are grouped around a more significant building 
such as a church or a theater or a square, or even along an avenue, the 
presence of other ruptures (roads, railway lines and canals) and the presence 
of vegetation within a built-up area and/or in parks and at the roadside. 
Depending on their size, their shape or the material used for roofing, 
buildings can disturb the impression of uniformity. Various studies have 
successfully defined categories for LU following criteria based on the 
density of the area, how far it is from the city center and the minimal 
mapping unit. Within the framework of the CORINE Land Cover (CLC) 
program, efforts were made to standardize the different categories of LU on 
a Europe-wide level. From this point onwards, the typology put forward has 
been expanded and adapted, notably for urban spaces where the minimal 
zones for representation with CLC (25 ha) are not consistent with the urban 
scale (1/5000e to 1/20000e). 

On this scale, the characteristics of urban environments are as follows: 

– areas that are mineral or not and distances between locations (and
therefore the density); 

– the volume and spatial arrangement of areas;

– the environment’s components: built matrix and networks, natural
matrix (depending on various strata and water surfaces); 

– interior and continuous break lines: coastline, lakes, rivers, road and rail
networks, walls or empty lots; 

– gradients: from the center toward the periphery. Given that city limits
are difficult to identify, the interactions of the city and its surrounding area 
makes readability complicated; 

– materials used to cover mineral surfaces.

The Urban Atlas4 program put forward by the European Environment 
Agency (EEA) proposes covering all towns in Europe with a population 
greater than 50,000 where the focus will be on functional urban areas 

4 http://land.copernicus.eu/local/urban-atlas. 
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(functional division where the objective is statistical) defined by ESPON 
(2006)5. The characteristics of the different types of LU (Table 1.1) pick up 
the large lines above by using more specifically urban density and the distance 
between a continuous or discontinuous building, and one that is isolated. 
Artificially created surfaces can be obtained using the Fast Track Laser 
European Environment Agency (EEA). This product uses several databases as 
well as satellite data with a resolution of 2.5 m (initial or a fused with the 
panchromatic channel) ranging from the visible to near-infrared. This is one of 
the services that is linked to the GMES/Copernicus program6. 

Type of surface Object 
Shape and organization of the objects 
(among themselves and in relation to 
their environment) 

Artificial areas 

Urban fabric 

Continuous urban fabric 
Discontinuous urban fabric (dense, 

average and less dense) 
Isolated structure 

Commercial, industrial, public, 
military and private units 

Commercial, industrial, public, military, 
transport and private units 

Roads, rail networks and related 
surfaces 

Ferry ports 

Airports 

Mines, building sites, waste 
disposal sites 

Mineral extraction and waste disposal 
sites 

Building sites 
Wasteland areas 

Non-agricultural 
green spaces 

Green spaces 
Agricultural or semi-natural 

zones, wetlands 

Forest 

Water surfaces 

Table 1.1. Characteristics of different types of land cover and  
land use (Urban Atlas, 2012) 

5 http://www.espon.eu/main/. 
6 http:www.esa.int/Our_Activities/Observing_the_Earth/Copernicus/Overview. 
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In 2001 Puissant and Weber [PUI 01] were able to establish a way of 
naming urban objects that can be used for describing the urban matrix based 
on SPOT images (Table 1.2). In certain cases, the general organization of the 
built matrix also makes it possible to determine some of the functions of the 
environment: the presence of air or sea traffic, important road and rail 
networks, peripheral areas, etc. 

Type of surface Object 
Shape and organization of the objects (among 

themselves and in relation to their 
environment) 

Urban vegetation 

Trees 

Single trees 
Grove (clump of trees) 
Forest 
Line of trees 

Grass or shrub 
Field (park or garden depending on the 
surrounding area or the type of sports field 
according to its shape) 

Built-up areas Building 

Continuous - dense urban layout (most often 
facing the road) 
Discontinuous – large buildings 
Residential (depending on the size of a building 
and its surroundings) 
Isolated 

Network 
Road Motorway or four-lane (and more) roads 

Dual carriageway 

Rail network Railway lines 
Rail depot 

Industrial zones, 
airports/sea ports, 
service 

Buildings and 
infrastructure Building layout, carparks, proximity to networks 

Interstitial mineral 
areas 

Parking 
Place 
Building area 

Water pond Rivers, canals, 
ponds, lakes etc. Shallow water networks 

Table 1.2. Typology of useful urban objects (taken from [PUI 01]) 

Satellite images can thus be thought of as one aspect of a wider 
information network that is used for studying the urban ecosystem. Changes 
caused by the digital boom have radically changed the situation since the end 
of the 20th Century. The potential for benefiting from localization, 
description and valorization in 2D or 3D via paying or free networks has led 
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to the spread of digital media and their use as a spatial reference. The 
contribution of various sources of information makes it possible to reuse 
satellite images alongside existing databases for a given area. Since then, 
satellite imaging has been one of a number of elements used (national or 
international databases, shared collective data, online information, of 
variable internal and external quality). An additional advantage of satellite 
data is the stability of the data provided and the capacity to obtain different 
data modulated by the number of sensors, the spectral range or the spatial 
resolution. Through the changing ways in which the Earth is observed, 
satellite imaging meets a variety of demands (observation, measurement, 
modeling, representation and application) while continuing to reframe the 
debate over how we study the environment. The current range is expanding 
in order to meet the latest challenges concerning the anthropization of areas 
by making technical improvements which will enable better results. 

1.1.3. The main characteristics of the urban environment: 
geometric, spectral and temporal 

The urban environment is characterized by the heterogeneity of its 
shapes, materials and density. Furthermore, a city is made up of large 
buildings and their shapes create shadows which increase its complexity on 
the radiative understanding. 

1.1.3.1. Geometric characteristics of urban objects 

The geometric diversity of urban objects is caused by several factors such 
as density, the age of the city or its latitude. Since the 1980s [CLA 80,  
WEL 82], determining the optimal spatial resolution in order to identify 
urban elements has been a key issue for the new generation of sensors. 
While in North America a resolution of between 20 and 30 m is considered 
acceptable, a resolution of between 20 and 10 m, or even metric resolution 
has become the necessary threshold for the use of satellite imaging in town 
planning. Small [SMA 03] used IKONOS images with a spatial resolution of 
1 m in order to determine the average size of urban objects across 14 cities 
worldwide and was able to show that it is somewhere between 10 and 20 m. 
Resolution of 5 m or below is considered necessary for the accurate 
representation of urban objects for the following applications: buildings, 
roads and their aging process [HER 05], the spread of urban vegetation 
[WEN 07, JEN 12] and land planning [PUI 03, PUI 04, WAN 07a]. 
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Following a study of useful urban objects in Strasbourg (France), 
Puissant and Weber [PUI 01] were able to draw up a table of optimal 
resolutions using simulated SPOT images (XS and P) with resolutions 
ranging from 5 to 1.36 m (Table 1.3). The results indicate that a fine 
resolution of 1.36 m is necessary in order to identify “dense urban” 
buildings, while a resolution between 2.5 and 5 m is sufficient for 
identifying “large group” buildings; a resolution of 2.5 m is sufficient for 
identifying vegetation and roads. 

Reference objects 10 m 5 m 2.5 m 1.36 m 

Trees X X X X 

Fields X X X X 

Interstitial green spaces X X X 

Dense urban X X X X 

Large groups X X X X 

Roads X X X X 

Railway lines X X 

Interstitial mineral areas X X X X 

Water X X X X 

Shadow X X X X 

Rate of well classified pixels 8 classes 

85 % 

9 classes 

89 % 

10 classes 

86 % 

10 classes 

80 % 

Table 1.3. Urban typology and spatial resolution for the city of Strasbourg [PUI 01] 

1.1.3.2. Spectral characteristics 

A city can be said to be made up of three types of areas: mineral areas 
(buildings, infrastructure and bare soil), vegetation and water. The spectral 
signature of these areas depends on their chemical composition, the 
acquisition time (day/night) and the surrounding environment. Spectral 
signature is influenced by several parameters which play a more significant 
role depending on the given spectral range: reflectance, emissivity and 
surface temperature. 

These optical parameters (detailed in section 1.1.4) are characteristics of 
the chemical composition (spectral signature), the surface state (spectral 
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and/or directional signature) and the time of measurement (directional 
signature) for a given material. 

1.1.3.3. Temporal characteristics 

The urban system offers a range of dynamics depending on the 
components being considered. Vegetation follows the seasonal vegetative 
cycle (soil, sunlight and weather conditions) while being strongly influenced 
by factors such as the shapes of buildings and the specific ecological 
conditions of a given environment. 

The development of buildings covers various dynamics: 

– the growth of built-up areas (residential, industrial and the different
types of network) outside of the urban matrix through urban sprawl: the 
standardization of the production process has considerably shortened 
construction time. However, observing the creation of a built-up area is only 
possible by observing the change in LU. Of course, this is also connected to 
the size and localization of the modified surface. This is why development 
seems fairly slow, because on the one hand only groups of buildings can 
generally be observed while on the other hand, such changes are taking place 
in pre-existing construction units; 

– the filling-in of built-up areas within the urban matrix: the construction
of a new building where an old one previously stood or the use of waste 
ground tends to be difficult to observe without close monitoring; 

– urban materials have their own intrinsic dynamics depending on the
composition of the used material (aging or dirty tiles) as well as extrinsic 
dynamics relating to the use of new materials, including, for example, 
materials with a higher capacity for retaining heat. 

We can see therefore that the system’s heterogeneity is an essential 
element in the temporal dimension of both the urban matrix and the 
dynamics related to its components. 

1.1.4. Optical properties of urban materials 

1.1.4.1. Spectral signatures 

The range of different urban materials of various chemical compositions 
leads to a wide variety of spectral signature in the optical domain. Several 
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authors have carried out studies in order to obtain spectra of urban materials 
in the reflective field [BEN 01, HER 04, SOB 12a] as well as in the optical 
field [BRI 06]. By way of an illustration, Figure 1.1 and Figure 1.2 shows 
the spectral signature of urban materials in the range (0.4–2.5 µm) (and 
[3.0–14.0 µm]) respectively. In the range (0.4–2.5 µm), tile roofs and bricks 
have similar signatures. It is only possible to distinguish between these two 
types of surfaces using the spectral signature through the use of a spectral 
imaging device. 

Figure 1.1. Average spectral reflectance of urban materials measured in Madrid in 
the range [0.4–2.5 µm] [SOB 12a]. The absence of measurements around 1,4 and 
1,9 nm corresponds to high water absorption bands in the atmosphere. For a color 
version of this figure, see www.iste.co.uk/baghdadi/5.zip 

Figure 1.2. Average spectral reflectance of urban materials  
in the range [3.0–14.0 µm] [BRI 06]. For a color version  

of this figure, see www.iste.co.uk/baghdadi/5.zip 

  White painted road 

  Pink covered pavement 

  Asphalt road 

  Pink granite paving 
  stones 
  Black covered road 

Solar panel 
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Figure 1.2 shows that surfaces such as roads and pavements covered with 
asphalt and minerals have a similar spectral behavior due to the dominant 
presence of hydrocarbon on the surface. There is an increase in reflectance 
for granite paving stones caused by the presence of the carbonate ion CO3

2-. 
The presence of silicate in solar panels results in an increase in reflectance 
around 10 µm. 

The high diversity in spectral signatures is used in hyperspectral imaging in 
order to distinguish between materials [JEN 12, BEN 01] and to estimate their 
state [HER 05]. As it is shown, similar spectral signatures can represent 
different kinds of objects (an asphalt roof and an asphalt road for example), 
but it is still possible to distinguish between them. This can be done using 
hyperspectral images combined with data obtained either from an airborne 3D 
LiDAR, or from a digital surface model (DSM) (detailed in section 1.2.1.2). 

1.1.4.2. Intraclass variability 

However, for the same material, there can be distinct variations in its 
signature and this leads to a change in the classification or unmixing 
techniques: this is called intraclass variability. There are several reasons for 
this variability: 

– physical (difference in texture or roughness);

– use (for instance, the signature of asphalt will not have the same
signature on a pavement as it will on a road due to different deteriorations); 

– definition of classes (for instance, granite can include different colors
and different components). 

By way of an illustration, Briottet et al. [BRI 06] were able to quantify 
this variability for the city of Toulouse, summarized in Table 1.4 for a 
sample size of 20 cm. A maximum standard deviation is calculated 
corresponding to the maximum of standard deviations calculated for each of 
the different types of intraclass variability. The analyzed classes include 
different types of asphalt, cement, granite, brick and tile. The strong relative 
standard deviation (%), found for physical intraclass variability in the range 
(3.0–12.0 µm), is caused by the diversity of materials included in each class, 
but also due to the weak level of reflectance (given that the standard 
deviation is of the same magnitude as the reflectance, the resultant relative 
standard deviation, defined as the link between the standard deviation and 
the reflectance, is large). 
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Type of variability 
Maximum standard 

deviation in the range  
(0.4-2.5 µm) 

Maximum standard deviation 
in the range (3.0-12.0 µm) (%) 

Physical 13 88 

Use 30 21 

Class definition 50 40 

Table 1.4. Maximum standard deviation of the intraclass variability of the  
reflectance across all classes measured in Toulouse in the optical domain 

Table 1.5 shows that the used classification used has a significant impact 
on variability. The influence of the texture of the material is highly variable 
depending on the given spectral domain. 

Le
ve

l 1
 

Le
ve

l 2
: 

Ty
pe

 o
f s

oi
l 

Level 3: 
Type of 
material 

Level 4: Surface material Characteristic wavelengths 
(nm) 

A
rt

ifi
ci

al
 su

rf
ac

es
 

Bu
ild

in
g/

ro
of

 Mineral 
material 

Asbestos Asbestos 580, 800, 2,323, (2,320; 944) 
Asphalt roof Asphalt roof  1,700, 2,350, 11,300 
Clay roof 
(red) Clay roof (red) 520, 670, 870, (iron ion 

absorption) 

Concrete 
roof Concrete roof 

A 2,300–2,370 (calcite and 
dolomite), A 2,170 (argile), 
1,413 and 2,323 (portlandite, 
muscovite) 

Gravel Gravel 
Silicate 2,200, 
carbonate 2,200, iron 
oxide 520, 670, 870 

Plate glass 
window Plate glass window R 372, 400 A 2280 

Slate Slate  R 791, A 940, 2,200, 2,260, 
2,340 

Metallic 
material 

Aluminum Aluminum A 840 
Copper Copper R 540–650, A 2,240, 2340 

Zinc Zinc 
A (strong) 550  
A 1,020 
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Polyvinyl 
chloride Polyvinyl chloride Strong absorption of 1,200, 

1,700, 2,170, 2,300 

Polyvinyl 
(PV) 

Monocrystalline 
silicon(Si) 732, 1,100 

Gallium Arsenide 
(GaAs), Indium 
Gallium Phosphide 
(GaInP) 

381, 887 

PV 732–1,067 (Optimal 
transmission window) 

Vegetal 
material 

Green roof Green roof R 550, 750, A 450, 680, 980, 
1,200, 1,400, 1,900 

Thatched 
roof Thatched roof Cellulose vibration A 2,100, 

2,300  
Wooden 
roof Wooden roof Cellulose vibration A 2,100, 

2,300 

Waterproof 
surface 

Asphalt Asphalt 
Weak absorption 1,850, 2,315, 
2,350  
1,700, 2,350, 11,300 

Cement 
brick Cement brick 

R 600–700, Iron 
oxides A1,410, A1,940–1,970, 
mini reflectance of gray 
cement 2,310–2,350 

Artificial 
water 

surface 

Swimming 
pool Swimming pool A 1,340–1,480 and 1,770–

1,970 
Garden pond Garden pond 

Table 1.5. Extract of the characteristics of urban  
materials [ZIN 15] (A: absorption; R: reflectance) 

1.1.4.3. Directional variability 

With urban materials, there is also a wide variety of directional behaviors 
[BRI 16] which is due in large part to their roughness. Thus, a smooth 
surface such as a solar panel or polished granite will show marked specular 
reflection, while a rough material (such as tiles or rough casting) will have a 
maximum of reflectance in the backscattering direction. 

Examples of directional behavior are given in Figure 1.3 where the 
directional reflectance of different artificial materials is outlined in polar 
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representation. Thus, with concrete, asphalt and pink granite, the peak of 
reflection is in a forward direction. The measured granite has a smooth 
surface which explains the higher amplitude of the reflection peak. However, 
asphalt does not display a marked directional signature (Lambertian 
reflectance). 

1.1.4.4. Temporal variability 

The materials found in a city undergo natural changes (evolution of 
vegetation along a year), but they are also chemically damaged (pollution) 
and through use (changes to the surface). This modifies their spectral 
signature and can thus be used as an indication on their status. Herold et al. 
[HER 05] were able to estimate the aging and deterioration of roads using 
ground spectrometric measurements. These modifications are attributed to 
physical changes (through use) and chemical changes to the road surface. 

a) 

c) 

b) 

d) 

Figure 1.3. Bidirectional reflectance of different urban materials at 550 nm for an 
incident zenith angle of 60° (size of the sample measured at nadir of 20 cm): a) 
concrete, b) red asphalt, c) asphalt and d) pink granite. In a polar representation, the 
length of the radius represents the zenith angle, the angle between this radius and 
the x axis is the azimuthal angle and the color represents the value of the 
bidirectional reflectance. The star indicates the position of the light source. For a 
color version of this figure, see www.iste.co.uk/baghdadi/5.zip 
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1.1.5. Spectral characteristics 

1.1.5.1. Introduction 

In remote sensing, the interpretation of the signal acquired over an urban 
environment is very complex because of its specific structure which causes 
occultations, shadows, light reflected by facades and the directional effects 
of the materials present. These processes make it difficult to interpret the 
signal received and to automatically determine the materials present directly 
from the signal measured by a sensor. Figure 1.4 illustrates the radiative 
components present in remote sensing at high spatial resolution7 optical 
imagery, in particular. 

– shadows are classified separately (in black in Figure 1.4(a));

– roofs of the same material but with different slopes are classified
separately (in blue, green, yellow and cyan in Figure 1.4(b)). 

  a)   b) 

Figure 1.4. a) Colored composition of an image acquired for Toulouse by the 
multispectral airborne camera PELICAN (spatial resolution of 20 cm) and b) non-
supervised classification for the same area (ONERA credit). For a color version of 
this figure, see www.iste.co.uk/baghdadi/5.zip 

A degradation of the spatial resolution (Figure 1.5) leads to a loss of 
geometric details and several objects can be contained in a single pixel. 
Furthermore, lower spectral resolution makes it more difficult to 
discriminate between different materials. 

7 For decametric spatial resolutions, we will refer to high spatial resolution (HR) and for 
resolutions between metric and submetric we will refer to very high spatial resolution (VHR). 
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Figure 1.5. Images of Toulouse at three spatial resolutions of 30, 8 and 2 m 
generated from data obtained from the airborne multispectral camera PELICAN 
during the Musarde experiment (ONERA/IGN credit, 2010). For a color version of this 
figure, see www.iste.co.uk/baghdadi/5.zip 

For applications such as the soil mapping [LU 06], the growth of cities or 
changes in LU [MAD 01, JAT 08], hyperspectral instruments with a spatial 
resolution of roughly 30 m are used. For this, the baseline information is the 
spectral reflectance. The advantage of these instruments is that their swath 
makes it possible to cover vast urban areas. However, the main disadvantage 
is that the images are made up of a large number of pixels and include a mix 
of several different materials. Various studies have been carried out in order 
to evaluate the contribution of hyperspectral imaging compared to 
multispectral imaging. Platt and Goetz [PLA 04] show that the classification 
of urban surfaces obtained from images taken by the spectro-imaging device 
AVIRIS is better than classification with Landsat ETM+ data. A number of 
authors [LU 06, WU 03] explain the limitations of multi-spectral sensors for 
characterizing impervious surfaces and discuss the potential of hyperspectral 
imaging. Cavalli et al. [CAV 08] obtain a similar conclusion in their 
classification works. 

Identifying smaller objects (< 5 m) has become possible using 
panchromatic and multispectral devices such as SPOT 6/7 and Pléiades 
satellite sensors. However, such a spatial resolution comes at the expense of 
spectral quality (the number of bands is limited to 3 or 4 in the visible and 
near infrared spectrum with a typical bandwidth ranging from   60 to 100 
nm). These methods rely on the use of features such as the spectral indices, 
the geometric shapes [DUR 08, ING 07] and the texture [ZHA 09]. These 
methods will be outlined in section 1.2.1. 
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The advent of new spatial missions which combine a hyperspectral 
camera with a spatial resolution of 8 m for the HYPXIM mission [CAR 14], 
(10 m for the SHALOM mission [BEN 14]) and a panchromatic camera with 
a spatial resolution of 1.8 m (4 m for SHALOM) will allow for a better 
understanding of urban environments. Thus, the joint use of images acquired 
through these two hyperspectral and panchromatic imaging devices makes it 
possible to generate a fused image with a high spectral resolution and a high 
spatial resolution. There are different techniques for this type of fusion. For 
instance, a comparison of eight methods of panchromatic and hyperspectral 
fusion was proposed in Loncan et al. [LON 15]. The best results were 
obtained with the methods developed by Laben and Brower [LAB 00], 
Yokoya et al. [YOK 12], Wei et al. [WEI 15] and Simoes et al. [SIM 15]. 

The use of airborne imaging rounds off the range of spatial technology 
through its capacity to acquire images simultaneously with a high spatial and 
spectral resolution. By way of an illustration, the AVIRIS8, HYSPEX9 or 
HYMAP10 cameras, at their nominal altitude, have spatial resolutions 
between 2 and 4 m, while covering the range 0.4–2.5 µm. We are currently 
witnessing the arrival of new devices which are sensitive in the thermal 
infrared spectrum, such as the TELOPS11 systems, or across the whole 
optical spectrum, such as the Sysiphe system [ROU 15], with compatible 
spatial resolutions for observing urban environments. 

1.1.5.2. Spectral preprocessing 

The data acquired by these devices are georeferenced images expressed 
in radiance units. To extract the perturbing effects of the atmosphere, 
whether spectral or temporal, preliminary preprocessing specific to urban 
environments is necessary in order to estimate the following parameters: 
reflectance, emissivity and/or temperature for applications. 

The presence of 3D urban structures creates a lot of shadows which 
deteriorate the effectiveness of processing for applications such as the 
identification of urban materials [LAC 08, LEB 96], detecting objects  
[SHI 11], 3D reconstruction [CHE 11] or monitoring traffic [FLE 06]. To 
improve these results, two steps are necessary: shadows identification and 

8 Aviris.jpl.nasa.gov. 
9 http://www.hyspex.no/. 
10 http://hyvista.com/?page_id=440. 
11 http://telops.com/fr. 
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atmospheric correction, in order to estimate the optical properties for 
surfaces at all points of the image, in the sun and in shadow. We are able to 
justify this step because the different total incident radiation (for example, 
there is no direct solar radiation in shadow) means that different types of 
preprocessing will be applied. 

Shadows can be characterized in the reflective domain by the following 
radiative properties: 

– the levels of radiance in shadow are weaker than areas illuminated by
the sun; 

– the radiative effects of the environment caused by multiple reflections
can no longer be disregarded in shadow [LAC 08]; 

– the spectral radiance measured in shadow decreases as the wavelength
increases (decrease in the atmospheric diffusion); 

– the spectral radiance measured in shadow depends on the spectral
reflectance of the material. 

Methods of identifying shadows rely on either one or several of these 
characteristics. For a detailed comparison of existing methods, we would 
refer the reader to studies carried out by Adeline et al. [ADE 13]. The 
limitations of current methods are due to the difficulty of separating water 
from shadow and identifying shadows in the vegetation when it is less dense. 

Once the shadows have been detected, different methods of atmospheric 
correction have been developed in order to reduce the impact of perturbing 
radiative effects in the city–atmosphere system. In an urban environment, 
radiative exchange is more complicated than with a flat surface (see Chapter 
of [BAG 16]). Figure 1.6 illustrates the different irradiance E components 
incident to the surface at point B in shadow and at point C in the sunlight 
and radiance L components at sensor level. In the shadow, the direct 
irradiance ED is absent, the downwelling atmospheric irradiance Eatm,d is no 
longer integrated over the 2.π sr but instead over the sky solid angle Ωsky 
delimited by the 3D shape of the buildings, the coupling irradiance EC is also 
reduced by the presence of 3D structures. Finally, a new form of irradiance 
appears, caused by multiple reflections, Erefl,, due to the 3D environment of 
the considered point. 
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The total incident irradiance, ET is written as: 

in the sunlight: ்ܧ = ܧ  + ௧,ௗܧ + ܧ +  ܧ
in shadow : ்ܧ = ௧,ௗܧ  + ܧ + ܧ [1.1]

Given that the total radiance at the level of the sensor LT is the sum of the 
incident radiance s, and supposing Lambertian reflectance, reflectance ρ at 
ground level is written as: 

in the sunlight: ߩ = గ.൫ିೌ,ିೡ൯൫ாವାாೌ,ାாାாೝ൯
in shadow : ߩ = గ.൫ିೌ,ିೡ൯൫ாೌ,ାாାாೝ൯ [1.2]

Figure 1.6. Illustrations of the radiative components in E irradiance and L radiance 
for a surface in the shadow of a building (B) and for a surface in sunlight (C) [ADE 

13] For a color version of this figure, see www.iste.co.uk/baghdadi/5.zip

Different methods are then used in order to solve equation [1.2] 
depending on whether the point is in sunlight or shadow. The first type of 
method considers the ground as flat and no correction is possible in shadow. 
The chapter by Briottet in this set of books [BRI 16] provides a description 
of these methods. Nevertheless, Chen et al. [CHE 13] put forward an 
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alternative by adding empirical geometric correction factors: weighting of 
the total descending atmospheric irradiance, calculated over the 2.π sr by an 
average of the solid angle of the sky, suppression of the terms Lenvi, EC and 
Erefl. This method provides better results but only for the visible domain 
(VIS). Other more empirical methods aim to equalize the grayscale between 
the areas in shadow and the areas in sunlight. The disadvantage of such 
methods is that it is not possible to correct the spectral effects caused by the 
presence of different radiative terms. 

More recent methods (ATCOR-4 [RIC 03], ICARE [LAC 08]) have been 
developed using a DSM in order to calculate the different terms of equation 
[1.2] using a radiative transfer code like Modtran. Thus, Lachérade et al. 
[LAC 08] were able to obtain a maximum deviation of 0.04 in reflectance 
units [BAG 16] for the estimated reflectance in shadow, compared to 
experimental data. The main sources of error are due to a registration error 
between the image and the DSM, and the shadow caused by non-opaque 
trees which allows part of the direct solar irradiance to pass through, which 
is not taken into account in equation [1.2]. 

Methods of atmospheric correction in the thermal domain are less 
sensitive to the environment. Thus, the methods described in the chapter by 
Briottet [BRI 16] are used. Additional information relating to the urban 
environment is provided in section 1.3.3. 

1.2. Main applications of optical remote sensing in urban 
environments 

Since their arrival, HR and VHR sensors have been used for a wide range 
of applications: 

– mapping land cover/land use (LCLU), revisiting and updating maps:
this is most needed in developing countries, although it is still used 
elsewhere; 

– urban mapping and planning: optical imagery must contribute with
additional information that is not provided by databases and must be in 
accordance, geometrically and semantically with the rules of urban planning; 

– land cover (LC) mapping and its evolution dynamic. There has been a
significant revival in the use of these applications through modeling and the 
development of evolution scenarios. 
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More recently, the study of ecosystems has concerned itself with the 
challenges posed by sustainable development and biodiversity: 

– some of these elements tend to be considered within the framework of
the quality of ecosystems, habitats and general resources. This quality is 
determined by the surfaces and the natural or semi-natural components 
(vegetation strata, urban waste ground, river banks and waterways, etc.) but 
also using calculations of biomass [AVI 11, AVI 12, HER 11], storing or 
capturing carbon, the detection and deterioration of environments or their 
dispersion [MUR 13], etc. The image is then combined with ancillary data 
and/or used as an input variable in various models or methods of analysis; 

– optical imaging has also recently been used to meet the demands of
energy transition such as the thermal evaluation of buildings, identifying 
rooftops that are optimal for the installation of solar panels or the detection 
of new construction materials. 

The various kinds of available optical technology, such as VHR, 
hyperspectral or infrared cameras, provide a wide range of possibilities for 
monitoring the urban socio-ecosystem. Three examples of such applications 
are outlined in the following sections, with reference to different imaging 
techniques: 

– urban planning by using high spatial resolution imaging devices;

– biodiversity, especially green and blue belts and urban vegetation using
spectral imaging devices in the reflective domain; 

– monitoring heat islands using thermal infrared imaging.

1.2.1. The use of very high spatial resolution multispectral 
imaging (VHR) for urban mapping and planning 

LC databases have been compiled at different levels (worldwide, 
European, national, regional and local) in order to meet societal, regulatory 
and scientific demands. Describing LC makes it possible to produce 
environmental indicators for the management of ecosystems and territories, 
especially for urban areas. Thus, an up-to-date LC database makes it possible 
to study territorial evolutions and to monitor certain natural or anthropic 
phenomena in order to implement related public policies related. These data 
are then used to evaluate the impact of these policies. A good example of the 
way in which this is used relates to territorial urbanization [DUP 12, SU 11, 
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PHA 11], with the monitoring of artificial sprawl and urban densification. 
Another example concerns the study of the spread of vegetation and how it 
has evolved in urban environments [ZHO 08, DEL 08, LAN 09, PHA 12]. 
Data regarding LC is also used for planning purposes, particularly within the 
framework of impact studies, where decisions are taken regarding important 
building sites, for example. Finally, LC data can be used as an input for 
climatological or hydrological simulations. 

1.2.1.1. Land cover databases 

The specifications of a LC database, especially for an urban environment, 
will relate to: 

– its geometric accuracy, i.e. the minimal size of objects to be represented
for each degree of classification legend. The minimal mapping units 
(MMUs) are defined by class; 

– its semantic accuracy, i.e. the level of detail in its classification legend.

The classification legend of LU is most often organized hierarchically, 
ranging from fairly general classes to finer subclasses (for example, a 
general class called “artificial territories” might include a subgroup 
“communication networks”, where third-level subgroups on roads and paths 
would be found). 

In terms of LC, it is possible to distinguish between land cover (the 
description of elements without predicting their function) and LU (the role 
played by certain areas in terms of economic or human activity). For 
example, what would be termed a built-up area in terms of LC could be 
residential, commercial or industrial in terms of LU. 

Data for LC in urban environments have therefore been compiled at 
different scales in order to meet different needs. The data are produced using 
photo-interpretation or semi-automatic techniques which require a phase of 
correction and validation by photo-interpretation. Existing LC databases 
describing urban environments will be presented in the following section, 
ranging from the general to the more specific. These databases are different 
in terms of their classification legend, their scale of use and the extent of the 
covered areas. 

A summary is presented in Table 1.6. 
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1.2.1.1.1. European scale: Urban Atlas 

The Urban Atlas database was created by the EEA as part of the 
European Copernicus program. It concerns exclusively the largest urban 
areas in Europe. The aim of Urban Atlas is to develop a shared terminology 
for every city in Europe in order to be able to easily compare them in a 
rigorous manner or to calculate relevant indicators (Figure 1.7). 

Figure 1.7. Extract from the land cover database Urban  
Atlas [source: EEA] (above: corresponding orthoimage [source: IGN]) 

Two versions of the Urban Atlas database exist. The 2006 version dealt 
only with urban areas with a population greater than 100,000, while the 2012 
version was extended to cover urban areas with a population greater than 
50,000. 
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The minimal mapping unit for Urban Atlas was set at 0.25 ha, with a 
minimal size of 10 m for longer objects. Urban Atlas was produced using 
satellite images with a resolution of 2.5 m and topographical maps with a 
scale of 1:50000. 

The classification legend of Urban Atlas is hierarchical, featuring three 
levels and a total of 17 different classes. 

1.2.1.1.2. National scale: IGN’s large-scale land cover database 

In France, IGN12’s large-scale LC database (Base de Données 

d’OCcupation du Sol à Grande Echelle or BD OCS GE) is still being 
compiled13. With a metric level of accuracy and compatible with the other 
layers of the national geographic database (Référentiel à Grande 

Echelle  – RGE), its purpose is to provide a new component of the large-
scale reference geodatabase RGE. 

The OCS GE is composed of two levels, one dealing with LC and the 
other with LU and each has its own hierarchical classification legend. For 
LC, they include four levels with a total of 14 different classes. The minimal 
mapping unit varies between 0.5 (particularly for built-up areas) and 2.5 ha. 

The BD OCS GE (Figure 1.8) is produced by integrating existing data 
while also calculating new information from available data, before 
correcting and completing the process through photo-interpretation. 

1.2.1.1.3. Regional scale: land cover in Ile-de-France 

LC data Mode d’Occupation des Sols (MOS), provided by the Institute 
for urban planning and organization (Institut d’Aménagement et 

d’Urbanisme – IAU)14 in Ile-de-France is one of the oldest databases relating 
to LC and also one of the most accurate, semantically and geometrically. In 
use since 1982, it was compiled through the photo-interpretation of aerial 
images and there have been eight different versions (1982, 1987, 1990, 1994, 
1999, 2003, 2008 and 2012). 

12 IGN: French National mapping agency. 
13 IGN’s OCS GE project began in 2012. Compiling the database is carried out in partnership 
with local organizations. 
14 Paris based organization that consults on urban development. 
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Its legend is hierarchical divided into four levels, with the most detailed 
level containing 81 different classes. However, this classification legend 
mostly addresses LU (Figure 1.9). 

Figure 1.8. Extract from IGN’s large-scale land cover database. From top to  
bottom – land cover, orthoimage of land cover and land use (source: IGN),  

For a color version of this figure, see www.iste.co.uk/baghdadi/5.zip 

Figure 1.9. Land use data for Ile-de-France (for the same area as 
Figure 1.7) (source: IAU-IDF) For a color version of this figure,  

see www.iste.co.uk/baghdadi/5.zip 
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For urban planning purposes, the classification legend of the LC database 
must be as detailed as possible and includes the different types of urban 
objects (Table 1.6). These objects are then mapped in order to produce an 
inventory at a given date, but also to study their evolution. Within this 
framework, very high spatial resolution multispectral imaging (VHR) is able 
to produce submetric images, at least in panchromatic mode. At this spatial 
resolution, it is possible to clearly delineate useful urban objects and to 
improve how their classification in dense urban areas. It is therefore possible 
to extract urban objects using VHR multispectral optical data, especially 
when using supervised methods of classification. 

Database Version Scale Minimal 
mapping 

unit 

Number of 
levels of 

classification

Number 
of classes

Data and 
production 
techniques 

Urban 
Atlas 2006, 2012 Europe 0.25 ha 3 17 

–Photo-
interpretation and 
supervised 
classification 
–Satellite image
2.5 m 
–Topographic
map 1:50000  

OCS GE 
(land 
cover) 

Still being 
compiled, 
varies 
depending on 
the region 

France 0.25-2.5 ha 4 14 

–VHR aerial (or
satellite) 
orthoimages 
– Integration of
existing databases 
– Photo-
interpretation 

Land use 
(MOS) 

1982, 1987, 
1990, 1994, 
1999, 2003, 
2008 and 2012 

Ile-de-
France 

Undefined 
(<500 m²) 4 81 

– Aerial orthoimages
– Topographic
map 
– Photo-
interpretation 

Table 1.6. Main characteristics of different urban land cover databases 

1.2.1.2. Classification techniques using VHR multispectral images 

Given a typology of useful urban objects (such as the one in Table 1.1), 
supervised classification appears to be a technique that is well suited for 
mapping LC. This consists of training a classifier model using learning data.  
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These data are collected for each separate class through photo-interpretation, 
collected in situ or taken from existing databases, and it is characterized by 
spectral, textural or geometric information. A classifier model is calculated 
from these data and then makes it possible to predict the class of each 
observation (pixel or region) taken from the image. The model is therefore 
applied to the whole image in order to produce a LC map. Changes can then 
be detected by comparing this most recent version to a previous database in 
order to complete it, update it or to monitor a phenomenon over time. 

The operational extraction of LC takes place over several stages 
described in Figure 1.10: 

– calculating the image’s spectral and textural features;

– extracting training areas either manually or using an existing database
(especially when used for change detection); 

– training: estimating the classifier model using training data and
calculated attributes; 

– classification: either by pixel or by region;

– detecting changes by making a comparison between the classification
and the database requiring an update. 

Figure 1.10. Framework for classifying land cover and detecting changes in urban 
environments. In yellow: the pixel approach; in blue: the object approach; in orange: 
specific approach for multi-view images (source Bordeaux INP) For a color version of 

this figure, see www.iste.co.uk/baghdadi/5.zip 

Variations to this framework exist depending on whether or not the object 
concept is taken into account and whether the imagery is monoscopic or 
multi-view. Indeed for VHR imaging, it can be useful to segment the image 
in homogeneous regions before moving directly to the classification of these 
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regions, which are also called superpixels: this is referred to as Object Based 
Image Analysis (OBIA) [BLA 10]. Where multi-view data is available, a 
DSM (i.e. an image which connects each pixel to its altitude) can be 
calculated and used as an input for classification, greatly improving the 
accuracy classification especially for the discrimination of ground and 
above-ground objects. 

The most widely used classifiers in remote sensing are neural networks 
[PAI 15], the maximum likelihood, support vector machines (SVMs)  
[PAL 05] or random forests [BRE 01]. 

For large-scale processing, the process can be applied by tiles. 

Figure 1.11 shows examples of data produced from Pléiades VHR 
images. 

Figure 1.11. Examples of data produced from two Pléiades images (in Tarbes, 
France): a) resampled and pansharpened orthoimage at 50 cm, b) an example of 
segmentation, c) Digital Surface Model (increasing altitudes from black to white) and 
d) an example of classification (shadows in black, buildings in red, road networks in
gray, bare earth in yellow, high vegetation in bright green and low vegetation in pale 
green) (source: IGN). For a color version of this figure, see 
www.iste.co.uk/baghdadi/5.zip 
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1.2.1.3. Feature calculation and selection 

Whether an object-based or pixel-based approach is adopted, the 
classifier does not necessarily use the initial bands of the multispectral 
image, but transformed channels calculated from the initial bands (most of 
the time red – green – blue – near-infrared) of the image. These derived 
channels make it easier to distinguish certain classes, as is the case with the 
spectral index NDVI (Normalized Difference Vegetation Index) which is 
used to detect vegetation. There are several different kinds of these derived 
channels, or neo-channels, also known as features in case of classification: 

– spectral features: these are the spectral indices such as the vegetation
indices [HEN 12], brightness indices, water indices or bands transformed in 
another colorimetric space (Intensity/Hue/Saturation or L*a*b15 spaces, for 
example) or all other indices obtained by a simple combination of initial 
bands; 

– textural features: these are calculated at the pixel level (by integrating
the information within a given neighborhood) or at the regional level (if we 
have access to a segmentation) and characterize the image’s textural 
information (structure, roughness, contrast, etc.). We can cite, for example, 
the textural indices of Haralick [HAR 73] or Gabor [GRI 02], the 
morphological attribute profiles [DAL 10] or approaches based on 
descriptors such as the Histogram of Oriented Gradient or HoG [DAL 05]; 

– geometric features: features which are specific to the object-based
approaches, outlined in section 1.2.1.4. 

The use of well-suited derived channels often makes it possible to 
improve classification and to better distinguish between different classes. 
Selecting these features is highly important and will affect the accuracy of 
LC classification. 

With this in mind, automatic feature selection methods can be used in 
order to identify optimal sets of features. Sometimes, these will be dependent 
on the classifier [GUY 02, BRE 01]. 

15 The L*a*b* color space includes all perceivable colors. Three figures characterize the 
colors: lightness L which is derived from the radiance and two parameters a and b which 
express the difference between the color and a gray surface of the same brightness. 
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1.2.1.4. The contribution of object-based classification 

The pixel-based approach is easy to implement but has a tendency to lead 
to noisy classification. This then requires postprocessing in order to 
regularize the result in a given neighborhood to obtain a LC map. In order to 
solve this problem, different regularization techniques have been proposed. 
They include local, filter-type approaches such as majority vote or bilateral 
filtering [TOM 98], or more general methods based on probabilistic graphic 
models solved owing to optimization methods such as graph cuts [SCH 12]. 

This phenomenon is much more sensitive in the case of VHR imagery, to 
the extent that the same object will be represented on the image by several 
pixels. It is therefore worthwhile carrying out joint processing on different 
pixels which correspond to the same object. This kind of processing requires 
an image segmentation. 

Image segmentation divides an image into a group of homogeneous 
regions, which are disjoint from each other and their union forms the whole 
image. For segmentation, the parametrization choice can be critical, given 
that the aim is to have regions which are of a significant size and where the 
LC is consistent. Fine- or oversegmentation will contribute little in relation 
to classification carried out per pixel and will run the risk of leading to noisy 
classification, while undersegmentation, that is to say a segmentation that: is 
too coarse, containing regions of different classes, will also lead to mis- 
classification. 

Various segmentation algorithms have been put forward, for example, 
[BAA 00, BEN 04, COM 02, GUI 06] and [ARB 11]. 

Regions created by segmentation can be used within the framework of a 
regularization process as for pixel-based classification. However, an object-
based classification approach will use the segmented regions as input and 
derive specific object features [MAT 07, ZHA 10, MYI 11] and will 
immediately provide a less noisy classification. Examples of these objects 
features include: 

– statistical features within the region (calculated from pixel-based
features); 

– geometric features describing the regions’ shape;
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– contextual features: these features take the local context into account.
For example, the neighboring region of a shadowed area in the direction of 
the sunlight will most likely be above ground. 

The use of segmentation therefore makes it possible to obtain a more 
smooth classification, but we have to keep in mind that there is a risk of 
error spreading from segmentation to classification. 

Figures 1.12 and 1.13 show the regularization and improvement in 
classification through the object-based approach, especially for roads which 
are often confused with buildings. Object classification is more even but still 
leads to significant confusion when trying to distinguish between asphalt 
roads and asphalt roofs. 

Figure 1.12. Classification by maximum likelihood classifier by pixel  
a) and by region without using a Digital Surface Model b) (source: IGN).

For a color version of this figure, see www.iste.co.uk/baghdadi/5.zip 

Figure 1.13. Examples of classification by maximum likelihood  
classifier by pixel (center) and by region (right) taken from a Pléiades  
ortho-image (left) (source: IGN). For a color version of this figure, see 

www.iste.co.uk/baghdadi/5.zip 
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1.2.1.5. Contribution of digital surface models in urban classification 

The development of VHR satellite imaging in tandem with increased 
satellite agility (as is the case with the Pléiades sensor) has made it possible 
to acquire images in stereoscopy and even tri-stereoscopy without 
diachronism while. Aerial VHR acquisitions are almost always multi-view 
(more than three images). One of the advantages of multi-view VHR 
imaging is that it enables the calculation of DSMs with submetric resolution, 
i.e. a 2.5 D representation of the image, where the value of each pixel 
reflects its altitude on the terrain while taking into account objects above the 
ground (buildings, vegetation, etc.). 

Such DSM are calculated using dense automatic correlation image 
matching techniques [PIE 06, GRA 11]. In urban environments, filtering 
techniques, for instance using an elastic grid algorithm [CHA 06], can then 
be used to delete above-ground objects making it possible to produce a 
digital terrain model (DTM), that is to say a grid of altitudes at ground level. 
It then enables us to derive from such data whether an object is at ground 
level or above for each pixel as a function of the difference between the 
DSM and the DTM. This difference is called normalized DSM (nDSM) and 
makes it easier to distinguish between classes which are spectrally similar 
such as roads and buildings with gray roofs on one hand and areas of bare 
ground areas and some red-tiled buildings on the other hand. 

Depending on the type of classifier used, these data are either taken into 
account directly as new features based on the difference between the DSM 
and the DTM and provided as an input to the classifier or as a priori 
probabilities of classification given the difference between the DSM and the 
DTM. These probabilities are then merged retrospectively with posterior 
classification probabilities produced by the classifier through Bayesian [LEB 
11] or fuzzy [ROT 07, POU 09] data fusion approaches. An example of
ground versus above-ground probability classification described using a 
piecewise linear function is shown in Figure 1.14.  

Figures 1.15 and 1.16 illustrate the benefit of using DSMs when 
classifying by pixel or by region. Ambiguities which were presented in 
Figure 1.12 have been removed by distinguishing between ground and 
above-ground objects. 
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Figure 1.14. Probability of being classified as ground  
level or above-ground level as a function of the difference 
in altitude between the DSM and the DTM (source: IGN). 

Figure 1.15. Classification by maximum likelihood classifier using DSM,  
by pixel a) and by region b) (source: IGN). ). For a color version of this  

figure, see www.iste.co.uk/baghdadi/5.zip 

Figure 1.16. Examples of classification by maximum likelihood classifier  
using DSM by pixel (center) and by region (right) on an extract from a  

Pléiades orthoimage (left) (source: IGN). For a color version of this  
figure, see www.iste.co.uk/baghdadi/5.zip 

1.2.2. Biodiversity (blue belt and green belt) and vegetation 
detection in cities 

Despite a blurring of the concept [GUY 08], biodiversity, or at least the 
biological diversity of species found in cities [PRE 08], has taken on 
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significant social, economic [MAR 06] and legal dimensions. The delicate 
balance between cities and the natural world is constantly changing, in part 
due to work carried out as part of the Millennium Ecological Assessment 
[MEA 05] which highlighted the challenges facing biological diversity and 
especially the strong ties between urban development and the health of 
ecosystems. In reality, “changes caused by anthropic activity have happened 
more quickly over the course of the last fifty years than during any other 
period of human history” [MEA 05]. Those transformations that have been 
observed are linked to the conversion of natural ecosystems into socio-
ecosystems dominated by humans. Urbanization has had a negative effect on 
biological diversity and has caused the destruction of habitats by using these 
natural environments for various projects (construction, extraction, 
fragmentation and expansion), but it has also helped its development by 
creating specific zones – wildlife corridors, green belts, plants on roofs and 
walls, protected zones, etc. Green and blue belts can therefore be thought of 
as sites of both biodiversity and construction which spread across cities; they 
play an important role in the ecological functioning of species in this mostly 
mineral environment alongside existing vegetation (parks, gardens, rows of 
trees, etc.). In urban environments, biodiversity is localized depending on the 
different types of habitat (ground surfaces, vegetation, water and 
increasingly roofs and walls, trees or building), following the permeability 
gradient of the matrix and urban density. Vital for one or several species, 
these habitats are very diverse and are constrained by the urban matrix. They 
correspond to natural infrastructure that is necessary for the displacement of 
fauna and the dispersion of flora, but also for their reproduction, protection, 
feeding and rest. 

Among this diverse range of infrastructures is where wildlife corridors 
are to be found. These natural or protected areas were set up following the 
application of the Habitats Framework Directive16 and were extended in 
urban environments by clearly defining green and blue belts. In France, the 
implementation of green and blue belts since 2007 has been one of the major 
national projects to come from the Grenelle Environment Forum. This belt is 
made up of a network of biological corridors (or ecological corridors, 
existing or to be restored), “biodiversity reservoirs” and buffer zones or 
annexes (“natural relay spaces”). Documents provided by state services 
make it possible to identify these structures and to map them for town 

16 Directive 92/43/CEE of the Committee on 21st May 1992 regarding the conservation of 
natural habitats as well as wild flora and fauna. 
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planning purposes using satellite data17. At the European level, protocols for 
evaluating and mapping ecosystem services have been studied and put 
forward by the European Commission, drawing on a range of data sources 
(Figure 1.17). 

Mapping ecosystems 
Urban 

Cropland 

Grassland 

Woodland and forest 

Heathland and shrub 

Sparsely vegetated land 

Wetlands 

Rivers and lakes 

Marine inlets and transitional waters 

Coastal 

Shelf 

Open ocean 

Land use land cover data, e.g. 
Corine Land Cover 

Copernicus high resolution data 
Elevation data 
Seabed maps 

National datasets 

Models for spatially delineating wetlands or 
natural, unmanaged ecosystems 

Figure 1.17. Mapping ecosystems (http://biodiversity.europa.eu/) 

Within the context of mapping habitats or the conservation of natural 
spaces, remote sensing makes it possible to identify, quantify and even 
model them. The data can also provide information on stress (in particular 
hydric stress, but also irradiance, constraints on the tree crown, etc.) and on 
the health and well-being of species. Spatial and spectral resolutions are key 
elements in these observations. Thus, satellite imaging has been used in 
order to establish continuity at a regional level (Regional schematic of 
ecological coherence (schéma régional de cohérence écologique – SRCE)): 
ecological continuity [HUB 12], wooded [VAN 11] or semi-natural 
environments [FAU 14]. 

In a similar manner, preserving ecological continuities and ensuring their 
quality incorporates a range of different activities in the sphere of 
environmental preservation, such as classified or unclassified wooded areas 
or even the development of waterproof surfaces or wetlands [RAP 12]. Such 

17 Directed by the French Ministry for ecology, sustainable development and energy 
(MEDDE), the TVB Resource center is based on an umbrella organization which brings 
together Aten, the French federation of regional natural parks, the national institute for studies 
in science and technology for environment and agriculture (Irstea), the Museum of Natural 
History (MNHN) and the national office for water and aquatic environments (Onema). 
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environments facilitate hydric transfer and act as buffer zones against the 
risk of flooding [WEN 12, KAS 15]. 

In studies focused on urban biodiversity, particular attention has been 
paid to vegetation. It has been identified as a key element for quality of life 
in cities and reinforces the benefits of urban living [BON 06, VAN 03]. 
Urban vegetation is currently a key aspect of political agendas. Aside from 
monitoring ecological continuities or forests and parks, the aim is to be able 
to isolate and identify the relevant areas in order to characterize the 
evolution of these habitats within the urban belt [PUI 14, ROU 14, BOU 10, 
MAI 12] (Figure 1.18). 

Figure 1.18. Extraction of trees and shrubs using VHR images 
(Pléiades) [ROU 14]. For a color version of this figure, see 

www.iste.co.uk/baghdadi/5.zip 

Repeatable, generic methodological propositions for analysis using multi-
source data are currently being developed in order to characterize urban 
spaces. Iovan et al. [IOV 08] and Ardila et al. [ARD 11, ARD 12] focused 
on the detection of tree crowns by using an object-oriented approach. Other 
developments based on training algorithms (Random Forest) currently make 
it possible to improve the detection and identification of trees in urban 
environments [PUI 14]. 

Over the course of the last decade, various initiatives have been introduced 
in order to promote green or open spaces [JOH 04]. Urban vegetation plays an 
essential role in the management of environmental characteristics such as 
wind, humidity and solar irradiance [GIV 98]. Thermal comfort is in 
correlation with the presence of vegetation [GOM 04, GUL 05] namely due to 
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its capacity to reduce temperature through shadow (direct effect), heat islands 
and evapotranspiration (indirect effect). Large or dense areas are more 
effective than a few narrow or less dense areas [STU 90, DIM 03]. As a result, 
vast areas can be used in order to help cool down the air in the city, which can 
be felt far from the direct localizations of vegetation, namely, through cooling 
islands [SHA 00]. Through the quality of the information provided, 
hyperspectral imaging is an asset for analyzing the ecological diversity of 
vegetation [WAN 07b, GAN 08, BLA 06a, BLA 06b]. 

1.2.3. Urban heat islands 

1.2.3.1. Introduction to the concept of heat islands 

Studying urban areas through thermal infrared remote sensing (LWIR, 
long-wavelength infrared: 8–14 µm) dates back to the 1970s and studies 
carried out by Rao [RAO 72] and Carlson et al. [CAR 77]. There are 
currently three problems being studied using this technology [VOO 03]: 

– the link between the spatial structure of urban thermal patterns and the
characteristics of the urban surface; 

– the energy balance of urban areas;

– urban heat islands (UHIs), a concept that will be explained here.

The following section will focus on this last point. Urbanization implies the 
replacement of natural surfaces by artificial materials, which possess different 
physical properties. This transformation causes changes in the area’s climate 
characteristics and one of these is the UHI effect [OKE 81]. This phenomenon 
can be characterized as the warming of built-up zones in relation to 
surrounding, undeveloped areas. Oke [OKE 81, OKE 82] lists the main causes 
of UHI, which were then dealt with by Voogt [VOO 02]: 

– geometry: solar irradiance is trapped in urban canyons which causes
multiple reflections; 

– the characteristics of urban materials: these materials have an increased
thermal capacity and therefore store more heat than natural materials. 
Furthermore, these materials are insulating as well as being waterproof 
which reduces evaporation and thus warms the surrounding air; 

– anthropogenic heat: human activity, particularly the energy output of
buildings and vehicles, produces heat. 
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– contamination: urban areas are the main sources of greenhouse gas
emissions. 

The UHI effect can have negative as well as positive effects. In the first 
instance, one example is the direct influence it has on health and well-being. 
The effects of rising temperatures range from causing sleep problems to an 
increased mortality rate [BRU 05]. In the second instance, one example of 
the positive impact is with cold cities where rising air temperatures decreases 
the need to heat homes and, as a result, reduces energy consumption. 

Characterizing UHI using weather stations is insufficient because they are 
not able to cover the entire urban area in a consistent manner. In contrast, 
remote sensing provides us with an instantaneous image of the entire city. 
Thus, UHI can either be defined at the atmospheric level or at the surface 
level. Atmospheric UHI depends on the position of the air temperature 
sensors: either in the urban canopy, i.e. using the air temperature measured 
between the road and the roofs, or in a boundary layer, situated above the 
preceding layer. Surface UHI on the other hand (referred to from now on as 
SUHI) is studied using remote sensing data and the parameter to be 
estimated is not the air temperature but the land surface temperature (LST): 

SUHI = LSTurban - LSTrural [1.3] 

where LSTurban refers to the surface temperature of the urban area and 
LSTrural refers to the surface temperature of the rural area. In order to 
estimate the SUHI, several stages of processing are necessary. The aim of 
the first stage is to estimate the materials’ emissivity (section 1.2.3.2), 
followed by a second phase where the surface temperature is estimated 
(section 1.2.3.3). Finally, examples of SUHI studies are provided (section 
1.2.3.4). 

1.2.3.2. The surface emissivity of urban areas 

In urban environments, an accurate estimation of the surface 
temperature18

 depends on surface characteristics and in particular its 
emissivity and geometry [VOO 03]. Thus, an uncertainty of 1% for the 
emissivity leads to an error of 0.78 K for temperature estimating [VAN 93]. 
In addition, due to its heterogeneity, an accurate estimation of emissivity is 

18 The problem of estimating the surface temperature and emissivity is outlined in [BRI 16]. 
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essential in order to deduce a temperature map in urban environments, which 
will be used in order to quantify the city’s SUHI. 

In [OLT 12], three methods for estimating emissivity are compared in 
order to create a map of surface temperature using data acquired by the 
hyperspectral scanner AHS (Airborne Hyperspectral Scanner) during the 
European Space Agency (ESA) mission DESIREX 2008 over the city of 
Madrid [SOB 13]. The results show that with these three methods, emissivity 
is estimated with a precision of 5.6% for the Normalized Difference 
Vegetation Index Threshold Method (NDVITM) [SOB 08], 3.0% for the TISI 
(Temperature Independent Spectral Indices [BRI 16, BEC 90] and 3.9% for 
TES (Temperature-Emissivity Separation [BRI 16, GIL 98]. However, there 
are operational disadvantages to all three methods. Even if the NDVITM 
method is used in urban environments [RIG 06, STA 07], it is limited by the 
reduced number of classes of material that it takes into account (three 
classes: vegetation, bare ground and mixed pixels). The TISI method 
requires a channel in the mid-wavelength infrared (MWIR: 3–5 µm) as well 
as multitemporal acquisitions. Finally, the TES method developed for 
ASTER requires at least five bands in the low-wavelength infrared region 
(LWIR). Furthermore, the TES method is an empirical method and can lead 
to an error of 1.7% for emissivity [OLT 14] if urban materials are not taken 
into account during calibration. 

A fourth method for mapping emissivity in urban areas is put forward by 
Sobrino et al. [SOB 12a]. A ground classification map (12 classes) is 
compiled using 80 AHS bands which cover the entire spectrum, from 0.4 to 
13 µm. In order to associate with each class an emissivity spectrum, the 
ASTER database is used combined with field measurements. For devices 
with weak spectral resolution in the LWIR, this would appear to be the most 
promising method. The urban environments have slow temporal evolutions 
(apart from vegetation) and a map of materials (buildings, infrastructures, 
etc.) can be obtained from external high spatial resolution images in the 
reflective range. Then, the corresponding emissivity for each class will be 
chosen from a spectral library. 

1.2.3.3. Land surface temperature in urban areas 

Obtaining the land surface temperature, LST in urban environments is 
linked to the acquisition geometry of the 3D structure of the scene. 

40



Furthermore, the temperature measured for an urban area shows significant 
daily directional effects, due to a city’s high thermal heterogeneity (surfaces 
in shadow or in sunlight) and the directional properties of urban materials 
[LAG 04]. These phenomena are illustrated in Figure 1.19 which shows two 
temperature maps obtained using the TES algorithm [GIL 98] for two 
acquisitions of the AHS sensor during the ESA mission DESIREX 2008 
[SOB 13], over the city of Madrid. The spatial resolution of the maps is 4 m 
and the AHS device has a field of view of 90°. Figure 1.19 corresponds to an 
acquisition carried out from the North West (NW) to the South East (SE) and 
Figure 1.19(b) corresponds to an acquisition across the same region but 
along the South (S) – North (N) axis. Both were acquired around midday 
local time with the second carried out at an interval of 20 min in relation to 
the first. There is a difference in temperature between the two maps, caused 
by the different surfaces viewed by the sensor depending on their position in 
relation to the sun. More shadows are observed when the city is covered in a 
NW to SE direction than when it is covered in an S to N direction. However, 
toward midnight, with the same acquisition configurations, any difference 
between the two flight lines disappears (Figure 1.20). This shows that it is 
easier to analyze urban environments at night in order to study urban heat 
islands [SOB 12b]. 

Figure 1.19. Land surface temperature maps for the same area of Madrid 
at midday: a) transect from NW to SE; b) transect from S to N [OLT 13].  

For a color version of this figure, see www.iste.co.uk/baghdadi/5.zip 

(a) (b)
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Figure 1.20. Land surface temperature maps for the same area of Madrid at 
midnight: a) transect from NW to SE; b) transect from N to S [OLT 13].  

For a color version of this figure, see www.iste.co.uk/baghdadi/5.zip 

The SUHI effect is studied in the bibliography using satellite and airborne 
sensors. One example of an airborne mission is the DESIREX mission, 
where the SUHI for Madrid is characterized during the summer with a 
maximum of 5 K [SOB 13]. 

The satellite devices currently in use do not possess a spectral or spatial 
resolution adapted to studying urban environments. However, they do offer a 
more cost-effective alternative to airborne acquisitions and are capable of 
providing temporal monitoring of the SUHI. Thus, the device MODIS, with 
a spatial resolution in the LWIR frequency of 1 km, was used by Bonafoni et 

al. [BON 15] in order to monitor the evolution of SUHI for the city of Milan 
(Italy) over the course of a day, using four MODIS acquisitions per day. A 
difference of more than 4 K can be observed between the diurnal and 
nocturnal SUHI. Various studies using ASTER images  
(a spatial resolution of 90 m and five spectral bands in the LWIR frequency) 
have also been carried out in order to characterize the SUHI, an example of 
which is shown in Figure 1.21. This image shows a temperature map for 
Madrid at night, where the city can be identified by its high temperatures (in 
red) compared to the surrounding area. In [TIA 08], LST maps obtained with 

(a) (b)
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ASTER at night are compared to air temperature measurements for Grand 
Manilla (Philippines). The maximum SUHI registered there is 3 K and there 
is a linear correlation between LST and air temperature, with a correlation 
coefficient of 0.55. 

Figure 1.21. Land surface temperature map for the night of 4 July 2008 obtained 
using the TES algorithm [GIL 98] using an ASTER image of the city of Madrid and its 

surrounding area. The SUHI effect can be observed [OLT 13]. For a  
color version of this figure, see www.iste.co.uk/baghdadi/5.zip 

Atmospheric UHI is characterized by higher levels at night and very 
weak, sometimes negative, levels (urban cooling islands) during the day, due 
to the shadows caused by buildings and urban vegetation. In the case of 
SUHI, we are able to note the same results for other cities such as Athens 
[STA 09] or Madrid [SOB 13]. However, SUHI does not always show this 
dynamic and it is possible to find examples where SUHI is more intense 
during the day than at night [BON 15]. Furthermore, this dynamic can 
change during the year, because the effect is linked to land cover. Even if 
there is no remarkable change to urban surfaces over a year, this is not the 
case for the surrounding areas of cities where agricultural activity, for 
example, can bring about seasonal changes in the surface cover. Figure 1.22 
gives an example of this dynamic for the city of San Miguel de Tucuman 
(Northwestern Argentina), with the SUHI calculated using Landsat TM 
images at 2pm UTC [OLT 10]. We were able to observe a positive SUHI 
during the summer and a negative SUHI during winter and spring, with these 
results caused by crop conditions around the city, particularly sugar cane. 

43



During September, October and November, when the SUHI is negative, the 
proportion of bare ground in the pixels which cover sugar cane crops is 
higher than during January, February and March, when sugar cane leaves are 
greener and more developed. As a result, for the first case, the rural surface 
at 2pm is warmer than the urban surface, while for the second case the 
inverse is true. 

Figure 1.22. SUHI measured using Landsat TM images  
(2pm UTC) for the city of San Miguel de Tucuman (Argentina) [OLT 10] 

1.3. Conclusions and prospects 

Urban environments are characterized by a very high spatial 
heterogeneity in terms of materials, which requires remote sensing methods 
with high spatial resolution (lower than 5 m) and high spectral range in the 
optical domain. 

From a methodological point of view, there will be need for research 
developments on the data processing level and the use of the available big 
data. 

At the level of data preprocessing, studies which aim to improve 
atmospheric correction in the optical domain will need to be pursued. 
Developments based on the simultaneous use of data acquired in the 
reflective domain and the thermal infrared domain should be aided by the 
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availability of new airborne devices covering the entire optical domain. 
Furthermore, linear and/or nonlinear separation techniques will need to be 
developed in order to identify materials at a subpixel level and to thus 
improve the quality of classification, in the reflective domain as well as the 
emissive domain. 

For the production of LC maps in urban environments through 
classification, VHR imaging enables access to more detailed geometric data 
and thus improves the classification of homogeneous regions of LC taken 
from a segmentation by reducing the noise. Nevertheless, in urban 
environments, using the image alone leads to limited results caused by the 
confusion between similar classes. In the case of multi-view acquisitions, it 
is possible to improve these results by introducing 3D information regarding 
the height of objects (DSM and DTM). 

However, the implementation of such approaches remains limited in the 
case of satellite imaging given the costly and difficult (in terms of 
programming) nature of acquiring multi-view scenes. In addition, 
approaches which combine pattern recognition and classification could make 
it possible to make better use of the geometric data accessible via VHR 
imaging in the case of monoscopic scenes [KAR 09, SID 14]. Another 
possible improvement could come through the use of deep learning methods 
which are starting to be introduced for geospatial images [MAR 15, MNI 12, 
PAI 15] after recent successes, particularly for image indexation. Such 
approaches have become possible due to the availability of significant 
volumes of learning data, in the case of existing database updates. 

The next methodological developments will be based on the following 
two important points: 

– the fusion of multi-source data (optic, radar, LiDAR and hyperspectral)
[GUO 11] and multi-sensors (multiple spatial and temporal resolutions) in 
order to improve the classification of different usable urban objects; 

– the use of temporal data for change detection and updating urban
databases. 

For studying biodiversity, hyperspectral imaging with high spatial 
resolution is necessary in order to be able to identify a vegetation species. 
Combining it with 3D data is necessary in order to be able to distinguish 
high vegetation from low vegetation. 
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Regarding the study of urban heat islands, there are a number of airborne 
methods which make it possible to study them at a local level. However, 
there is no satellite sensor with a sufficient spatial resolution for carrying out 
such a study. Merging spectral LWIR images with HR or VHR images in the 
reflective domain is one alternative for separating thermal infrared pixels 
and to gain a higher spatial resolution. These studies must be pursued with a 
view toward establishing a connection between the surface temperature 
estimated through remote sensing and the air temperature in order gain a 
better understanding of the temperature’s directional activity and to establish 
a connection between remote sensing methods at different levels. 

Sensors are constantly evolving. In the domain of satellite imaging, 
improvements in geometric resolution and the agility of satellites are in 
progress. At the same time, there has been an improvement in terms of 
spectral quality, with superspectral sensors such as Landsat-8 or Worldview-
3, as well as in terms of the repetitivity of acquisitions over time using 
microsatellite constellations such as SkyBox. Greater spectral quality allows 
for a better quality of classification, as well as for a more detailed legend, 
including studying the state of vegetation or mapping materials, which are 
useful to model the urban system. High repetitivity of acquisitions over time 
also makes it possible to study phenomena more accurately, including the 
state of vegetation again, but also to meet urgent requirements in up-to-date 
data, in crisis situations or following a natural disaster, for example. In the 
aerial domain, Unmanned Aerial Vehicule (UAVs) acquisitions continue to 
be developed, and these have the advantage of a greater level of reactivity 
and agility, a higher spatial resolution (Ultra-High Resolution (UHR)) and 
lower costs (over small areas) compared to traditional airborne acquisitions. 
Their applications will be the same as for airborne acquisitions, but will 
feature higher resolution, increased accessibility and a wider viewing range. 
An example of this can be seen in the case of more detailed and more 
complete 3D architectural modeling which integrates building facades, in the 
monitoring of the condition of materials and measuring thermal flows. 
However, the use of UAVs in urban environments remains limited due to 
flight restrictions in populated areas as well as the significant weight of some 
of the imaging equipments. 

While improvements in equipment and methods can be considered 
evidence of genuine progress, other barriers continue to stand in the way, 
including how best to use the wealth of data that are currently available. This  
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massive amount of data leads us to consider current methods for using data 
and information. Within this context, there are possible avenues of research 
which should take into account the representation needs of data for several 
subjects or users. Metadata will be indispensable for describing selected data 
in order to meet the various challenges posed by urban ecosystems. 
Contextual, cognitive and expert information must be taken into account in 
order to strengthen the link between the image and reality. Finally, the 
uncertainty and the quality of available data will require to be specification 
and representation. In order to deal with applications linked to the use of 
satellite imaging, it will doubtless be necessary to develop a greater degree 
of harmony among producers, data processors and users while continuing to 
shape the process in order to satisfy the needs of final users within an 
intercognitive framework (elected officials, technicians, state 
representatives, NGO members or ordinary citizens). Formats adapted to 
users as well as to the different kinds of media used (digital or otherwise) 
will need to be developed and improved. 

In a digital environment that is accessible to the majority of people living 
in urban environments, representations of urban space are an essential source 
of reference. Cartographic systems for identification, evaluation and 
planning are becoming increasingly diverse. Improvements in spatial 
resolution have made it possible to get closer to the geometric accuracy of 
equipment used to carry out measurements on the ground. As for needs, they 
are varied and often unspecified. It is clear that satellite imaging has a role to 
play, but often it must be accompanied by other sources of information 
(maps, on-ground data, historical records, etc.) These combinations can 
follow one of two paths: the relationship between the user and the product 
(the connection between the image and reality, the connection between the 
different classification used by users and providers of data) and the 
relationship between various sources produced using different intrinsic and 
extrinsic characteristics (between a cartographic element, information found 
online and the image itself, for example). 

With the vast amount of information available on the Internet and in 
digital form, especially since data started to be considered “common 
property”, that is shareable, modifiable and able to be used for various 
purposes and by a number of users, access to the different kinds of 
geographical data has widened, joining the flow of “open data” available 
since 2005 and especially since 2008 [PS1 05]. However, despite the 
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increasing availability of information, questions regarding how accessible it 
is actually for urban populations continue to be asked. 

The future is digital and the heterogeneous dataset available for 
characterizing urban systems is vast and will only continue to grow. 
Nevertheless, this does not guarantee the quality of information provided. 
The speed at which results are transmitted does not guarantee their quality 
nor does it mean that they will be evaluated in an equivalent manner. Masses 
of numerical, geographical and environmental data are already available and 
this will increasingly be the case taking into account current sociotechnical 
advances and those to come in the future. This will lead to new directions of 
research in more intelligent data models which will draw together the quality 
of the original information and the emergence of new knowledge while 
trying to objectify the relevant uncertainty. 

1.4. Key points 

In order to gain a proper understanding of the way in which the urban 
ecosystem functions at a local level, high spatial and spectral resolution 
optical remote sensing is relevant and necessary. It is relevant because it 
provides largely stable quality data for large areas with a level of repetitivity 
that is only going to increase. Furthermore, satellite imaging increasingly 
provides spatial resolution that is adapted for planning and organization 
carried out by local authorities. 

Finally, the spectral resolution of satellites makes it possible to provide 
data on chemical compositions, changes and modifications in materials and 
urban shapes. As such, satellite imaging has become necessary in order to 
comprehensively cover the required areas, to monitor urban spaces and the 
effect of urbanization on the environment. 

Methodological equipment exists for measuring surface properties: 
reflectance, emissivity and temperature. Urban remote sensing provides 
responses for a wide range of applications such as planning, detecting 
changes, heat islands, material dynamics and biodiversity. LC classification 
can be adapted to the needs of end users for representing, monitoring or 
prospective actions. Other products including maps of materials are also 
possible. 
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3D information continues to be necessary in order to be able to properly 
detect different above-ground classes. 
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