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Abstract: Motivated by topics and issues critical to human health, the problem studied in this work
derives from the modeling and stabilizing control of electrical cardiac activity in order to maximize the
efficiency and safety of treatment for cardiac disease.

In this paper we consider nonlinear minimax control problems constrained by an uncertain modified
bidomain model of cardiac tissue electrophysiology system, in order to take into account the influence
of noises in data and time-delays in signal transmission. The state system is a degenerate nonlinear
coupled system of reaction-diffusion equations in the shape of a set of delay differential equations
coupled with a set of delay partial differential equations with multiple time-varying delays. The concept
of our minimax control approach consists in setting the problem in the worst-case disturbances which
leads to the game theory in which the controls and disturbances play antagonistic roles. The proposed
strategy consists in controlling these instabilities by acting on certain data to maintain the system in a
desired state. First, the mathematical model is introduced and its well-posedness is studied. Second, the
minimax control problem is formulated. Afterwards the Fréchet differentiability of nonlinear solution
map from the couple control-disturbance input to the solution of state system is assessed as well as
stability of the derived sensitive system. The existence of an optimal solution is proved and first-order
necessary optimality conditions are established by using sensitivity and adjoint calculus.

Keywords: minimax control; multiple time-varying delays; electrotherapy; reaction-diffusion system;
bidomain type model; parabolic-elliptic coupling; ionic model; cardiac electrophysiology; fluctuation;
adjoint model; sensitive model; necessary conditions of optimality
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1. Introduction and mathematical setting of the problem

1.1. Motivation and study system

The heart is an electrically controlled mechanical pump which drives blood flow through the
circulatory system vessels (through deformation of its walls), where electrical impulses trigger
mechanical contraction (of various chambers of heart) and whose dysfunction is incompatible with
life. The electrical system of a normal heart is highly organized in a steady rhythmic pattern. This
normal heartbeat is called sinus rhythm. Irregular or abnormal heartbeats, called arrhythmias, are
caused by a change in the propagation and/or formation of electrical impulses, that regulate a steady
heartbeat, causing a heartbeat that is too fast or too slow, that can remain stable or become chaotic
(irregular and disorganized). Many times, arrhythmias are harmless and can occur in healthy people
without heart disease; however, some of these rhythms can be serious and require special and
efficiency treatments. Fibrillation is one type of arrhythmia and is considered the most serious cardiac
rhythm disturbance. It occurs when the heart beats with rapid, erratic electrical impulses (highly
disorganized almost chaotic activation). This causes the heart’s chambers to quiver (or fibrillate)
uselessly instead of contracting normally. Then the heart loses its ability to pump enough blood
through the circulatory system. The treatment therapy of these diseases, when it becomes troublesome
or when it can present a danger, often uses electrical impulses to stabilize cardiac function and restore
the sinus rhythm, by implanting the patients with active cardiac devices (electrotherapy). For
example, in case of cardiac rhythms that are too slow, the devices transmit electronic impulses and
ensure that periodic contractions of heart are maintained at a hemodynamically sufficient rate; and in
the case of a fast heart rate or irregular, the devices monitor the heart rate and, if needed, treat
episodes of tachyarrhythmia (including tachycardia and/or fibrillation) by transmitting automatically
impulses to either give defibrillation shocks or cause overstimulation (via an ICDs*) or synchronize
the contraction of left and right ventricles. Although ICD electrotherapy has been shown to be an
effective treatment against lethal cardiac arrhythmias, it remains a highly non-optimal therapy since
the administrated strong shocks required for defibrillation can cause significant extra-cardiac
stimulation, resulting in (physical and psychological) pains and long-term tissue damage. It is then
necessary to optimize the defibrillation shock impulse in order to achieve the lowest energy necessary
to successfully cardiovert a patient and, consequently, a maximum result with minimal detrimental
side effects.

Then, efficient tools for the assistance of patient specific treatment of cardiac disorders is of great
scientific and socio-economical interest. The evaluation of the bioelectrical activity in the heart is a
very complex process which uses different phenomenological mechanism and subject to various
perturbations, and physiological and pathophysiological variations. Consequently, this has greatly
emphasized the need for methodologies capable of predicting, understanding and optimizing different
complex phenomena occurring in these fields, despite different sources of uncertainty like the absence
of complete or reliable data (e.g., stimulus currents, measurement data), neglected dynamics, or
intrinsic physical variability. The challenge here is e.g., to reduce the uncertainty and increase the
reliability of model predictions in treatment of cardiac disease.

The goal of the present paper is to investigate minimax control problems for a bidomain type system,
commonly used for modeling the propagation of electrophysiological waves in the myocardium, with

*The so-called implantable cardioverter defibrillators
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disturbances (perturbation or noise) and controls in which multiple time-varying delays appear in the
state system. The objective of a minimax control is to compensate the undesirable effects of system
disturbances through control actions such that a cost function achieves its minimum for the worst
disturbances: i.e. to find the best control which takes into account the worst-case disturbance. From
the standpoint of our specific application, the main goal is to regulate and stabilize the optimal external
applied current via transmembrane potential sensor.

Tissue-level cardiac electrophysiology, which can provide a bridge between electrophysiological
cell models at smaller scales, and tissue mechanics, metabolism and blood flow at larger scales, is
usually modeled using the coupled bidomain equations, originally derived in [67], which represent a
homogenization of the intracellular and extracellular medium, where electrical currents are governed
by Ohm’s law (see also e.g. [44] for a review and an introduction to this field). The model was modified
and extended to include heart tissue surrounded by a conductive bath or a conductive body (see e.g.
[56] and [65]). From mathematical viewpoint, the classical bidomain system (Figure 1) is commonly
formulated in terms of intracellular and extracellular electrical potentials of anisotropic cardiac tissue
(macroscale), ¢; and ¢,, (or, equivalently, extracellular potential ¢, and the transmembrane voltage
¢ = ¢; — ¢.) coupled with cellular state variables u describing cellular membrane dynamics. This is a
system of non-linear partial differential equations (PDEs) coupled with ordinary differential equations
(ODEs), in the physical region 2 (occupied by excitable cardiac tissue, which is an open, bounded, and
connected subset of d-dimensional Euclidean space R¢, d < 3). The PDEs describe the propagation of
the electrical potentials and ODEs describe the electrochemical processes.

2 Q
I

Figure 1. Bidomain system is defined on heart domain €2, while Z is the rest of the body.

Time delays in signal transmission are inevitable and a small delay can affect considerably the
resulting electrical activity in heart and thus the cardiac disorders therapeutic treatment. It is then
necessary to introduce the impact of delays on dynamical behaviors of such a system. Delay terms can
lead to change the stability of dynamics and give rise to highly complex behavior including oscillations
and chaos. Motivated by above discussions, to take into account the effect of time-delays in propagation
of electrophysiological waves in heart, together with other critical cardiac material parameters, we have
developed a new bidomain model by incorporating multiple time delays in [6].

In this new model, in order to take into account the influence of time-delays in signal transmission
and inward movement of u into the cell which prolongs the depolarization phase of action potential,
classical bidomain model has been modified by using multiple time-delays functions in operators
representing the ionic activity in myocardium. More precisely, the derived system, is a nonlinear
coupled reaction-diffusion model in shape of a set of delay differential equations (DDE) coupled with
a set of delay partial differential equations, in the heart’s spatial domain Q which is a bounded open
subset with a sufficiently regular boundary I' = 0€), and during the final fixed time horizon 7" > 0, as
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follows (for more detail to derive this model see [6])

‘maa_(f + 1(;¢,u) — div(KiV$) = div(K;Vg,) + H(; ¢r,ue) + I, inQ = Q% (0, T)

—div(K, + K)Vp,) = div(K;Ve) + I, in Q

% + g(,(b, l/l) = 8(9¢T9 u‘r)a inQ

subject to initial and past conditions

(1.1)
¢(,t = O) = ¢07 M(,t = O) = Uy, in Q
¢ = ¢pust, U= Upgst, in QO =Qx [_6(0)5 0[
and boundary conditions
(KiV(@+¢.)) n=0, on £=0Qx(0,7T)
(K. Ve.) - m=0, on X
where ¢ = ¢; — ¢., ¢, and ¢; are the transmembrane, extracellular and intracellular potentials,

respectively; K; and K, are the conductivity tensors describing anisotropic intracellular and
extracellular conductive media and ¢,,(x) = kC,(x) > 0, where C,, is the membrane capacitance per
unit area and « is the surface area-to-volume ratio. The tissue is assumed to be passive, so the
capacitance C,, can be assumed to be not a function of the state variables. The function ¢,, is assumed
to be space variable and satisfies 0 < ¢ < ¢, = b;, < ¢, (where ¢, and ¢,, are positive constants). The
electrophysiological ionic state u describes a cumulative way of the effects of the ion transport
through the cell membranes (which describe e.g., the dynamics of ion-channel and ion concentrations
in different cellular compartments). The operator 7 = «Z;,,, where the nonlinear operator 7;,,
describes the sum of transmembrane ionic currents across cell membrane with u. The nonlinear
operator G is representing the ionic activity in myocardium. Functional forms for 7 and G are
determined by an electrophysiological cell model (which can found in the CellM1 Repository®). The
source terms are I; = «f;, I. = «f, and I = —I; — I,, where f; and f, describe intracellular and
extracellular stimulation currents, respectively. The operators H and & are time-delay operators and
the functions ¢, and u, are delayed states corresponding to ¢ and u respectively, and n is the outward
normal to I' = 0Q. Here, the unknowns are the potentials ¢, ¢, and a single ionic variable u (e.g.
gating variable, concentration, etc.).

In absence of a grounded electrode, the bidomain equations are a naturally singular problem since
¢, only appears in the equations and boundary conditions through its gradient. Moreover, the state ¢, is
only defined up to a constant. Such problems have compatibility conditions determining whether there
are any solution to the PDEs. This is easily found by integrating the second equation of (1.1) over the
domain and using the divergence theorem with boundary conditions. Then the following conservation
of the total current is derived (a.e. in (0, T))

f]dx =0. (1.2)
Q

Consequently, we must choose I such that the compatibility condition (1.2) is satisfied. Moreover,
the function ¢, is defined within a class of equivalence, regardless of a time-dependent function. This

Thttp: //models.cellml.org
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function can be fixed, for example by setting the Gauge condition (a.e. in (0, T))

f(pedx =0a.e. in(0,T). (1.3)
Q

Remark 1.1. /. Condition (1.3) is a common condition for pressure in fluid mechanics (in Navier-
Stokes systems).
2. The functions K;, K., H, G and ¢,, depend on the fiber extension ratio.
3. If we assume that I is only dependent on time and is of the form

1(x,1) = 0(1)(xa,(X) = x,(X)), (1.4)

where yq, is the characteristic function of set Q;, i = 1,2, then condition (1.2) is satisfied if
mes(Qy) = mes(£),). The support regions Q; and €, can be considered to represent an anode
(positive electrode) and a cathode (negative electrode) respectively. O

In recent years, various problems concerning biological rhythmic phenomena and delayed
processes have been studied (see e.g., [8, 13, 14, 16, 20-23, 38, 42, 43, 55, 60, 61, 64, 72] and the
references therein). For problems associated with bidomain models with time-delay, the literature is
limited, to our knowledge, to [6,30]. Concerning problems associated with bidomain models without
time-delays various methods and technique, as evolution variational inequalities approach,
semi-group theory, Faedo-Galerkin method and others, the studies of the well-posedness of solutions
have been derived in the literature (see e.g., [9, 15, 18, 27, 69] and the references therein); for
development of multiscale mathematical and computational modeling of bioelectrical activity in
myocardial tissue and their numerical simulations, which are based on methods as finite difference
method, finite element method or lattice Boltzmann method, have been receiving a significant amount
of attention (see e.g., [4,17,24-26, 28,29, 31-34, 36, 40, 44,46,57,63,65,70,71] and the references
therein), with a particular attention to the formation of cardiac disorders (as arrhythmias) and their
therapeutic treatment (see e.g., [3, 41, 58, 68] and the references therein). For control problems
associated with the electrocardiology, we can mention [2,9, 19,45, 53].

The new feature introduced in this work concerns the study of nonlinear minimax control problem
for a bidomain model with time-delays of cardiac tissue electrophysiology system, in order to take
into account the influence of noises in data. The minimax control problem and the necessary
optimality conditions are new for these types of equations studied here. This study is motivated by the
applications, for example, in determining the best optimal current to be applied (taking into account
the influence of disturbances in data), so that the peaks in the transmembrane potential are damped. In
this context, it is possible to consider the specific application of implantable Cardioverter
defibrillators, which are used to treat patients with life-threatening ventricular arrhythmias, in order to
maximize both cardiac performance and additionally the lifetime of the device. Our approach is based
on the results of existence and characterization of saddle points in infinite-dimensional (for more
details see [10] and for minimax control see [11,12]).

The paper is organized as follows. In next section, first we give some preliminaries and
well-posedness of the state equations results. Then some regularity results of the solution as well as
the input-to-state stability estimate are derived, under extra assumptions. In Section 3, first we
formulate the minimax control problem and we study rigorously the Fréchet differentiability of the
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solution operator of the problem. Second, we study the minimax control problem corresponding to
obtain the saddle point of cost function J. The functional J is depending on disturbance and control
in the domain Q over the time interval under consideration [0,7]. We prove the existence of an
optimal solution and give necessary optimality conditions. The optimality system is corresponding to
identify the gradient of the cost function that is necessary to develop a numerical computation in order
to solve the minimax control problem.

2. Well-Posedness and regularity of the state system

2.1. Assumptions, notations and some fundamental inequalities

We use the standard notation for Sobolev spaces (see [1]), denoting the norm of W™?(Q) (m € IN,
p € [1,00]) by]|| . |lwnr. In the special case p = 2, we use H"(Q) instead of W™2(Q2). The duality pairing
of a Banach space X with its dual space X’ is given by (., .)x x. For a Hilbert space Y the inner product
is denoted by (.,.)y and the inner product in L*(Q) is denoted by (.,.). For any pair of real numbers
r, s > 0, we introduce the Sobolev space H™*(Q) defined by H™*(Q)=L>(0, T; H'(Q))NH*(0, T; L*()),
which is a Hilbert space normed by

1/2
2
+ v ).

2
(” V20787 @) H¥(0,T;LA(Q)

where H*(0, T; L*(Q)) denotes the Sobolev space of order s of functions defined on (0, T) and taking
values in L*(Q), and defined by, for § € (0,1),s = (1 — @)m with m an integer, (see e.g., [48])
H*(0,T; L*(Q)) =[H™(0, T, L*(Q)), L*(@Q))g, H"(0,T; L*(Q)) = {v € Q)| % e LX(Q),for1 < j < m}
For a given Banach space X, with norm ||.||x, of functions integrable on Q, we define its subspace

XIR = {u € X, f U= 0} that is a Banach space with norm ||.||x, and we denote by [u] the projection

Q

1
mes(Q2)

of u € X on X|g such that [u] = u - f udx (with mes(Q) standing for Lebesgue measure of
Q

the domain Q). Finally, we introduce the spaces:

e H=1%Q)and V = H'(Q) endowed with their usual norms,
e U= VlIR'
We will denote by V' (resp. U’) the dual of V (resp. of U). We have the following continuous

I 1
embeddings (see e.g. [1,47]), where p > 2ifd =2and2 < p < 6if d = 3, p’ is such that — + — =1
p p
VcHcV ,UcHR cU, o0
Vcl(QcH=MH cLl’ Q) cV ’

and the injections V C H and U C H|jg are compact. We can now introduce the following spaces:
H(Q) = L=(0, T; L*(Q)), V(Q) = L*0,T;V), V(Q) = L*0, T;U) and, for ¢ > 1, the space W,(Q) =
{we V@IZ € L0, T, V).

Remark 2.1. If u € Wy, (Q) N H(Q), then u is a weakly continuous function on [0, T] with values in
L*(Q)i.e. u € C([0,T]; L*(Q)) (see e.g. [47]). O
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Remark 2.2. Let Q C IR", m > 1, be an open and bounded set with a smooth boundary and q be a
nonnegative integer. We have the following results (see e.g. [1])

(i) H1(Q) c LP(Q), Vp € [1, mz_—”;q], with continuous embedding (with the exception that if 2q = m,
then p € [1,+oo[ and if 2q > m, then p € [1, +o0] ).

(ii) (Gagliardo-Nirenberg inequalities) There exists C > O such that

0 1-6
VI < Cllv Il vl ¥y e HI(Q),

where 0 < 0 < 1 and p = m%’eq (with the exception that if ¢ — m/2 is a nonnegative integer, then 0 is

restricted to 0). O
Remark 2.3. The spaces W® = H' (0, T; H=2(Q)) N L*(0, T; H(Q)) satisfy the following embedding:
(i) WO, fori = 1,3, is compactly embedded into L*(0, T, H='(Q)) (see e.g. [66]).

(i) WO c C°([0, T1; H-1(Q)), for i = 1,3 (see e.g. [48]). O

Definition 2.1. A real valued function H defined on D X IR%, g > 1, is a Carathéodory function iff
H(.;v) is measurable for all v € IR? and H(y; .) is continuous for almost all y € D.

Lemma 2.1. (PoincarWirtinger inequality) Assume that 1 < p < oo and that Q is a bounded
connected open subset of IR® with a sufficiently regular boundary 0 (e.g., a Lipschitz boundary).
Then there exists a Poincar constant C , depending only on Q and p, such that for every function u in
Sobolev space WP (Q)

Ieelllzr) < ClIVullrr -

Remark 2.4. From the PoincarWirtinger inequality, we can deduce that the H' semi-norm and the H'
norm are equivalent in the space U. O

Our study involves the following fundamental inequalities, which are repeated here for review:
(i) Holder’s inequality: in:ka,»dx < Wiz N fi Ny
P 1/qi 1
where || f; |zap)= (f | fi |7 dx) and Z —=1.
D

—~ 4i
1<i<k
(i1) Young’s inequality (Ya,b > 0 and € > 0): ab < I—‘ja” + #bq, for p,q €]l, +oo[ and % + é =1.
(111) Minkowski’s integral inequality:

L[ o]

(iv) Gronwall’s Lemma:

If ci—f < g(t) + h(t), Yt > 0 then

Y(t) < Y(0)exp (f g(s)ds) + fh(s)exp (ftg(T)dT) ds, Yt > 0.
0 0 s

Finally, we denote by £(A; B) the set of linear and continuous operators from a vectorial space A
into a vectorial space B, and by R* the adjoint operator to a linear operator R between Banach spaces.

1/p t 1/p
< f (f | f(x,s)” dx) ds, for p €]1,+oo[ and ¢ > 0.
0o \Ja
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From now on, we assume that the following assumptions hold for the nonlinear operators and tensor
functions appearing in our model.

(H1) We assume that the conductivity tensor functions Ky € Wl""’(ﬁ), 0 € {i,e} are symmetric,
positive definite matrix functions and that they are uniformly elliptic, i.e., there exist constants 0 <
K, < K5 such that

Killyl? < ¢" Ko < Kallyl? in Q. Vi € R”. (2.2)

Remark 2.5. We can emphasize a specificity of the tensors K, and K; (see e.g., [29]).

1. The tensors K.(x) and Ki(x) have the same basis of eigenvectors Q(X) = (qi(X))1<k<a in R?
which reflect the organization of muscle in fibers, and consequently Ki(x) = Q(x)A;(x)Q(x)" and
Ko(x) = QXA (X)Q(X)", where Ai(X) = diag((Aix)1<k<a) and A (X) = diag((Aes)1<ksa)-

2. The muscle fibers are tangent to I so that (for 8 € {i,e}) : Kogn = Agyn, a.e., in I', with Ag4(X) >
A >0, 1 a constant. O

The operators 7 and G which describe electrophysiological behavior of the system can be taken as
follows (affine functions with respect to u)

I(x,t;0,u) = To(X,t;0) + (X, 1; P)u,

Gx,t;0,u) = IHr(X, t; ) + h(Xx, t)u,
where 7 is a sufficiently regular function. Moreover, the operators 7, 7, and 7, appearing in 7 and G,
are supposed to satisfy the following assumptions.
(H2) The operators 7, 7 and 7, are Carathodory functions from (QxIR)XIR into IR and continuous
on ¢ (as in Belmiloudi [9]). Furthermore, for some p > 2 if d = 2 and p € [2,6] if d = 3 (for more
details see [18]), the following requirements hold

(2.3)

(1) there exist constants 5; > 0 (i = 1,...,6) such that for any v € R

Lol < B+ B, (2.4)
1wl < By +Ball? 7, (2.5)
(vl < Bs + Bslvl”’?. (2.6)

(ii) there exist constants g > 0,1, > 0,3 > 0, u4 > 0 such that for any (v, w) € R*:

VI (5, w) + WG vow) 2 malvl? = ps (v + wP) = pa. 27

In order to assure the uniqueness of solution we assume that
(H3) The Nemytskii operators 7 and G satisfy Carathodory conditions and there exists some u > 0
such the operator F,, : IR? — IR? defined by

I(,;
Fu(sv) = (“(g((_; VV)))

satisfies a one-sided Lipschitz condition (see e.g. Seidman et al. [62], Belmiloudi [14]): there exists a
constant C;, > 0 such that (¥v; = (v;,w;) € R%, i = 1,2)

), Vv = (v,w) € R?, (2.8)

(Fulav) = Fu(av2) - (v = v2) = =Cullvi = val. (2.9)
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Finally, we assume that the operators H and & which describe multiple time-delays related to ¢ and
u are defined as in Belmiloudi [14] i.e.,

H 15 b ) = D @ (% DG, 1 = ED) + ) bilx, Dux, 1 = (1),
= = (2.10)

ni na
E(, 15 e, )= ) X NP, = E(D) + > (X, Du(x, 1 = 1(2),
k=1 I=1
where ay, ¢, b;and d; (for 1 < k < nyand 1 <1 < n,) are C* functions. For the functions & and 7; (for
1 <k<njand 1 << n,), we suppose that (as in [14]):

(RC) t € [0,T) » (n(t) =t —-&(), 1l <k <m)andt e [0,T) — (p(t) =t—n(t), 1 <1< ny)are
strictly increasing functions and (&(¢), 1 < k < ny) and (i(¢), 1 < [ < n,) are C! non-negative
functions on [0, 7). So we have the existence of inverse functions (e); of (r ) and (g;); of (p))i,
respectively. We also define the following subdivision: s_; = —6(0) = max max (£,(0), 7;(0)),

1<k<n; 1<I<ny

so =0and Vj € IN%, s5; = [min - min (ek(sj_l),ql(sj_l)), and we denote T as T; = s; — 5j_1,

Vj € IN". We introduce the following notations: /; = (s_;, s;) and Q; = Q x I; for j € IN.

Remark 2.6. According to hypotheses (RC), we prove easily that:

(i) the sequences (s;) jelN is strictly increasing and s; < T,V j > 0,

(ii) for j > 2, if t € (sj-1, 5;) then ¥i = 1,n, r(t) < sj_1, pi(t) < 5j-1,

(iii) if t € (5o, 51) then ¥Yi = 1,n, ri(t) € (s_1, o), pi(t) € (s_1, So). O
Remark 2.7. The functions ay, c, by and dy. are diffusion coefficients which represent the strength of
each associated time-delay. A zero coefficient means that the associated previous state doesn’t impact
the system. Time-delays come from biological inhomogeneous properties of heart region. Electrical
waves go through muscles, bones or fat which induce time-delays in their interaction in regards to
ionical channels behavior. O

Lemma 2.2. ( [6]) Assume that F, is differentiable with respect to (¢,u) and denote by A;(¢,u) <
A (¢, u) the eigenvalues of the symmetrical part of Jacobian matrix VF, (¢, u):

1
0,(¢.u) = 5 (VEu(¢. )" + VE,($.u).
If there exist a constant Cr independent of ¢ and u such as:
CF < /ll(¢» l/l) < /12(¢a I/l), (21 1)

then F, satisfies the hypothesis (H3).

Lemma 2.3. ( [6]) Let assumptions (2.3), (HI) and (H2) be fulfilled. For (¢,u) € LP(Q) X H and a.e.,
t, there exist constants C; > 0 (i = 1,6) such that

17wl < Ci+ Callgllirs, + Callull”, (2.12)
IG(. 5. W2y < Ca+ Csligllheg, + Collulls, (2.13)

where p’ is such that i + 1% = 1.

In the sequel we will always denote C some positive constant which may be different at each
occurrence.
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2.2. Variational formulation and preliminary results

We now define the following forms

Av) = f KV - Vvdx, Ad,v) = f K.Yy - Vvds. 2.14)
Q Q

Proposition 2.1. (i) A; and A, are symmetric bilinear continuous forms on V and U, respectively.
(ii) A; and A, are coercive on V and U, respectively (we denote by «; and a, their coercivity
coefficients).

Proof. (i) and (ii) are easily obtained providing that properties of tensors K; and K, and (2.2) are
satisfied. O

We can now write the weak formulation of problem (1.1) (forallv € V, v, € U and p € H)

<Cm%, V>V',V + ff(.; &, uvdx + A + @e,v) = L, Vv y + f?—((., -, 1 )vdx,
@ Q

AL(¢ + Des ve) + Ae(‘ﬁea Ve) = <Ia Ve)V’,Va

ou 2.15
(a—,p)H + f G(.; ¢, updx = f E(.; @, ur)pdx, (2.15)
t Q Q
¢(.1=0) = o, u(.t=0)=uy,
P 1) = Gpase(, 1), u(, 1) = tpas(, 1), 1 €[=6(0), 0.
Theorem 2.1. ( [18]) Let g € V' and ¢ € U be given. The variational equations
(Ai + Ae)(fg» Ve) + Ai(QD, Ve) = 0’ Vve eU (216)
and
(Ai + A)(@,, ve) = (&, Ve)vr v, Vv, €U (2.17)

have unique solutions @, ¢, € U. Moreover we have that the operator A. : (¢,v) € (U — A(p,v) =
Ai(p,v) + A; (90 V) is symmetrlc bilinear continuous forms on U.

Introduce the following spaces for Sy < S ; be fixed real values (where Qs = Q X (S9,S¢), p > 2
and1 + L =1)
p P
Dy(S0,S ) = L7 (Qs) + L*(S0,S 3 V') € LV (S0, S 3 V),
0
W,(So,Sy) ={uelP(Qs)N LZ(SO,Sf;V) such that a—b; eD,(S0,S )}
Lemma 2.4. ( [6,18]) Let n,, be a sequence converging toward m in W ,(So, S ) weakly and in LX(Qy)

strongly and V,, be a sequence converging toward V in L*(Qs) N H'(S, S ;; H) weakly. Then we have
the following convergence results:

(i) To(;my) — To(.;m) weakly in LY (Qy)
(ii) T»(.;m,) — Io(.; ) weakly in L*(Qy)
(iii) T1(; )V = I1(; 1)V weakly in L*(Qs).
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The considered functions 7, in this paper, include the three classical type models in which these
assumptions are satisfied (for the proof, we use similar arguments as in [18]) namely the
Rogers-McCulloch [51] (RM), Fitz-Hugh-Nagumo [37] (FHN) and Aliev-Panfilov [54](LAP) models
as follows. The function 7, is defined by a cubic reaction term of the form
To(.;v) = bi()v(v — r)(v — 1), and the functions 7 and 7, are given by

(a) for RM type model : 7(.;v) = by()v, 1,(,v) = —bs()v,

(b) for FHN type model : 71(.;v) = by(.), Z1,(;,v) = =b3()v,

(c) for LAP type model : 7,(.;v) = by()v, 1,(;,v) =bs(v(r+1-v),
where b; € W'>(Q), i = 1,3, are sufficiently regular functions from Q into R** and r € [0,1]. We
obtain easily the following Lemma.
Lemma 2.5. The following properties hold:

1. For all v, v, in IR we have

To(v1) = Lo(3v0) = bi(vy — o) (v% + v% +vivo —(r+ D(vi +vy) + r) and
(a) for RM type model : 1,(;;vi)—21(;v2) = ba(vi —v2), Lo(5vi) — Lo(5v2) = =b3(vi — va),

(b) for FHN type model : 1,(;vy)—11(;v2) =0, Z,(;vy)—25(5v) = —=b3(vi —va),
(c) for LAP type model : I,(.;vi)—Z11(.;v2) = by(vi —vy),
Io(sv) = 1h(5v2) = b3(vi = vo)((r + 1) = vy — ).

071,
2. The partial derivative of the function 1 is given by 6—0(.; V) = b (3\/2 -2(r+ v+ r) and these
v
of the functions 1, and I, are given by

(a) for RM type model : %(.;V) = b,, %(.;v) = —b;s,
ov ov
(b) for FHN type model : %(.;V) =0, %(.;v) = —bs,
v ov
(c) for LAP type model : %(.;v) = by, %(.;v) =by(r+1-2v).
v v

Remark 2.8. According to Lemma 2.5, the partial derivatives of I and G are given by
(a) for RM type model :

T, 0T _, . 06 __, 96 _
% = b1(3¢ 2(1 +I’)¢+I’)+b21/l, ou = b2¢, a(p = b3, o = h, (218)
(b) for FHN type model :
T, 01 _, 96, G _
% =biB¢p" =21 +r)p +7r), o b, 9 - b3, o h, (2.19)
(c) for LAP type model :
O, 0T o 96 4 1oy 99
% =bi(3¢° =2(1 + r)¢p +r) + byu, o by, 9 - biy(r+1 - 2¢), o h. (2.20)

AIMS Mathematics Volume 4, Issue 3, 928-983.



939

Consequently, I; (for i = 0,2) and the partial derivatives of I and G for this three models are of the
form

To=hn¢’ —hpg® + iz, I) = ehyd +hy, 1) = —hs1¢* + 26 — Disg,

o1 01, 01, 5 or _
9~ 90 + M% = 30" — 2hn¢ + s + ehnu, Foie I\ = el + g, 2.21)
oG 01 oG
0 - (')_</>2 = —26h31¢ + 26 — Dhs,, Fola h,
where h;; and h are sufficiently regular and bounded functions from Q into [hy, +oco[, with hy € IR™
a”ld (61562) € {(190)9 (0’ 0)3(19 1)} O

For delay operators we have the following estimates.

Lemma 2.6. Let (v, p) be in (L4(0, T; L7(Q)))?, with o, q € [1, oo|, such that on the domain Q,, (v, p) =
(Vpasts Ppast) € (LI(=6(0), 0; L7(Q)))%. Then the following estimates hold.

(i) There exists a constant C > 0 (depending on ||ai||o, ||Ckllcor 1Dillcos |dilless 1 < k < hy, 1 <1< 1)
such that

I H (e, po) lerien< Co [Z VG, reEDllen + D lloC Pl(f))lchr(Q)],
. - (2.22)

| E(vr, o) llzr@)< Coop (Z V(. reO)lle @) + Z ||P(-,P1(f))||m(9>)-
k=1 =1

(ii) There exists a constant C; > 0 (depending on |lailleo, llcilloos lla;lloos llcpllcos  1Dilloos lldillco,
1B lloos ] lleos 1 < k <y, 1 <1 < o) such that

| Hvz, p2) 90,07 @) < Coo,](”"”L‘KO,t;L”(Q)) + Il a0.:L7 )

IV pastll a=s0).0:7 ) + ||Ppast||Lq(—5(0),o;L<r(9)>),
(2.23)

| S(VT,PT) ||Lq(0,t;er(Q))S Coo,l(”v”Lq(O,t;L"(Q)) + ”p”L‘i(O,t;L"(Q))

IV pastll a=s0).0:7 @) + ||ppast||L‘1(—(5(O),0;L‘T(Q)))9

Proof. (1) According to regularity of (ax)i<k<n,» (Ck)1<k<n;> (B1)i<i<n,» (C1<i<n,and to Remark 2.6, we
obtain (for1 <k <n;,1 <l<nyand T >t >0)

f | a(x, v(x, (D)) |7 dx < [l GIvE, re@)Ilfe (), (for @ = ax or ¢x)
Q

(2.24)
f | bi(x, D%, pi0)) |7 dx < 1B, pt)fr gy, (for by = by or d))
Q
Then, from the expression of H and &, we can deduce that
ni n
| H-(., 1), p< (. D)) o< Dio [Z I v(., (@) llr @) + Z Il (., pi(2)) IILcr(g)],
= = (2.25)

| E0=(., 1), p-(., D) llr @< Doy (Z I v(., (D) o) + Z Il pC., pi(2)) ”Lf’(Q)] )
k=1 =1

AIMS Mathematics Volume 4, Issue 3, 928-983.



940

where D o = max(max [|alle, max ||blls), D2 = max(max ||cglle, max ||dille).
1<k<n 1<i<ny 1<k<n 1<i<n;

(ii) Setting 6 = ri(s) (resp. € = p;(s)), we have s = ¢,(6) (resp. s = ¢,(0)) and then ds = ¢;(6)d6 (resp.
ds = q;(6)d6). So

=& (1)
9o Oy = f 9o ey < Nl ( f L HCOMd?
&

=)

(2.26)

||P( rk( ))”Lq(()[LtT(Q)) f ”p( pl(s))”Lo'(Q)ds < “q;Hoo (f ||,0( H)HL:T(Q) )

-mi(0)
Since —6(0) < —&4(0),—6(0) < —m(0), t — &(r) < t and t — () < t we can deduce that (since
V = Vpasts P = Ppasts ON QO)

e ey < Nl ( f IV O 6 + f o

< 11’22)21 (”ek”oo) (”V”L’I(O,I;L‘T(Q)) + ”Vpast”Lq( 5(0)0L<r(Q))) s

!
oG M0y < Nl ( fo (., O) 6 + f

6(0)

”Vpast(-’ S)”za(g) )

0 (2.27)

”ppast( S)HLO'(Q) )

< 11’2]2-2 (”q;Hoo) (”p”zq(()’t;[f(g)) + ||ppusl||Lq( 5(0),0; LO'(Q))
and then, from (2.25) and Jensen inequality, we can deduce the result (ii) of Lemma. This completes
the proof. O
For the sake of simplicity, we shall write 7;(), Z (i, v) and G(, v) in place of 7 ;(x, t; ), I (x,t; ¥, V)
and G(x, t; Y, v), respectively (for i = 0, 2).
2.3. Existence, uniqueness and regularity results

The results of this section concern the existence, uniqueness and regularity of solution of (1.1).

Theorem 2.2. ( [6]) Let assumptions (HI)-(H3) and (RC) be fulfilled. Let be given (¢, uy) € (L*(Q))?,
(P pasts Upast) € (LH(Q))? and (I;, 1) € (L*(0, T;V’))z. Then there exists a solution (¢, ¢.,u) of (2.15)
verifying : ¢ € L*(0,T;V) N LP(Q) N L=(0,T;H), ¢. € L*(0,T;U)and u € C°([0, T];H) with the
following a priori estimate

||¢||L2(O T: V)ﬂL"O(O T;H) + ”u”L"O(O TH) + ”(’De”LZ(O T;U) < C(l + ”I ||L2(0 T:;V") + ”I”LZ(O T:V’)
(2.28)
+||¢past||L2(Q0) + ”upast”LZ(QO) + ||¢0||]}]1 + ”uO”H)

Moreover the Lipschitz continuity relation is satisfied, i.e., for any element (¢o;, uo;) € (L*(Q))%,
I, 19) € (L0, T; V') and (@ pasi W pas)) € LA@Q)Y, for j = 1,2, we have

2 2 2
||¢1 - ¢2||L2(O,T;V)0L°°(O,T;H) + ||I/t] - MZHL‘”(O’T;H) + ||()0€,1 - "De’zlle(O,T;U)
)] )12 1 22 2
< C(”Il - Il' ||L2(0,T;V’) + ”I( ) — I( )”LZ(O,T;V/) + ||¢1,past - ¢2,past”L2(Q0) (229)

2 2 2
+|Iul,past - uZ,pastlle(QO) + ”¢Ol - ¢02||H + ”u()l - uOZ”H)’
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whgre (@ uj, @ ;) is solution of (2.15), which corresponds to data (poj,uo;), (Pjpast>Ujpast) and
£, 19),

Theorem 2.3. Consider the case of p = 4. Assume that (U, Upasr, Ppasts Po) is given such that
(Gpast> Upasr) € (LH(=6(0),0; L3 (Q)))’, up € L(Q) and ¢(t=0)=i(t=0) — @.(t=0)=¢" — ¢\ =gy with
(o, pt”) € (LX)

(i) If I € L*(Q) and I € L*(Q), we have u belongs even to C°([0, T, L*(Q)) and it holds that

| u(., ) ll3)< C(1+ | @past lr2=s0y.0:032) + I Upase l22-500).0:0302))

(2.30)
il + 2@+ 1 o 3 +||¢o||L2(Q))-
(ii) Moreover if I, satisfies the following assumption
(H4) there exist constants B; > 0 (i = 7,...,9) such that, for any (v,w) € IR?,
| 1o(5v) = Do(w) ISIv=w | (B +Bs [vI]+Bo [ w]),
we have for any element (Il.(j), IV) € (LX(@Q))?, for j = 1,2,
o §) = € (Il + @) (231)

wh_ere (@), uj, @ej) is solution of (2.15), which corresponds to data (¢o,uo), (Ppasts Upas:) and
(Iiu)’](j)), and ¢ = ¢ — ¢o, U=ty =y, Po = Py — e, [ = 1V 1P, I = [V — [?,

(iii) Assume now that (¢, gogo)) € (H'(Q))? and the primitive To of 1 satisfies the assumptions
(HS) there exist constants 5; > 0 (i = 10, ..., 15) such that, for any v € IR,

. o1
Tov) =Bl vIt =Bu v, G_IO(V) > B vt =B lv I,
| Zo) < Bra+Bis | v I*.

Then

(a) if I; € LX(Q) and I is in the space

U, ={veL*Q) such that % e L*(Q)} c C°([0, T1; L*(Q)) (see Remark 2.3),

then (¢, ¢,) € (L™(0,T; HI(Q)))Z, i—f € L*(Q) and u € C°([0, T]; L3 (Q)).

(b) Moreover if 1 and 1, satisfy the following assumption
(H6) there exist constants B; > 0 (i = 16, ..., 19) such that, for any (v,w) € R?,

| Zo(sv) = Zolsw) <l v =w | (Bio +Bur | v P +Bis | w ),
| Z1(5v) = Zi(sw) IS Bro [ v —w,
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we have, for any element (Il.(j), IMe L2 Q) x U, (forj=1,2)

o u- 2 2

I i 2 * Il o 20700y T 118 @@y 1 e i@z (2.32)
<C(1 5 1B + I T1R,).

where ((f) s Uj, e, j) 1s solution of (2.15), which corresponds to data (¢o, uo), (P past> Upas:) and
(IEJ),[(j))’ and¢ =@ — ¢y, U=u; — Uy, P, = Qel = Pes =710 — 1(2)’ I = Ifl) — [?2),

1

Proof. (1) Since u satisfies the equation

% — _T2(3¢) — fu+ E@rouy), in Q (233)

where E(¢., u;) = %ck(x, DX, t — (1)) + nzz“d,(x, Hu(x,t — n,(t)), then we have (for all 7)
k=1 =1

ulx,t)=uy — f IHr(x, s;¢)ds — f hu(x, s)ds + Zf (X, $)P(X, s — &E(8))ds
0 0 = Jo

n (2.34)
> f dy(x, $)u(x, s — 1:(s))ds.
=10
Consequently (as in (2.26))
¢ t | 1=k (1)
u(X, ) =uy — f IHr(x,s,¢)ds — f hu(x, s)ds + Zf e (O)ck(x, ex(0))p(x, 0)do
0 0 e (2.35)

2 1—1;(t)
+ > f g/(O)di(X, qi(0))u(x, 0)do.
=1~ —m(0)

Since —6(0) < —&x(0), —6(0) < —nx(0), t — & () < t and t — ni(¢) < t we can deduce that (according to
the regularity of ¢, d; and h)

| u(x, 1) |< C( | ug | +f | 75(X, 55 9) | ds+f | u(x, s) | ds+f | p(x,6) | dO
; 0 0 —0(0) (2.36)
+ f | u(x,6) | do)

8(0)
and then (since from the assumption (2.6) we have | 7,(.;9) |[< 85 + B¢ | ¢ 1)

| u(x,1) |< C(l +f | §(X, 5) ? ds+f | u(x, s) | ds+f | p(x,0) | d6
0 0 0 (2.37)

0 0
+ | Uy | +f | ¢)past(Xa 9) I do + f | upast(xa 9) I dQ)

5(0) —6(0)
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This implies

1/3 t
( N dx) s0(1+|| wlia +] [ ([ 1uos 1asax]”
+[f(f | 6(x, 5) I ds)3dx]1/3+[f(f | $(x,0) | d6)dx] " (2.38)
Q 0 Q 0

! 3,173 0 5 113
[ T 1arax] "+ [ [ ([ a1 a0 ax] )
Q -0(0) Q -6(0)

and then (using Minkowski inequality)

1/3 t
(flu(x,t) E dx) sC(1+|| Uo ||L3(Q)+f(f|u(x,s) P dx)'"ds
Q 0 Q

+f(f|¢(x,s) |° dx)1/3ds+f(f|¢(x,9) P dx)'do (2.39)
0 Q 0 Q
0 0

+ f ( f | Bpan(x.0) P dx)'d + f ( f |t (%, 0) [ dx>1/3d9).
-6(0) Q -6(0) Q

Since ¢ € L*(0, T, H'(Q)) c L*(0, T, L"(Q)) (r € [1,6]), then

| uC., D) l3ey< Ci (1"' Il uo I3 + I @past 25003 + || Upast ||L2(—6(0),0;L3(Q)))
’ (2.40)
2
+Co |l ¢ 2710 +C3 1l @ ||Lz(0’T;H1(Q)) +C4f | u(., $) |3 ds.
0

According to (2.28), we can deduce that

| u(., ) 3= C5(1+ Il uo I3 + | Dpast llr2s0y0:3@)) + 1| past lr2=s0).0:03)

!
+illz2@ + 2@ + ||¢o||H) + C6f | u(., $) I3 ds.
0
Consequently (by using Gronwall lemma)
| u(., D) ll3)=< C(1+ | uo N3 + Il @past 25003 + | Wpast 112=600),0:03)

2@ + M2 + o).
Since
(140, G0, 1, I, Upast, Gpast) € L (Q) x L*(Q) X LA(Q) x L*(Q) x L*(=6(0), 0; L*(Q)) x L*(=6(0), 0; L} (Q)),
then, u(.,¢) € L3(Q) (for all ¢ € (0, T)).
(i1) From (2.33), we have (for all £)

u(x,t)=uo—f(fz(x,s;qﬁl)—Iz(x,s;¢z))ds—fhu(x,s)ds
0 0

m - (2.41)
. fo Ce(%, $)P(X, s = E())ds + ) fo dy(x, $)u(x, s — 1i(s))ds.
k=1 I=1

AIMS Mathematics Volume 4, Issue 3, 928-983.



944

Consequently,

M(X,l)=uo—f (Za2(x, 5501) — Ia(x, S;¢z))ds—fhu(x, s)ds

m " it P (2.42)
+Z f cx(x, ex(0))er(0)p(x, 0)do + Z f di(x, :/(0))q;(O)u(x, 6)d6.
=1

=&,(0) -m(0)

Since —0(0) < —&:(0), —6(0) < —ni(0), t — &(t) < t and t — () < t we can deduce that (according to
the regularity of ¢, d; and i)

| u(x, 1) |< f | Z5(X, 55¢01) — L2(X, 55¢2) | ds+ | ug |
0

+C( f | u(x, ) | ds + f | $(x,60) | d6 (2.43)
0 0
0 0

+f |¢<x,9>|de+f | u(x,6) | d6)
-6(0) -6(0)

and then (since from (H4) we have | Z,(.; 1) — Z2(5 ) IS C | (1+ |1 | + | h2 1)

| u(x, 1) |< C(j(; | p(x. ) |l ¢1(X,S)IdS+f(; | 6(x, 5) || $2(x, 5) | ds

! !
+f | u(x,s) | ds+ f | p(X, 5) | ds+ | up | (2.44)
0 0
0 0
+ f | Bpase(x.0) | dO + f | tpasi (X, 60) | d6).
-5(0) -6(0)

Consequently

(flu(x,t) P ax)"
Q
sc(n w e +] [ ( f x5y 1dsy'ax] "+ [ [ f [6(x,5) | ds)’ax] "

, A (2.45)
+| f ( f | p(x,1) | |¢z<x,s>|ds)3dx] +| f ( f |9, 5) | | 61(%, 5) | ds)’ax]
f f | Gpast(x,0) | d6) x| f f | tpas(%,0) | d6) x| )
8(0) 5(0)
This implies (by using Holder’s and Minkowski inequalities)
) sy C( f ( f | u(x, 5) [ dx)'"ds + f ( f | 6(x,0) [* dx)'"*do
0o Jao 0o Jao
+f(f|¢(x,s) ° dx)1/6(f|¢1(x,s) © dx)'"°ds
0 Ve “ (2.46)

+ f ( f | (x, 5) I° dx)"( f | (%, ) I° dx)"°ds+ 1| uo 30

+ f ( f | Bpasi(X, 0) IP dx)'*de + f ( f | ttpasi(x, 0) [P dx)'d6).
6(0) 6(0)
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Since ¢ € L*(0, T, H'(Q)) c L*(0, T, L"(Q)) (r € [1, 6]), then

Il u(., 1) ||L3(Q)S Ci (|| Up ||L3(Q) + | ¢pasz ||L2(—6(0),0;L3(Q)) + | Upast ||L2(—6(0),0;L3(Q)))

+Co || @ 2.7 @) 1+ 1| @1 2050 + | @2 l20.7:01 )
2.47)

!
+Cx [ u9) e s
0
According to (2.29), we can deduce that

| u(.,0) ||L3(Q)S Cy (|| Uo ||L3(Q) + I ¢’pasz ||L2(—5(0),0;L3(Q)) + | Upast ||L2(—6(O),O;L3(Q))>

t
+Qme@HWm@H%m%fi[H%JWmm%-
0
Consequently (by using Gronwall lemma)

| u(., 0) 3= C( Il uo I3 + | @past lli2s0y0:3@) + || past r2=s0).0:03)
(2.48)

+illz2@ + 2@ + ||¢0||H)-
(iii).a. Put S| = H(., ¢, u,), then from Lemma 2.6, we can deduce that
ISt llz20n2)< C (||¢||L2(0,1;L2(Q)) + [lullz2 0,120
P pasillrz-s0),0:20)) + ||upast||L2(—§(0),0;L2(Q)))-
Since (¢, u) € (L*(0, T; L*(2)))* and (@ pasrs tpast) € (L2(=6(0), 0; L*(Q2)))?, we can deduce that
S € LAQ).

From (2.15), we can deduce that (¢, u) satisfies (for allv € V, v, € U)

<cmaa_¢’ V>V/,V + ff(’ (b, I/t)VdX + Az(¢ + Pes V) = f(lz + Sl)VdX,
t o Q (2.49)

Ai(P+ @e,ve) + Ap(@e, Ve) = f Iv.dx.
Q

In order to derive the result of (a), we will just sketch the proof based on suitable a priori estimates.
From (2.49) with (v,v,) = (%, %) (since c,, = b2)

ot’
o o9 o¢ )
” m ”LZ(Q) LIO((]S)_dX + Al(¢ + Pes E) + LII((ﬁ)uEdX
d¢ ¢
LI Ed LSI o (2.50)
0. 0, _ 0,
Al(¢ + ()De’ ) +A (()Dea 0_) = LI ot dx.
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Then _
a o . d [ o7, 06
RS m oy ”LZ(Q) d—t(fg;fo(@dx)+LF(¢)CZX+LI1(¢)MECZX
d d
*odr 5 AD+ @, b + @) *5 A i(Pes Pe) (2.51)
o1 o6 Py
goeadx+ (flgoedx)+fladx fQSladx
Since I € U, c C%[0,T]; L*(Q)), then I(0) € L*(Q) and we have || 1(0) |, s C 1 117, -

Consequently, by integrating (2.51) by time we can deduce (from (2.4), (2.5), (HS), the boundedness
of b,, and, the coercivity and continuity of A; and A,)

!
0
2, fo 152 gy s+ @ 11 60) g+t + ) 110
!
+2ﬁ12f ” ¢ ”24(9) ds + 2,810 ” ¢(t) ||L4(Q)_ 50[ ” ||L2(Q) ds + 6] ” QDE(t) ”H'(Q)
(2.52)

2
+Co f e 1ol 6 I ds + Cr (Il e + 1 St 1 + N1 111,

+Co (14 11 60 21y + 1167 120y + 1l B0 22)) + fg To(go)dx

4 2 2
+C3 (I sy + 116 1202y + 1 2 I2)) -

From (HS) we can deduce that f]o(qﬁo)dx < C(+ || ¢o ||L4(Q)) C(1+ || ¢o ||21(Q)) and then (by

choosing 69 = ¢, and 6, = (a. + @;)/2)
¢ t || i 720y A5 + @i | §(0) 13,0y +He + @) /2 || @o(0) II7
~m 6t LZ(Q) 1 HI(Q) e 1 ‘)De HI(Q)

+2ﬁ12f || ¢ ||L4(Q) ds + 2510 || ¢(t) ||L4(Q)_ C4f || u ||L3(Q)|| ¢ ”H](Q)

+Cs (I 1 122y + 1 1 1By + 11T 1) (2.53)

0
+Co (14 1 60 120y + 11 € B0y + 1l G0 N1y
4 2 2
+C1 (I sy + 116 12w iz + 1 2 I2)) -

Consequently (since I € U., ¢ € L*Q) N L¥0,T;L*(Q)) N L*(0,T; H'(Q)), ¢. € LXQ),
u € L0, T5 L3(Q)), (G pasts Upast) € (LAQ0))?, (11, S1) € (LHQ))? and (o, ¢ € (H'(Q))?),

0
f ” ¢ ||L2(Q) dS+ ” ¢(t) ”HI(Q) + ” ‘Pe(l) ||H'(Q)_ (254)

and then % € LX(Q) and (¢, ¢,) € L=(0, T; H'(Q)).
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The proof of (a) can be completed by implementing the classical Faedo-Galerkin method and by
taking advantage of the above estimates. So we omit the details.

Prove now that u € C°([0,T]; L3(Q)). Let S = —I,(.;¢) — hu + E(¢-, u,) be the right hand side
of (2.33). According to the expression of 7, , we can deduce that (since ¢ € L¥(0,T; H'(Q)) and
ue L=0,T; L*(Q)))

2
1S = C(1+ 16 12e o rany + I s r@) + 11 8@ u) o)

and then (from Lemma 2.6)

2
IS llz20.r:03@)< C(1+ I w0z T 11 l=or:@) Hillzor:@) 255)

Hllullz20,7:030)) + I@pasillrz-s0),0:3@)) + ||upast||L2(—5(0),0;L3(Q)))-
Consequently, Since (¢ pas» Upast) € (L*(=5(0), 0; L*(Q)))?, we can deduce that S € L*(0, T; L} (©)) and
0 0
then 8—”; € 10, T; L3(Q)). Since u € LX(0, T; L3(Q)) and a—;‘ € 120, T; L3(Q)) then, from Remark 2.3,
u € CU[0,T]; L*(Q)).

(iii).b. Prove now the estimate relation. Let (¢}, ¢, j, u;) (for j = 1,2) be two solutions corresponding
o (17, 17) € LXQ x U, with (¢ = ¢, 001 = @erstr — u)t = 0) = (0,0,0) and
(¢pastv upast) = (¢past7l - ¢past,2v upast,l - upast,Z) = (0, O) Then (¢7 Pes I/t) = (¢1 - ¢27 ‘;De,l - ()Oe,2a u - MZ)

: . _ 09 Op.
satisfies, from (2.15) with (v, v,) = (6t o )
¢ , 0 o9
I me ”iZ(Q) + fg (Zo(501) — Lo(.; ¢2)) de + AP+ e, E)
0 0 0
+ f T - tnTa(s b)) Lt = f 12 ax + f Hobroun) L,
o ot o o o ot 2.56)
de. N 7 '
Al(¢ + ()069 E) + Ae((pe, E) - o I ﬁt dX’
0
a—”t‘ = — (T2(:¢1) = To(: ) — Ftt + E(brr ).
Then a6 J J
1o ) #5741 + @es§ + 00 + 52 Ailge 00)
0 0
_ fg (To(:61) = Lol b)) a—‘fdx - fg ufl<.;¢1>a—‘fdx
0 ol
- fg uy (11(560) — T1(5 62) a—‘fdx - fg e dx 2.57)

d Y, Y,
. I ed Il_d o Wry Ut _d ’
+dt(fg g X)+fg x| Ao Thin
ou

i (L2(5¢1) = Lo(5 ¢2)) — hu + S, ur).
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According to assumptions (H2),(H4) and (H6), we can deduce that (from the boundedness of b,,)

o d d
(91‘ ||L2(Q) 2dl_A (¢ + QOK, ¢ + ‘Pe) + A (‘Pe, ()06)

0
scl(f|¢|<|¢1|2+|¢2|2+1)|ﬁ|dx+£|u|<1+|¢1|>|£|dx)

ol
+Cf| ||M||—|dX+f| e||_|dX
2 ¢ |l uz @ (2.58)

+E(fl‘pedx) fIIII—IdX+f|W( ¢T,ur)ll—¢|dx

ou
I 5, lo@s Cs (Il ¢ llzsiall @1 sy + 116 lzsiall 82 sy + 116 sy + 1l e llscey)

+Cy || E(pr, ) I3 -

Integrating by time we obtain (according to the coercivity and continuity of A; and A,, and to the
estimate of H(.; ¢, u;) and E(.; ¢, u,;) given by Lemma 2.6)

' a¢ 2 2 2
2£m£ ” E ||L2(Q) dS + ; ” ¢(l) ”HI(Q) +(ae + ai) || ‘Pe(t) ”Hl(Q)

+ || U ||L°°(0TL3(Q)))

2 2 2
< C5 ” ¢ ”LZ(O,T;H'(Q) (H ¢1 ||L°°(0,T;H1(Q)) + || ¢2 ||L°°(0,T;H1(Q))

9 >
+C6 ” u ||L°°(0TL3(Q))” ¢1 ||L°°(0TH](Q)) +60f ” ||L2(Q) ds + (51 || SOE(t) ||H1(Q)

2
+Cr (116 1o + 1t gy + 1L gy + LI, + 1 e )

|| - ||L2(0TL3(Q>)< Cs |l @ ll0.7:11 2)) (|| &1 om0 @) + |l 2 ||L°°(0TH‘(Q)))

+Co (|| ¢ 203 + Il u ||L2(0,T;L3(Q)))-

Since (¢, u;) € L™(0,T; H'(Q)) x L~(0,T; L*(Q)) (for j = 1,2) we can deduce that (by choosing
0g = o and 0; = (a, + @;)/2)

a'
f ” (9t ||L2(Q) dS + al ” ¢(t) ”H'(Q) ” QOe(l') ”HI(Q)
< Cio(ll Il +1le i 0 oy + 11 pe oy + N1, (2.59)
= +10 L(0,T;L3(Q) L2(0,T;H"(Q)) ill2@Q) e 2@ U, .
ou

+lull

|| (9t ||L2(0TL3(Q))_ Cll (” ¢ ||L°°(0TH1(Q)) + ” ¢ ||L2(0TL3(Q)) Lz(OTL3(Q)))

Consequently (from the estimates (2.29)—(2.48))
o

|| ||[2 || || || ¢ || ©(0.T: || ¢ || ©(0.T:
Q LZOTLZQ L*>(0, H]Q) e =, HlQ

<c(||1 oy + 11113,

2@

This completes the proof. O
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According to previous Theorems, we can derive the following results.

Theorem 2.4. Consider the case of p = 4. Let assumptions (HI1)-(H6) and (RC) be fulfilled. For
(U0, pases Bpasi» o) and (I, 1;) given such that (Gpass, tpas) € (LA(=5(0),0; Q)Y uy € L3(Q), ¢ —
cpéo) = ¢y with (¢, 9020)) € (H' ()%, and (I,,1) € L*(Q) x U,, there exists a unique solution (¢, ¢,, u) of
problem (2.15) verifying (¢, ., u) € D, with

D =Ax L0, T;U) X B such that A =L*0,T;V)nH'0,T;H)n C°0,T];H)

and B = C°([0, T1; L3(Q)) N H'(0, T; L3(Q)), equipped with (¥(v,v,,p) € D) (2.61)

I e, ) IB=I V1 + 1l Ve s + 110 113,
and it holds that
(s @er ) 1B C (1 + 12, + I, ) - (2.62)

Moreover the Lipschitz continuity relation is satisfied, i.e., for any element (I, 19) € L*(Q) x U, for
j=1,2, we have

1 (@1 = $2. Pt = @enstr —2) IR C (I = 1P|, ) + 11V = TP, ), (2.63)

whgre (@), uj, @ ;) is the solution of (2.15), which corresponds to data (¢o,uo), (Ppast> Upast) and
I, 19) (for j = 1,2).

3. Minimax control problems

In this section, we formulate the minimax control problem and discuss the existence and necessary
optimality conditions for an optimal solution.

3.1. Formulation of control problem

Our problem in this section is to find the best admissible source function &€ in presence of the
admissible disturbance in the function 7. In order to illustrate our minimax control problem, we assume
here that the control ¢ is in I and the disturbance 7 is in /; (which act on control domain €. and
disturbance domain Qg, respectively), i.e., I = B,& and I; = B, + f, where f € L*(Q), support(¢) C
Q. % (0,T) and support(n) C Qg x (0,T), and the operators B; € L(L*(Q); L*(Q)), with || B,6 2 <
C || 0 ||z, for all 8 (for i = 1,2). Therefore, the function (¢, ¢., u) is assumed to be related to the
disturbance 7 and control ¢ through the problem (under conditions (1.3) and (1.2) for ¢, and B¢,
respectively)

Cm% + (¢, u) — div(KiV(p + ) = H(pr, ur) + Bom + f, in Q
—div(K;V$) — div(K; + K)ge) = Bié, in Q
ou

E + g(¢’ I/t) = 8(¢T9 uT)a in Q
(K:iVo)n + (K;Vp,)n=0, on X
(K.Ve,)n =0, on X

¢(,t=0)=¢o u(.,t=0)=up, in Q

3.1

¢ = ¢pasta U = Upasts in Q
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under pointwise constraints
|1 1) ae. in@Q,
. (3.2)
| 7m|< 1) ae. in Q.
Let U,; and V,; be convex, closed, non-empty and bounded subsets of U, and L*(Q), respectively,
and describing constraints (3.2) and compatibility condition (1.2) such that

ﬂad:{g e U.: support(é) C Q. x(0,T), |B1&dx=0, |£|<T1iae. in Q},
Q
(Vad:{ﬂ' € LX(Q) : support(n) c Qy x(0,T), |m|< 1, ae.in Q}_

Although U, and V., are subsets of L*(Q), we prefer to use standard norms of space L*(Q). the reason
is that we would like to take advantages of differentiability of the latter norms away from the origin
to perform our variational analysis. Moreover the spaces U,; and V,; form closed, convex, weak-
star sequentially compact subsets of spaces L=(0, T; L*(Q)) (for weak-star sequential compactness see
e.g. [59] and for similar result see e.g. [45]). For operator 8;, we can consider, for example, the
operator

) o 1
e L(Q — BOH=0 (mes(QC) Lﬁdx))(g(. 3.3)

Then f B,0dx = 0 and if support(d) c Q. we have f B,0dx = 0. Moreover the operator B is
Q QL'
autoadjoint on the domain {# € L*(Q) : support(6) C Q.}. The studied control problem is to find a

saddle point of cost function J which measures the distance between known observations (a nominal
desired states) and the prognostic variables ¢. We assume that we have observations on some domain
Qs at certain times t, k = 1;...; N, or at final time 7'. Precisely we will study the following control
problem (SP).

Find an admissible control-disturbance (¢*, %) € U, XV 4 such that cost functional (in the reduced
form)

obs)

ﬂwh%fww¢%mm” TG = Yuns I

2
+S €I, fwmm

is minimized with respect to ¢ and maximized with respect to 7 subject to problem (3.1), where the
weight function T is given by (with @ > 0 large enough)

(3.4)

Nobs

Y0 = ) exp(-w(t - 1)), (3.5)

k=1

a,B>0and m; >0 (i = 1,2) are fixed such that m; + m, > 0, the functions ¢, € L*(0, T; Q,5,) and
Wops € L*(Qyy,) are the observations (given), Q,;,, C Q is the observation domain, Q. C Q is the control
domain and Q; C Q is the disturbance domain. Clearly, find (¢*,7*) € U,y X V.4 (a saddle point for
the functional ) such that (V(&,7) € Uy X Via)

JE.m<gE.nm) <JE ). (3.6)
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Remark 3.1. (i) The coefficient @ > 0 can be interpreted as the measure of price of control (that the
engineer can afford) and the coefficient B > 0 can be interpreted as the measure of price of disturbance
(that the environment can afford).

(ii) Operators B;, i = 1,2, also include the quantification of source profiles, inside the considered area,
which results of change in disturbance and control variables. |

In the sequel of this paper, we restrict our analysis to a generalized form of the three models
mentioned at the beginning of article, namely : Rogers-McCulloch model, Fitzhugh-Nagumo model
and Aliev-Panfilov model. More precisely:

(HMC) p = 4 and the operators 7 and G are supposed to be of the form given in (2.21).

Remark 3.2. According to expression (2.21) of operators I and G, we verify easily that hypotheses
(H5)-(H6) are satisfied. O

3.2. Solution operator and its Fréchet differentiability

In this section, we study the Fréchet differentiability of the nonlinear operator solution and derive
some necessary estimates. For a given f € L2(Q), initial condition (¢, ¢, uo) in (H'(€))? x L3 ()
and past condition (¢ pas, Upasr) € (L*(=00,0; L*(Q)))%, let us introduce the following mapping F :
Uyq X Ve — D, which maps the source term (£,71) € U,q X V44 of (3.1) into the corresponding

solution X = (¢, ¢., u) in D, where D is defined by (2.61).

Before proceeding with investigation of Fréchet differentiability of operator ¥, we study the
following linear parabolic problem, for (hy, hy) € U. X L*(Q,),

w2+ P09+ E g,y — AV Y + ) = HOP, w0) + Bola, in Q
ot 0¢ Ou

—div(KVY) — div((K; + Kwe) = Bihy, in Q

ow 0G G _ .

3 g BN S = 8w, in Q

3.7
(K;V¥).n + (K;Vy,)n =0, onX S

(K.V¢.)n =0, on X
W(,1=0)=0, w(,r=0)=0, in Q
‘PZO, WZO, in Qo

and under conditions (1.3) and (1.2) for ¢, and B, respectively.

The weak formulation of Problem (3.7) can be written as follows (¥(v,v,.,p) € V x U x H and a.e.
in (0,7))
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oV o1
(s Vs + f KV¥Vvdx + f K;Vip Vvdx + f —Pvdx
ot ’ Q (9(25

Q

f—wvdx-f?—((‘l’n w,)vdx+f82h2vdx,
Q Q

f(?(,-+(K6)Vx//eredX+f7(,~V‘PVvedX:fBlhlvedx,
Q Q

Q

d 3
(ZZ, ) + f 9 wpix + f hwpdx = f E(F,., w,)pdx.
ot o 0¢ Q Q

(3.8)

We are now going to prove the existence and uniqueness result of problem (3.8). To this end,
we begin by proving the following necessary Lemma, which correspond to the existence, uniqueness
and some regularity properties for the following nondelayed problem on Qg = Q X (S, S ) (with
0<S 0<S f < T)

. BH 07
"o 0
—div (K, + K;)Vn,) — div(K;VIl) = B h, € U,,

ov 0
+ 2000+ D0 = g,

a9 (3.9)
with initial and boundary conditions

(K;VIl+ 7)) - n=0, onZg = 0Q X (Sy,S )

(K. Vr,)-n =0, on X

I[I(t = Sy) =11y, V(t = Sy) = Vy, on Q.

(¢, u).IT + ai((ﬁ, w).V = div(K;V(I1 + 7)) = g1,

Lemma 3.1. Let assumptions (HI)-(H4) and (HMC) be fulfilled. Suppose that (¢, ¢.,u) € D and
hy € U,, then the following results hold.

1. For (Vy,11y) € (L2(Q))* and (g1, g2) € (L*(Qy))* given, there exists a unique solution (I1, ., V) of
problem (3.9) verifying the following regularity

(L 7., V) € W(Qy), (é)H av) L¥3(S0,8 ;3 V') x LX(Qs), (TL, V) € (C°([S 0, S /15 L*(Q)))?,

where W(Qs) = (L*(S0,S V) N L™(S0, S 1;H)) X L2(S 0, S 1, U) X L=(S ¢, S i LX(Q)).

2. For (Vo,Ty) and (g, g2) given such that Vy € LX(Q), 71" — 1 =TIy with (Tly, 7%”) € (H'(Q))* and
(g1,82) € L*(Qs) X L*(S, S L*(Q)), the solution (I1, r,, V) of (3.9) is in D(Qy), where
D(Qs) = Ag X L=(S0,S ;;U) X By, with Ag = L™(S0,S 1; V) N H'(S0,8 73 H) N CO([S0, S /]; H)
and Bs = CO([S0,S /1; L (Q) N H'(S, S 13 L (Q)).

Proof. We will just sketch the proof based on suitable a priori estimates. The weak formulation of
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Problem (3.9) can be written as follows (Y(v,v,,p) € VXU X H and a.e. in (S, S ¢))

11
(cma—,v)v,v+f?(iVHVvdx+f’KiVﬂerdx+fé£Hvdx
ot ’ Q Q o 0

+fa—IVvdx:fg1vdx,
o Ou Q

(3.10)
f(?([ + K,)Vr,Vv.dx + f?(l-VHVvedx = fBlhlvedx,
Q Q Q
191% 0G
—, — Ilpd AVpdx = dx.
(=, p)H“Lan(p pX+fQ pdx ngsz
According to Theorem 2.1, we have then
oIl o1
<Cm§, V>V/,V + Ai(H, V) + fg; %HVCZX
or _
+ | —Vvdx = gvdx — | K;Vr,Vvdx, (3.11)
o Ou Q Q
ov 0G
—_—, — Ilpd hVpdx = dx,
(=, p)H+an¢ pX+fQ pdx ngzPX
where 7, and 7, are the unique solutions of
(A; + Ae)(7_rea ve) + Ai(IL,v,) = 0, Yv. €U (312)
and
(A + AT, ve) = (Bih, ve)v v, Yve € UL (3.13)
From (3.13), we can deduce that (by taking v, = 7,)
| 7 llv< C |l Ay llz2 (3.14)

and then

| fglvdX— f%Vf_TerdX 1< Cill izl vilv +C2 1 g1 2@l v lv
Q Q (3.15)

2 2 2
< Csl by gy + 181 1) + & v I

where € can be chosen. For (v, p) = (I1, V), we have

1d . or
2 I DI {7, +A;(LID) + L %H dx
o1 _
+ | —Vlldx= | glldx—- | K;Vx VIldx, (3.16)
Q (91/! Q Q

1d oG
—— NV P + | =1IVdx+ | BV?d :f Vdx.
5 1V I fg&ﬁ xfg x= | gV
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According to the partial derivatives of 7 and G given by (2.21), we can deduce from (3.16) that (with

hll > O)

1d
d e +%HHW+j3mm%%x
2dr vy TGN

2 2 2
< Calll hi ey + 1181 1oy ) + €0 LI

+C5(fH2|¢|dx+fH2|u|dx+fH2dx+fV2dx+f|u||V||H|dx),
Q Q Q Q Q

1d
—— | V|yn<C I V| dx + Im|Vv|d
5% IV 2= 6(L| ol V]dx fgl |V x)

2 2
+C7( ” V ||L2(Q) + ” 82 ||L2(Q) )

Then

1d
—— 10,01 |12, +e, I TL +f3h 1’ ¢*dx
2dt L@ "= A M

2 2 2
< Ca(ll I 1Poggy + 11 81 By ) + € IITL IR,
+Cs || 1T (|12 (e sl IT |23y + |l u I3l T {25 )

2 2
+Co( || I1 ||Lz(Q) +l ullpoll sl Ve +11'V ”LZ(Q) ),

1d

2
77 1V @)= Coll ¢ i@l Tl Vil

2 2 2
+Cll( ” 11 ||L2(Q) + ” Vv ||L2(Q) + ” 82 ||L2(Q) )

Since L"(Q) ¢ H'(Q) for r < 6, then

1d
T4 e +%HHW4lmeH%%X
2dt L@ "= A S

< Calll by 15 + 11 81 20)) + (€0 + €) N T

2 2 2 2 2
+C12 || H ”LZ(Q) (1+ ” ¢ ||L4(Q) + ” u ||L3(Q) ) + C13(1+ ” u ||L3(Q) ) ” V ”LZ(Q)’

1d
v 1720y < @ INTTIE +Cra IV 172y (14 116 1174 )

2 dt
2 2
+Cis | ILI72 ) +Cie 1 82 172 -

By adding the first and second equation of previous system we obtain

1(d d

2 2 2 2
<(e+e+e) Il +Cir(ll hlipg + 1181 g + 11 82 g, )

2 2 2 2
+C18( ” V ||L2(Q) + ” H ||L2(Q) )(1+ ” ¢ ||L4(Q) + ” u ||L3(Q) )

(3.17)

(3.18)

(3.19)

(3.20)
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By choosing ¢; such that (¢) + €] + &) = %gi, we can deduce that

d d
(E 00T I+ 11V ||iz(g))+ I+ [ g
< C19( ” hl ”22(9) + ” 81 ”iZ(Q) + || 82 ”iZ(Q) )

2 2 2 2
+C20( ” V ||L2(Q) + ” bmH ||L2(Q) )(1+ || ¢ ”L“(Q) + ” u ||L3(Q) )

(3.21)

Then, Gronwall’s lemma yields (for all z € (S, S ¢))

S f
2 2 2 2 G G -G
|| V(t) ”LZ(Q) + ” bml_[(t) ”LZ(Q)S ( ” Vo ”Lz(Q) + ” HO ||L2(Q) )e ® te (I)\j; 4 (S)F(S)ds»
0

where the functions
G(s) = fo Coo(1+ 11 6 1oy + Il 1 I35, e,
F(S) = C19( || hl ||i2(9) + || gl ||iZ(Q) + || g2 ||iZ(Q) )7

exist (since (1, g1, 82, u, @) € L*(Qs) X LA(Qs) X L*(Qs) X LA(S0, S 13 L*(Q)) X LY(Qy)). Consequently,
according to the boundedness of b,, (for all t € (So, S f))

1V Ry,

+ I T1C) 117

2 < C(NVo Iy, + 11 Ty 12

L2(Q) LX(Q)

. i , (3.22)
11 s B2, + 1181 B2y, + 118 1) )-

Then according to (3.21), we can deduce that

2 2 2

2 2 2
1 By + 181 gy + 1182 Py )-

Sy
f f Pg2dxdt =1 11 [,/ < C( 1l Vo gy + 11 Tho 12,
Q

So

(3.23)

2 2 2
+ || hl ||L2(QS) + || gl ”LZ(QS) + || g2 ||L2(QS) )-

From the second equation of (3.10) and relation (3.23), we can deduce that
” e ”iz(So,Sf;V)S C(” VO ”22(9)4_” HO ”iZ(Q) +|| hl ”i2(QS)+” 81 ||22(QS)+” 82 ”iZ(QS))- (324)
According to (3.22), (3.23) and (3.24), we can conclude that
(IL V) € (L™(S0, S s LX(Q)))*, (L, 7,) € (L*(S0,S 3 V))* and TIg € LA(Qy). (3.25)

AIMS Mathematics Volume 4, Issue 3, 928-983.



956

From (3.10), we can deduce that
oIl
| (CmE,VN/,V I<Cillviv (1T + 1l 7 v + 1l &1 2 )
+C: [ 1oloiviax
Q
+C3(f|¢||H||v|dx+f|u||H||v|dX+f|¢||V||v|dx), (3.26)
Q Q Q

ov
| (E’p)H IS Callpllze (NN 2@ + 11V 2@ + 11 &2 2@ )
+Cs [ 16T p1dx.
Q

and then

oIl
| o < Co( I I Iy + I 7 Ilv + 1l &1 22 )+Cr IV 2l @ 2@

+Cs( || ¢I1 2l @ s + 1| @ 2@l T v + 11w 2@l IT v ), (3.27)
aV
| ar l2)< Co(IlV 22 + 1 I 2y + 1l 11 |20 + Il &2 2 )-
Consequently

Sr Il
4/3 4/3 4/3 4/3
j;o ” 31‘ ”V! dt = CIO( ” ”LZ(S(),Sf;V) + ” T ”LZ(S(),Sf;V) + ” 81 ”LZ(QS) )

+Cu( el 12 o111 + VIS el )

L2@s) L4(S0.S 13L4(2)) LX@s) L4(S 0, 13 L4(Q))
4/3 4/3 4/3 4/3
+C12( ” H ”LZ(S(),S./';V)” u ||L4(So,Sf;L2(Q)) + ” H ”LZ(S(),Sf;V)” ¢ ||L4(S(),S‘/';L2(Q)) ),

1%
2 2 2 2 2
f;o || E ”LZ(Q) dt < C13( ” H ||L2(QS) + ” V ”LZ(QS) + ” ¢H ”LZ(QS) + ” g ||L2(QS) )

and then (according to (3.22), (3.23) and (3.24))

oIl ov
I o lzas(sg.s vy + |l ar llz2¢s0.5 2120

(3.28)
< C(|| Vo llz) + I o 2@y + I A ll2as) + 1 81 ll2as) + 11 &2 ||L2(Qs))-

oIl ov
We can conclude that m e L*3(S,,S V) and n € L*(Qs). The proof of Theorem can be

completed by implementing the Galerkin method and by taking advantage of the above estimates,
(3.22)—(3.24) and (3.28), and Lemma 2.4 and Remark 2.1. So we omit the details. Since the problem
is linear, then from the estimates (3.22)—(3.24) and (3.28) we can deduce the Lipschitz continuity
result and then the uniqueness of solution.
(ii) Prove first that V € L*(S,, S ; L}(Q)). Since V satisfies the equation

ov oI,

E_—%(.;¢)H—hV+g2. (3.29)
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Since (3.29) is similar as (3.39), then by using similar argument to derive (3.43) we obtain

!
V(.0 3= C f I V(.,9) 3 ds
So

(3.30)
+C (|| &2 ||L2(S0,Sf;L3(Q)) + ¢ ||L2(S0,Sf;L"(Q))” I1 ||L2(SO,Sf;L6(Q)))-
Since I and ¢ are in L*(0, T, H') ¢ L*(0, T, L") (r € [1,6]) and g, € L*(Sy, S s; L*(Q)), then
t
| V(., 1) ||L3(Q)S C3+Cy Il V(.,s) ||L3(Q) ds. (3.31)

So

Consequently, by using Gronwall lemma, || V(., 1) |[;3)< C and then V € L*(S, S ¢; L3(Q)).
Prove now that (I, r,) € (L¥(So,S s H Q). For this we will just sketch the proof based on

suitable a priori estimates. From (3.10) with (v, v,) = (A o 0;;) (put hy = Bihy)

o, o1l 01 oIl o1 o1l oIl
|| me ||L2(Q) +Ai(H + ., a—) + 8¢H o —dx %V o dx = fglEdX
or on on (3.32)
A(TT 941 A °y = “dx.
(1 + 7, 6t)+ e(ﬂe, ) L 175 X
Then
(9 d d
IO, ||Lz(9) i A(H+7Te,H+7Te)+ A(ﬂe,ﬂe)
o1 oIl o1 31_1
- NS dx— | Sviax
f5¢ Yy f (3.33)
o1l oh .
gla—dx+f£2ﬂea—tldx+d—t(£h17redx).
Since hy € U, then hy € U, € CO([Sy, S £]; L2(Q)). So, hi(So) € LX) and we have || 71,(S ) IILZ(Q)_

C, |l by ||%,C. Consequently, by integrating (3.33) by time, we can deduce (from (2.21), the boundedness
of b,,, coercivity and continuity of A; and A,, and regularity H' of (I, 7))

ool 2 2 2
2£m L‘O “ E ||L2(Q) ds + @; ” H(t) ”Hl(Q) +(a/e + a,i) ” ﬂe(t) ||H1(Q)

! !
sco(ff|¢|4|n|2dxds+ff|¢|2|n|2dxds)

SO[ Q So[ Q
+C1(f quIZIHI2 dxds+f fl«/blZIVI2 dxds) (3.34)

S(t) Q . So JQ )
+C2(ff|H|2dxds+fflVIzdxds+fflnelzdxds)

So JQ So JQ So JQ

t aH ~
+60 f |5 2y s + 61 117e0) I ) +C3(14 1 81 iy, + 1 I, -
So
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Since ¢ is in L¥(0, T, H') c L*(0,T, L") (r € [1, 6]), then (by choosing 6, = ¢, 01 = (a +a)/2)

' oll 2 d I 2 2
1% iy 45+ NTHO g, + 1170

t
4 2 2 2
< C4( ” ¢ ||L°°(O,T;H1(Q)) + ” ¢ ||L°°(O,T;H1(Q)) + ” u ||L°°(O,T;L3(Q)) )j; ” H ”Hl(Q) ds (335)
0
2 2 2 2 2
+C5( ” ¢ ||L°°(O,T;H'(Q))|| V ||L°°(S(),Sf;L3(Q)) + || H ||L2(QS) + || 7Te ”LZ(QS) + ” V ”LZ(QS) )

+Co(1+ 11 g1 gy + 1 1,)-

From the regularity of (I1, ., V, g1, hy), estimation of (IL,7.) in L*(So,S s H 1(Q)) and and estimation
of Vin L*(S,S f; L*(Q)), respectively, we can deduce that

toll
fs 157 Wiy ds IO I, + 11 e0) 0% € (3.36)
0

and then 4! € L*(Qs) and (I, ,) € L™(S0, S ; H'(Q)).
The proof of the result can be completed by implementing the classical Faedo-Galerkin method and
by taking advantage of above estimates. So we omit the details.

or
Finally we prove that V € C°([So,S ], L*(Q)). Let R = _(9_452 — hV + g, be the right hand side

01
of equation (3.29). Since 8_¢2 is a polynomial of degree 1 on ¢, we can deduce that (since (¢, I1) €

(L=(S0,S s H(Q))* and V € L™(S, S 13 L} ()))

| R l3p= C (|| I ”L""(S(),Sf;Hl(Q)) (1+1 ¢ ”L“(So,Sf;Hl(Q)) +V ||L°°(So,Sf;L3(Q)) +1l & ||L3(Q))-

Since g, € L*(S0,8 53 L (), then || R [I2s0.5:3@)< C. Consequently, R € L*(So, S s; L*(Q)) and
ov ov

then, from (3.29), — € L*(So,S 53 L3 (Q)). AsV € L*(Sy,S s; L3(Q)) and = € L*(Sy,S 53 L} (Q)) we

can conclude, from Remark 2.3, that V € C°([S,, S 71 L*(Q)). This completes the proof. m]

We can now prove the well-posedness of problem (3.7).

Theorem 3.1. Let assumptions (HI)-(H4), (HMC) and (RC) be fulfilled. Suppose that (¢, ¢.,u) € D,
then the following results hold.

(i) For any (hy, hy) € U, x L*(Q) under the compatibility condition (1.2), there exists a unique weak
solution (Y, ., w) € D, of the linear problem (3.7).

(ii) Let (hy;, hy;), 1 = 1,2 be given in U.xLX(Q). If (¥;, VeisW;) is the solution of (3.7) corresponding
to data (hy;, hy;), fori = 1,2, then

(¥, s w) IR C (111, + 22 ) (3.37)
where (P, ., w) = (¥, — V2, Vel = Wer, Wi — wy) and (hy, hy) = (h1,1 - hl,z, hz,l - hz,z)-

Proof. To prove the existence of a unique solution on @, we first establish the existence of a unique
solution on Q; = Q X (59, 5;), j > 1 and obtain some estimations.
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We solve the problem on Q; and obtain the existence of a unique solution on Q. Then, the existence
of a unique solution on Q, is proved by using the solution on Q; to generate the initial data at s;. This
advancing process is repeated for Qs, Q,, ... until the final set is reached. Hereafter, the solution on Q i
will be denoted by (¥}, ¢, j, w;) for j =1, ...

Now we introduce the following problems (#;) for j € IN — {0} (for (x,1) € Q X (51, 5))

o, oI o1 .
Cma—tj + %(QX u).mj + a(ﬁb, w).V; —div(K;VUL; + 7. ;) = g1,
—div (K, + K)Vr, ;) - div(KVIL)) = B hy,
0
N it + iy, = g,
at Y Au (3.38)

(K;Vdl; + 7, ;) -n =0, on 0Q X (s;_1, 5;)
(K. Vr.;)-n=0, ondQ X (sj_1, 5;)

I(x, 5;-1) = W1 (%, 5,1) € LA(Q),

Vix, sj-1) = wisi(X, 5j-1) € L(Q)

where (¥;_;,w; 1) € (L*(Q;_)))* and

81,j(x,1) = Brhy + Z arX, DY 1(X, 1 = &(D) + Z bi(x, w1 (X, t — mi(1)),
k=1 =1

nj

2/ = Y e W1 (% 1= E(0) + ) di(x Hw 1 (%, 1 = (D).
=1

k=1

Since Byhy € LA(Q), (¥j_1,wj1) € LXQ;-1) and a, cx, by, d; (for | < k < njand 1 <[ < ny)are in
C*(Q), then, according to Lemma 2.6, we have that g; ; and g, ; are in L2Q ;). Then using Lemma 3.1
we have that the problem (#;) admits a unique solution (I1}, 7, j, V;) € W(Q X (s;-1, 5;)) and verifying
(5. 52) € L¥3(s1m1, 5,2 V') x L2(sjp, 5,2 LA(Q)) and (I1;, V) € (CO([sjor. 5,0 LA()))%. Then, we
can extend the result to the cylinder set QJ+1 by taking (¥, ¥, j,w;) = (¥j-1, ¥, j-1,wj-1) on Q _; and
¥, e jywj) =l 7, ;, Vi) on QX (si_1, §;).

We observe that for j=1, we have (according to the initial condition in (3.7))

g11(x,1) = Brhy, and g ,(x,1) =0

and then g, 1,821 € Lz(él). By using the previous result, the problem (#;) admits a unique solution
(I1,, 7,1, Vy) and then the solution (¥, .1, w;). We inject now (¥, .1, w;) in the problem (#,) and
by using the same approach, we obtain the existence and uniqueness of (Il,,n.,, V) (solution of
(P2). i

We can now iterate the process for any domain Q;, for j > 1 and we obtain the existence and
uniqueness of (I1;, . ;, V;) solution of (P;).

We deduce then the existence and uniqueness of the solution (W, ¢, w) € W(Q) of (3.8) (verifying
(&%) e LRO,T:V) x LX0,T;L*(Q)) and (¥,w) € (C°([0,T];L*(€)))*) such that
P e W, = () ejow)), j 2 1.
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Prove now that the wunique solution (¥,¢,,w) satisfies the following
(¥, e, w) € (L0, T, H'(Q))* x C°([0, T1; L*()) and (5}, §¥) € LX(Q) x L*(0, T; L*(Y))).

ot’ ot
Stepl. Prove first that w € L?(0, T; L3(Q)). Since w satisfies the equation

ow o7,
— = 0)¥ - Y., w,).
” 6¢(’¢) aiw + &Y., wy)

Then for all # we have (since w(t = 0) = 0)

w(x,t):—fo‘ %—?(X,s;@‘l’ds—ﬁh%){, s)ds+£8(‘1’,,w,)ds.

Consequently,

Iw(x,t)ISC(fI%(X,s;¢)||‘l’|ds+f|w(x,s)|ds)+f|8(‘I’T,WT)IdS
o O0¢ 0 0

o1
and then (since (9_¢2(X’ s; ¢) is linear operator)

| w(x, 1) |< C(f | wx, s) | ds + f | W(x, s) || &(X, ) | ds) + f | &V, wy) | ds.
0 0 0

1/3 ¢
(flw(x,t) P dx) sc((f(f | w(x, s) | ds)’dx)"’
Q Q 0

+(f(f | &P, wr) | ds)’dx)'?

Q Ot

+ f ( f | Wx,5) 1| 6(x, 5) | ds)’dx)
Q 0

This implies

and then (using Minkowski inequality)

1/3 t
( f | wx, 1) P dx) <(( f ( f | w(x, s) |* dx)'ds
Q 0 Q

+ f ( f | &P, wo) [P dx)ds
Ot Q

+ f ( f | P(x, ) Pl (x, ) [ dx)'7ds).
0 JQ

According to Lemma 2.6 and the fact that (‘¥ s, Wpas) = (0, 0), we can deduce that

!
Il w(., ) ll3< Ci f Il w(., $) I3 ds
0
+C; (|| Y 2o + I @ lzormsol ¥ ||L2(0,T;L6(Q))~

Since ¥ and ¢ are in L*(0, T, H'(Q)) c L*(0, T, L"(Q)) (r € [1, 6]), then

!
Il w(., ) ll3< C3 + C4f Il w(., $) I3 ds.
0

regularity:

(3.39)

(3.40)

(3.41)

(3.42)

(3.43)

(3.44)

(3.45)
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Consequently, by using Gronwall lemma, || w(., 1) ||3)< C and then w € L¥(0, T'; L3(Q)).

Step2. Prove now that (¥, ,) € (L*(0, T; H'(Q)))? and w € C°([0, T]; L}(Q)).
Put g, = H(¥., w;) + Boh, and g, = EWY,, w,). Since w € L*(0,T; L*(Q)) and ¥ € L*(0,T; H'(Q))
then, according to Lemma 2.6, g; € L*(Q) and g, € L*(0, T, L*(Q)). Since (¥, ¢, w) is a solution of
(3.9) which correspond to data (g, g2, ;) and (¥, w)(t = 0) = (0,0) with (So,S ;) = (0,T), we can
deduce from Lemma 3.1 that (P, y,) € (L*(0, T; H'(Q)))> and w € C°([0, T]; L*()).

We are now going to prove the estimation given in theorem.
Let (‘P;, Y., wi)i=12 be two solutions of (3.8), corresponding to data (h;, h;2)i=1 2, respectively. We
denote ¥ = \Pl - \Pg, w=w; —Wj, lpe = lﬁe,l - lﬁe,z, h1 = hl,l - h2,1, hz = hl’g - h2’2. Then according to
(3.8) and setting (v, u,v,) = (¥, w, ¥,) we can deduce that (since delay operators are linear)

d 2 or 2
2—dt||bm‘P||L2(Q)+L?(,-V‘PV‘de+fg?(,-VweV‘de+fQ%(¢,u)‘P dx

+ f g((/}, uywWdx = f HM ., w)Pdx + f Brh,Wdx,
f (K + KV Vi dlx + f KVPVYdx = f By dy, .46
Q Q Q

d 0G
z—dtnwn;@) + fg %@, u)Pwdx + fg Aw?dx = fg EY., wo)wdx
Y(,t=0=0, w_,t=0)=0, in Q
TZO, W=0, in Qo.
Consequently (from the expression of the derivatives of 7 and &)
d
2dt

+ f(h”¢2 — fing + Tz + €l u)PPdx + fhwzdx
Q Q

(”bm\P”?}(Q) + ”WHiZ(Q)) + Al(\P + Qbe’ \P + we) + Ae(we’ lﬁe)

+ f(el h21¢ + hzz)W\PdX + f(—62h31¢ + (262 - 1)h32)\}IWdX (347)
Q Q

= f?—((‘l’,, wo)WPdx + fc‘)(‘l’,, wowdx + fBlhlwedx + fBzhz‘de,
Q Q Q Q

Y(,t=0=0, w_t=0)=0, in Q

‘PZO, WZO, il’lQo.

Using the boundedness of the function 7;; and 7, coercivity of A; and A, and the assumption concerning
the operators B;, i = 1,2), we obtain

d
577 (0 PILa gy + IW11E2 ) + @ill¥ + el + aeellgell + f fi”¥dx
Q

SCl(f(|¢)|+l+|ul)‘Pzdx+fw2dx+f(|¢|+1)|w||‘I’|dx) (3.48)
Q Q Q ’
+ | H 2 wo) 2ol ¥ llzg) + I EFPr wo) i@l wllzg)

+Co (Il Az Nzl ¥ Nz + 1l Ay Nzl We llzee)
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and then

%(”bmq’”iz(g) + ”W“iZ(Q)) + aill¥ + Ul + aellvelly + Lh11¢2‘1’2dx
<SG Y iz (e @l Wl + T ol P llise) )
+C3 || & @l ¥ lls@ll wll2@)
+Ca(ll H¥r, W) 172y + 1| EWry W) ||Lz(9))

)+ Cs(I1'Y1I;

L2(Q)

+Cs( 1 2 172 + 11 I + 1wl

L2(Q) L2(Q) LX(Q) L2(Q) )-

Consequently (since |||l < ¥ + Yellv + [[Wellv)

(||b W12, 0, + W) + min(as, ad) (¥ + vl + Il
" fQ PP < %min(ai, a )N + el + i)
FCs(IIH W) B + 1| EFrwo) |
+Cr( 1l b 12,

(3.49)

L2(Q) LZ(Q))

+ 1l A 117

@ (Q))

2
+C8( ” \P ”LZ(Q) + ” w ” (Q) )(1+ ” ¢ ||L4(Q) + ” u ||L3(Q) )

By integrating in time between 0 and 7 (since ¥(0) = w(0) = 0), we can deduce that (according to the
boundedness of b,,)

t T
[ ) 5 f (N + el + llgell?)ds + f f ¢*W2dxds

Q

<cg( f I HCE o wo) s ds + f 1 ECFrwo) [ ds)

(3.50)
+C10 (f ” hZ ||L2(Q) ds + f || hl ||L2(Q) )
+C11 f ( || Y ||L2(Q) + ” w || L2(Q) )(1+ ” ¢ ||L4(Q) + ” u ||L3(Q) )ds
According to Lemma 2.6, we can deduce that
! !
fo (Il HPeowe) 122, + 1 EFeswo) 22 ) ds < € fo (N 1220, + W 22 ) ds. (3.51)

From (3.51), (3.50) becomes (since |||y < ||V + Yellv + [Wellv)
(¥ DIy + W DI ) + f A1 + el B)ds + f f " P2 dxds

<C12(f 72 1172 dS+f Il Ay 1172 d9) (3.52)

2
+Ci3 f U oy + 11w 1)1 16 1By + 11 15 )dls
0
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and then

T T
(MG D2 ) + IWC D) < Clz(f Il 2 1720 dS+f Il 1 172 5)
0

(3.53)
+C13 f (” b4 ||L2(Q) + ” w ” (Q))(1+ || ¢ ||L4(Q) + || u ”L?(Q))ds'

By first using Gronwall lemma in (3.53), we can deduce that

I DI + W0 DI

< C( fo I By s ds + fo 1Ry ) d5) XDl @ 10 rrscany + 114 oo poaoeny):
and then from (3.52), we easily deduce the following estimates
1207z + WP raiy < COLR gy + 1 (R s
1P g 7y + Wl 0y < CUR B + A1 P ): (3.54)
1 WIPsg < CI A2 IR + Il A I ):

Derive now the estimate of results, for the solution (¥,y.,w), in the following space:
(L0, T; H'(Q) N H'(0, T; L*(Q))) x L=(0, T; H'(Q)) x (L=(0, T; H'(Q)) N H'(0, T; L*(Q))).

0 01,
Since w satisfies: a—v: = —%( ;O — hw + E(Y., w,), then for all # we have (since w(t = 0) = 0)

w(x,t)z—f —z(x,s;gb)‘l’ds—fhw(x, s)ds+f8(‘1’,,w,)ds. (3.55)
o 0¢ 0 0

Since relation (3.55) is similar to (3.40), then we can use similar argument as to derive (3.44) and we
obtain (since ¢ and ¢ are in L*(0, T, H') ¢ L*(0, T, L"), for r € [1,6])

+ Iwllj

!
Il w(, ) o< Ci f Il w(., s) 3 ds
0

+C; (|| V20730 + I @ lzo.r:m @)l ¥ ||L2(0,T;H1(Q)))-

(3.56)

According to (3.54), we can deduce that

!
Il w(., ) 3= Cs f I w(., 8) i3 ds + Ca(llhill2@ + 1A2lli2@))-
0
Consequently (by using Gronwall lemma)

1w 1) < € (il + hallza) - (3.57)

Finally, from (3.10) with (v, v,) = (5%, %) (put ;; = Bih))

v oY 9T ¥
10 Iy +ACY + e, =) + f GV

+fa—jwa—qjd —fﬂ( O, Ur) ¢dx+fh2a—qldx
ou 0

oy, oy, (9e
ACY + 0, ‘”) A, ‘”)—fg i

at
6_w 0l,
ot 0p

(3.58)

- GO — 7w + E(Yr, wo).
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Then (since %(.; ¢) is a polynomial of degree 1 on ¢)

d d
|| ”LZ(Q) A (¢ + gDe, ¢ + QDK) + A (QOK, QDe)

i fa_fw [,
0 06 ot

+fﬁza—\ydx+f¢/e —Lax +—(fﬁll//edx)+fﬂ(.,TT,WT)a—\de, (3.59)
q Ot Q ot

ow
|| - ||L*(Q)< C(II'Y 0.7 @y 1+ 1| @ w121 @)+ 1| W llzoo,m:03 @) )

+ [ &Fr, wo) o) -
Since b, € U, c C°[0,T]; L*(Q)), then ,(0) € L*(Q) and we have || /,(0) ||L2(Q)_ C | h ||2

Consequently, by integrating (3.59) by time, we can deduce (from (2.21), the boundedness of b, the
coercivity and continuity of A; and A, and the estimate of H and & given by Lemma 2.6)

tooY 2 2 2
2£m£ ” E ”LZ(Q) ds + @; ” \P(t) ”Hl(Q) +(Q’e + ai) ” we(t) ||H1(Q)

! ! !
SCl(ff|¢|4|‘P|2dxds+ff|¢|2|‘lf|2dxds+ff|u|2|‘If|2dxds)
0 Q 0 Q 0 Q
! ! !
+C2(ffl‘Plzdxds+ff|w|2dxds+ffl;belzdxds)
0 Ja 0 Jo 0 Ja (3.60)

! ! 0\}1
+C3 f f | ¢ Pl w > dxds + 8 f Il 5 Wy @5+ 81 119 Il
0 t
+Ca (I i 1Py + 1 117, -

ow
|| - ||L2(0TL3(Q))S Cs (|| W om0 @) A+ 1 @ e, 7:m1 @)+ | W ||L°°(OTL3(Q)))

Since ¢ is in L¥(0, T, H') c L*(0,T, L") (r € [1, 6]), then (by choosing §; = ¢,» 01 = (@, +a)/2)

' a‘P 2 2 2
, fo 5 sy s + i G0 1 +@e + @2 e I

!
4 2 2 2
< Co (Il eiormay + 1 oo raman + 18 e ria) fo 1Y 12,0, ds

2 2 2 2 2
+C1 (I 1B w0l W oranay *+ 11 M2 + 1 We B2y + 11 W 1220) (3.61)
7 2
+Cs (Il B2 72 + I 7a 117, -
ow

|| v ||L2(0TL*(Q))<C5 (|| W lz=0,7;m1@) A+ 1l @ |z, 7:m1 @)+ | W llz=o,7: L3(Q)))

From the regularity of (¢, ¢,, u), estimation of (¥, ) in L*(Q) and estimation of w in L*(0, T'; L*(Q2))
(see the estimates (3.54)—(3.57)), we can deduce that (according to the assumption concerning the
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operators B;,i = 1,2)

oY , 5 5 ow
- + || YO 7wy 7 + 1) 7o 7. + | —=— llr20.7:13
|| 61 ||L2(Q) ” ( ) ”L 0.T;H'(Q)) ” l//e( ) ”L (0.T;H'(Q)) ” at ”L 0,T,L°(Q)) (362)
<C(Il 2 32 + 1 1 I,
This completes the proof. O

We are now going to study the Fréchet differentiability of ¥ .

Theorem 3.2. Let assumptions (HI)-(H4), (HMC) and (RC) be fulfilled. Suppose that (¢, ¢.,u) € D,
then the following results hold (for all (¢,7) € Uy X Voa).

(i) Let (£, 1+ hy) € Uy XV g, with hy € L®(Q) such that t+ h, € V,y and, F (&, 7) and F (&, 7+ hy)
being the corresponding solutions of (3.1). Then

I FEm+ ) = F € - FEmh o< Cll ha |17, ), (3.63)

where ¥ (&, ) 1 L*(Q) — D is a linear operator, and (Y, ¥, w) = F,(€, m)h is the solution of problem
(3.7) with hy = 0 (we denote this problem by (Prp)). Moreover ¥(&i, ;) € Uy X Vg (i = 1,2), we
have the following estimate

| ﬂ(fl,ﬂl)hz - ﬁ(fz,ﬂz)hz o< Ce || A2 ||L2(Q)|| Xy ||U(><L2(Q)’ (3.64)

where X, = (§,7) = (§1 — &, m1 — ).
(ii) Let (¢ + hy,m) € Uyg X Vyg, with hy € L*(Q) N U, such that ¢ + hy € U,y and, F (&, 1) and
F (& + hy, ) being the corresponding solutions of (3.1). Then

I F (€ +hi,m) = F &) = FEMh b C LI, (3.65)

where 7:5’(5, ) L®(@Q) N U, — D is a linear operator, and (¥, ., w) = ff’(f, mh is the solution
of the problem (3.7) with hy = 0 (we denote this problem by (Prx)). Moreover ¥(&;, 1) € Uy X Vo
(i = 1,2), we have the following estimate

| F£ (& mh — F (&2, w2y o< Ce |l 7 Mol X llyxr2@)- (3.66)

where Xj, = (§,m) = (&) — &, m — m2).

Proof. According to Theorem 3.1 the problems (Prp), (Prx) have a unique solution in D.
(1) Let Y = (¢, e, u) = F(&,m) and Yy, = (P, Qo> Un) = F (€, 1 + hy). From the stability estimate in

Theorem 2.4, we know that
1Y =Yy IB< Cll Az g, - (3.67)

Denote by (I)h = ¢h —(b, He,h = @Peh — Pes Uh =Uu,—u, ¢* = q)h —\P, QDZ = He,h —lﬂe and u* = Uh —w. It
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is easy to see that (¢*, ¢, u*) satisfies the linear problem

*

ai —div(IGV (9" + ¢))) + Z—iu* + gd)* =S +H(P,,uy), in Q

o 3¢
—div(KiV¢") — div((IG + Ko)g,) =0, in Q
ou* .0
8Mt + hu” + 8_g¢* =8, +E(¢;,uy), in Q

N (3.68)
(KiVo*)n + (KVgi)n =0, on X
(K. Ve:)n=0, on X
¢o*(,t=0)=0, u(,t=0)=0, in Q
¢$*=0, u =0, in Q

where the condition (1.3) for ¢} holds and
S =—(go+ug))— Un(Z(¢p) — L1(d), S2=-g, (3.69)

with g; = (Zi(¢y) — Li(p) — T:(¢p).®;) and T:(p) = %—{;, for i = 0,2. Now we have to derive some

estimates necessary to prove the result of theorem. By using a simple manipulation we obtain that

1
gi= f (L(p) — Ti(¢ + sDy))Dyds (fori=0,1,2).
0
Since I)(¢) = h1¢* — hing + Tz, T(9) = eiliar, I5(¢) = —hi31¢ + (€ — Dhsp and T1(¢y) — I1(¢p) =
€11, P, then

@ 3 hlz

! =)
g0 = f —2 Q21 (24 + s©) — hiyp)ds = . 11 O+ ?(DZ,
0

1
&2 :f S(Difzhndsz
0

D -

ehs

D;.
According to the regularity of 7;; we can deduce that

|S1PSC(1 @10+ 16 PI Oy [*+ | Dy [*+ | Uy Pl @y 1),

(3.71)
|S2P<C @, I°

Integrating by space and using Young’s formula, we can deduce
2 6 4 2 4 2 2
L | Sl | dx < C(” q)h ||L6(Q)+|| q)h ”LG(Q)” ¢ ||L6(Q)+|| q)h ||L4(Q)+” q)h ||L6(Q)|| Uh ||L3(Q)) ’

fQ |S2 1 dx < C 1| @ ISy, -
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From Gagliardo-Nirenberg inequality, we have, for allv € H'(Q), || v |l@< C || v || H\(q), forr € [2,6],
we have (since ¢, Uy, @, € L*(0,T; H'(Q)))

2 4 4

(3.72)
‘j; | SZ |3 dx < C ” (Dh ”2""(0,T;H1(Q)) .
We can deduce that (according to the estimate (3.67))
ISt w7209 C |l bz 17200
(0.T:L2(©) 2@ (3.73)

2
II'S2 llz=o,r:30)< C |l Ao ||L2(Q) .

We can conclude that source term (S, S,) in (3.68) is in L>(0, T; L>(Q)) x L*(0, T; L*(Q)) and satisfies
estimates (3.73). Since (3.68) is similar as system (3.7) with source term (S, S,) then from Theorem
3.1 we can deduce that

|| (¢ ‘106’1/[ ) ”]DS C(” Sl ||L2(Q) + || SZ ||L2(0TL3(Q)))

and then according to estimates (3.73), we can deduce estimate (3.63).
Prove now the second part of (i). Let (&, ;) € Uyg X Vg, 1i=1,2 be given and w; = (W, ¥, wi) =
F (&, mi).hy solution of (PFP) (we denote by Y; = (¢, @i, ;) = F (&, m;) and by (¢, ., u) = Y1 — 13).

Setw = (W, ¢, w) = - Wy, (&,m) = (& - §2,7r1 — m,). According to equations satisfied by w; and
w, we have
oz
o — div(KGV(Y + 4.)) + (¢1, uD)¥ + — (¢, upw = 8| + H¥-, wy),
ot 0p ou
—div(K;V¥) — div((K; + K )w.) =0
O 09 )W+ T = S5+ (P,
o " 3 (3.74)

(K;V¥).n + (K;Vy,)n =0, on X
(K. V¢.)n =0, on X
Y(,t=0)=0, w(_,t=0)=0, in Q
Y=0, w=0, in Q

where the condition (1 .3) for i, holds and

S ( (¢1,M1) —(¢2,M2))‘P2+( (¢’1,M1)——(¢2,M2))W2,

o 3 -
Sy =( ¢(¢1,M1) - %(%,Mz))‘}’z-

From the expression (2.21) of partial derivatives of 7 and G and Hélder’s inequality, we can have
(according to regularity of 7;;)

IS1lsClo A+ [+ D+lul) [Fol+ ] (w2,
|S2<Clell Y2 1.

(3.76)
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So
2 2 2 2 2
fg 1S P dx < C(1+ [l ¢ gy + 11 62 o) 118 el Ea I

2 2 2 2
+C2 ” u ||L3(Q)|| lPZ ||L6(Q) +C3 ” ¢ ”LG(Q)” W ||L3(Q)’ (377)

3 3 3
L | S2 | dx < C4 ” ¢ ||L6(Q)|| \PZ ”L(’(Q) .

According to the regularity of ¢; (i = 1,2) in L*(0, T; L(Q)) c L*(0, T; H'(Q)), we can deduce that
L | Sl |2 dX < C5(|| ¢ ”i()(g) + ” u ||i?(9)) ” \PZ ”i(’(Q) +C6 ” ¢ ”i(z(g)” w» ”12}(9),

3 3 3
fg; | SZ | dx < C4 ” ¢ ||L6(Q)|| TZ ||L6(Q)

and then (from Gagliardo-Nirenberg inequalities)

2 2 2 2
fg | Sl | dX < CS(” ¢ ||L°°(O,T;H1(Q)) + ” u ||L“(O,T;L3(Q))) ” \PZ ”Hl(Q)

2 2
+C6 || ¢ ||L°°(0,T;H1(Q))|| %) ||L3(Q)’ (378)

3 3 3
‘f; | SZ | dx < C4 ” ¢ ||L°°(0,T;H1(Q))|| \PZ ”H](Q) .

According to Theorems 2.4 and 3.1, we can deduce that

ISt 20,2 C Nl a2 Nzl (65 7) luxiz@s (3.79)

I S2 20730y C Il ha Izl €, luxize) -

We can conclude that source term (S 1, S»), in (3.74), is in L*(0, T; L*(Q))x L*(0, T; L*(Q2)) and satisfies
estimates (3.79). Since (3.74) is similar as system (3.7) with source term (S, S,) then from Theorem
3.1 we can deduce that the result (3.64) of the theorem holds.

(i1) By using the same technique as in the proof of results of (i), we have results of (ii). Therefore, we
omit the details. O

3.3. Existence and necessary optimality condition of an optimal solution

Theorem 3.3. Assume that assumptions of Theorem 3.2 are satisfied. Then, for a and [ sufficiently
large (i.e. there exist (a;,[;) such that @« > «a; and B > f3;) there exist (¢*,7°) € Uy X Vg and

(9", ¢, u") € D such that (¢*,7*) is a saddle point of J and (¢*, ¢;,u*) = F (&, 7") is the solution of
(3.1).

Proof. Let P, be the map: { — J (&, ) and O be the map: #1 — J(&, ). To obtain the existence
of minimax control problem we prove that P, is convex and lower semicontinuous for all 7 € V4, O
is concave and upper semicontinuous for all £ € U,;, and we use the classical minimax theorem in
infinite dimensions (see, e.g. [10,35]).

First we prove, for @ and g sufficiently large, the convexity of the map P, and the concavity of the
map Q. In order to prove the convexity, it is sufficient to show that for all (¢, &) € U,qa we have:

(Pr(&1) = Pr(£2))-£ 2 0,
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where & = & — &, (because P, is Fréchet differentiable).
According to definition of J, we have that

(P& - Pu&ne=all €13,
T
oy f f Y1) (1 — o) Wadxdt + my f (G1(T) = o(THPA(T)dx
0 Jay,. o (3.80)

obs

T
+my f f YO D1 — Gops)(F1 — Pa)dxdr + my f (@1(T) = Yops)(P1(T) — ¥a(T))dlx,
0 Qobs Qubs

where (¢;, @ei,u;)) = F (&, m) and function (P, Y., wi) = F'(&,m).(£,0) is the solution of problem
(3.7), for i = 1,2. According to Theorems 2.4 and 3.1 we can deduce that

T
m, f f T()) — ¢2)Wadxdt + m) f G1(T) — $o(T)¥x(T)dx |
0 Qobs Qobs
< Cl( Il &1 = &2 llr20.7:0,0ll Y2 20.7:0,0)

+ 11 1(T) = $2(T) llza,pll ¥2(T) llizier) )
<Myl €17,

and

T
| my j(;]g; Y(@)(P1 — Pops) (Y1 — Pr)dxdt + mzfg (D1(T) = Wops)(P1(T) = Po(T))dX |

obs

< Cz( Il @1 = Pobs 20, m:0,,0ll Y1 = V2 ll20,7:0,,,)

1 1(T) = Yo 2ol ¥1(T) = ¥2(T) iz )
<M IEIR, .

From (3.80) and the previous relations we deduce that for @« > «; such that @, > M, + M, we have
(P(&1) — P(&)).€ = 0 and then the convexity of P,. In the same way, we can find g, such that for
B > B; we have the concavity of Q.

We prove now that P, is lower semicontinuous for all 7 € V4, and Q; is upper semicontinuous for
all f S Wad-

Let é® be a minimizing sequence of 7 i.e. limk inf 7(&®, ) = grenle/n JE&, n) (¥r € Vo). Then

ad

£® js uniformly bounded in Uy, Set (br, Ger, ) = F(&,7), and (¢, o, u®) = F(£X, 7). In view
of Theorem 2.2 and the nature of the operator B, we can deduce that the sequence (¢®, ¢, u®) is
uniformly bounded in “W/(Q) with respect to k. Therefore, we can extract from (£®, ¢®, ® 4®) a
subsequence also denoted by (£®, ¢®, o®, u®) and such that

BEW —~ B &, weakly in U..,

@900 u®) = (¢ ¢ . u,) weakly in W(Q).

9.00.u0) — (@ ¢, .u) strongly in LX(Q).
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Passing to limit in the corresponding system satisfied by (€%, ¢®, ¢ u®), we can conclude that

(Q P u) = F(& ) and according to uniqueness of solution of (3.1), we have then
(ﬂr’f ’ﬂ, u,) = (Pn, Per»r). Therefore, using the sequential weak lower semicontinuous of  with

respect to convergence and uniform boundedness of sequence £ (according to structure of ), we
conclude that the map P, : ¢ — J (&, ) is lower semicontinuous for all 7 € V ;. By using the same
technique we obtain then Q; is upper semicontinuous for all ¢ € %K. O

We now turn to necessary optimality conditions which have be satisfied by each solution of the
control problem. In order to simplify the presentation we assume that the functions (p;);<<,, and
(7k)1<k<n, at final time T satisfy

pi(T) > ... 2 pp,(T) and ri(T) > ... > 1, (T),

with the convention 7, (T) = 0 and p,,.1(T) = 0. (3.81)

Since the cost J is a composition of F-differentiable maps then 7 is F-differentiable and we have

T
TEmh=m f f T()(D — dopsdxd + m» f ((T) = Yrop W(T)dlx
0 Jo, Qe (3.82)

T
+a(€, hy)y, —ﬁf f whydxdt (Vh = (hy, hy) € Uea X Via)
0o Jay

where (W, ., w) = F'(&, n).h is solution of problem (3.7).

Theorem 3.4. Assume that assumptions of Theorem 3.3 are satisfied and « and [ are sufficiently
large. Let (¢*,7%) € Uyq X Vaq be an optimal solution of (3.6) and (¢*, ¢, u*) = F(£*,n%) € D be its
corresponding solution. Then (V(&,m) € Uug X Vo)

0
2T e,

o 7). = &) = (" + xa. Mg, = &)y, 20,

o T (3.83)
—j(f*, a).(r—n") = f (=Br* + Byd*)(wr — n*)dxdt < 0,
¢ 0 Jay

where (¢*, @5, %) := F(&,n%) is the solution of the so-called adjoint problem (3.86) where the
condition (1.3) for ¢, holds (given below), corresponding to (¢*, ,,u"), and with 8] = A‘IB*[ where
A is the canonical isomorphism : U, — U, such that

(& Mu.v = (Mg, = (8 AWy, Y(g,v) € U x UL (3.84)

Moreover the gradients of J at any point (&, 1), in the weak sense, are given by

0, 0 -
6%(5, 1) = aé + xoNige, 6%@, 1) = B+ xa, B3, (3.85)
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where (§, p., i) = F (&, 1) is the solution of adjoint problem (corresponding to (¢, ¢.,u) = F (&,1))

0p oI . 0G
—tns %(qﬁ, u)g + %@5 )it
—div(K V(@ + ¢.)) = mi(d — Gop) L(Dxa,,, in QX (T),T)
- (';_gb _¢(¢ W + —i@p Wit — di(KV (P + &.))

k
Z i eDNBCo (D) + i, D), ex(r)) €)(0)
@ — 6P Oyas s i1 QX (reea (T, (T, k= mrs 1

—div(K;V ) — div(K; + K)V@,) =0, in Q

o 0 or

—a—b; _§(¢ u)ii + —(¢ wd =0, in Qx (py(T),T)
on 0G

o —(¢ wi + —(¢ u)¢

i
+ 3 (Bil @)D, 4i(0) + dil., qi(0)iC, 411) 410

i=1
=0, in QX (p(T), pT)), I =na, ..., 1,
subject to boundary and final conditions

(KiV(@+@))n =0, (KVg)n=0, on I,

$(.T) = ’Zﬂwm — Yop o, G(.T)=0, in Q.

Proof. Let X = (¢, @, it) be sufficiently regular such that (¢, #)(T) = (?((ﬁ(T) — Wobs )X 0).

Now multiplying the system (3.7) by X and integrating over Q, we obtain

. T
[ f ( é’;+%(¢ 0¥+ (g, u)w)¢dxdr— f f div(KV (¥ + )i
0

:f f (Z (X, (X, ’k(f)“sz(X Hw(x, pz(t))]¢dxdt+ f f Bohadxdr,
0 vQ\

T
- f f div(K VY + (5 + K,) Vi) @.dxdt = f f BBy hidxdt,
0JQ

ff(aw %«/) )W +—g(¢ u)w)udxdt

B ff (Z (X, ¥ (X, ri(®) + Z di(x, Nw(X, pz(t))) adxdt.
0 Jal= £

(3.86)

(3.87)
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Using Green’s theorem and integrating by part in time, the above system takes the following form
(since (W, w)(0) = 0) and according to boundary conditions satisfied by (‘Y, ¢.))

f f ( m‘;"’+g<¢ 0d - dw(«%))wmm f Ma(@(T) — Yoy (T )dx
Qobs

T T ni
- f f div(KV ) dxdt — f f (Zak(x, DA, P(x, (1)) )dxdt
0Ja 0Ja 1o
T a]- B T na 5
—(¢, dxdt — bi(x, NP(X, HW(X, dxd
+ fo fQ (5-(. ))wdxdt fo fg (; (X, DX, DWX, pi(1))dxd
T T
= f f ¢Bohydxdt — f f (FGVG).n)(F + y.)dydt,
0JQ 0 r

T T
- f f div(K: V@, )Ydxdt — f f div(K; + )V @ )W .dxdt
0JQ 0JQ
T T
- f f (K + K)VE) )y + ((KiVE.).n)¥) dydt + f f . Bihdxd,
0 r 0JQ
fif (_6_1/[ %@S u)u) wdxdt — fif (id(x Hi(x, Hw(x (l‘)))dXdl‘
. Jo ot 0 Jo\ & I\ & ) > Pl
T (3£; T ny
+ fo fg %(gb,u)ﬁ‘l’dxdt— fo fg (;ck(x,t)ﬁ(x,t)‘l’(x,rk(t)))dxdt=0-

By summing the three relations of the system (3.88), one obtains

(3.88)

f f (_ %, _(¢ Wb + —i(qﬁ Wit — div(KV (G + soe») Waxdr

_ f f (Z(ak(x, DG, 1) + culx, DA, O)(x, ry(0))dxt
02 g

T

(div(K; + KV E.) + div(KVP)) edxd

(‘% —% u)i +—<¢ u>¢)wdxdt+ f mMa($(T) = Yops)P(T)dx (3.89)

+
hhh
hb

T
f Z(b,(x DB, 1) + di(x, DiA(x, D)W(X, pi(1)))dxdt

f f @ Brhidxdt + f f dBohrdxdt — f f (K VP).0)(F + v,)dydt
T

- f fr{(«% + K VG0, + ((KVE.)n) ¥} dydr

{O
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Now we calculate the terms corresponding to delays operators. For this let s = ri(¢) (respectively
s = pi0), then t = r;'(s) = ex(s) (respectively ¢ = p; '(s) = qi(s)) and dr = e}(s)ds (respectively
dt = q(s)ds). So (for & = a; or ¢, and b, = b, ord)

ri(T)

T
f ar(x, DY (X, r())g(x, dt - = f ax(x, ex()F(x, )X, ex(s))ei(s)ds,
0 t(0)

pi(T)

T
fo bi(x, Hw(x, pD)$(x, ndt = f bi(x, qi($)w(X, $)P(X, qi($))q;(s)ds.

pi(0)

Since W and w are zero on @y, we can conclude that

T 1 ri(T)
fo Zak(x DO, r(D)P(x, r)dt—z ) ak<x, ex(s)eL(IP(x, ex(s)P(x, $)ds,
i=ny ¥ rin(T k 1

r D) (3.90)
fo Zb,<x WX, pUD)P(x, )i = Z f Zbl(x (NG| (P, G WX, s)ds.

] 7753 p1+](T) =1

According to (3.90), system (3.89) becomes

f f (—cm ¢ g(aﬁ 0d + —i(aﬁ Wit — div( KV (@ + @))) Waxdi

ri(T)
- Z f f ak(X, er(D)P(X, ex(1)) + ci(x, ex(D)i(x, ek(t)))el'{(t)‘l’(x, ndxdt

i=ng +1(T) k 1

T
- f f (div((K; + KV E.) + div(IGVP)) dxd

ff( </) w)ii + —(gb u)¢) wdxdt

p/(T) J .
-y | f (%, GNP, @(0) + di(x, (D)X, G(e))g]EIw(x, Dl
P

= +1(T) =1
T ~
= f f @ B1hdxdt + f PBrhydxdt — f mao(H(T) = Yops)¥(T)dx
0 QC 0 Qd Qubs

T
- j; f (K;VP).n)(¥ + yr.)dydt
T

T
- [ [l s xoveml. + (5T m)e) v
o Jr
In order to simplify the previous system, we suppose that (@, @., it) satisfies the following “adjoint”
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system
0p oI . 4G
_cm5+%("¢’u)¢ 6¢( ¢ u)u
—div(IGV (9 + @.)) = mi($ = Pop) L(Dxq,y,» 0 QX (r(T),T)
0 9r. . 9
_cmg + %(, ¢7 U)¢ + %(a ¢7 M)M(X, t) le(%V((ﬁ + ()Oe))

k
+ ) (@il e i) + il e, ed) €., 1)

=1
= m1(¢ - (/)(’h‘Y)T(t))(QGhS, in QX (Vk+1(T), rk(T)), k= Ny,..., 1

~div(K;Vé(x, 1)) — div((K; + K)V@.(x,1)) =0, in Q
(3.91)

0
- (X0 + g( ¢, wii(X, l)+ ( ¢, w(x,1) = 0, in Qx (pi(T),T)

o1
TR CLAL il CL )@

l
+ (Bl ai)BC qi(0) + di, qi()aC., gi(1)) 4

i=1

0, in QX (p1(T), p(T)), 1 =ny, ..., 1,
(K@ +@.)n=0, (K,.V@)n=0, on X,

$(.T) = ’Zﬁwc,n — Yo WXay, #(.T)=0, in Q.

r 1 ri(T) T
Since f :Z f
0 i=n; ¥ Ti+l 1) r(T)

that

p,(T)
f f we can then deduce from the two previous systems
r pi(T)

S P

fo fg My (¢ = Gops) T(1)Vdxdr + fQ may(@(, T) = bops) V(.. T)dx

T » T
= f f I B g.dxdt + f f hBddxd.
0 JQ, 0 JQu

According to (3.92) and (3.84), the expression (3.82) of J” takes the form

(3.92)

T
TEm) - (s ) = (oo Moo + Ao, + fo fQ h(B3d - Brodxd. (3.93)

Since (&%, ) is an optimal solution we have (V(&,7) € Uy X Va)

_g(f )& =€) = WaN1@, +aé",E =&y, 20,

T (3.94)
—(f*, a).(r—n") = ff (=Br* + B5d")(mr — n*)dxdt < 0,
o 0 Ja,

where (¢*, @, it*) is the solution of (3.91) corresponding to F (&%, 7). This completes the proof. O
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Remark 3.3. By using a standard control argument (see e.g. [10], page 207) concerning the sign of
the variations (hy, hy) (depending on the size of (¢, 1)), we obtain that

LNT¢* XQdB;&*

&= max( — 7;,min (%, Tl)), a = max( — 75, min (T, 7'2)). (3.95)

O

Let us now give the well-posedness of adjoint system (3.86).

Proposition 3.1. Assume that assumptions of Theorem 3.2 hold and that (p, ¢.,u) is in D. Adjoint
- 0¢ i

problem (3.86) admits one unique solution (¢, ., 1) € W(Q) with (G_(f’ 0—?) e LY30,T; V) x L*(Q)

and (§, i) € (C°([0, T]; L*(Q)))*.

Proof. To prove the existence of a unique solution (¢, @,, it) of linear problem (3.86), which is backward
in time, we transform problem (3.86) into an initial-boundary value problem by reversing the sense of
time i.e., t ;= T — . By using the results of Lemma 3.1 on each time interval, we obtain the existence
and uniqueness of the solution. O

Remark 3.4. In this section, our main results investigate Fréchet differentiability properties of solution
operator and minimax control problems related to the nonlinear delayed dynamic system (3.1) with an
abstract class of ionic models, including some classical models as Rogers-McCulloch, Fitz-Hugh-
Nagumo and Aliev-Panfilov. We can consider other ionic model type including Mitchell-Schaeffer
model (see [52]). This two-variable model can be defined with operators I and G as (for example)

l (¢ B ¢min)2(¢max - ¢) _ L ¢ - ¢min

I ’ o —7
(¢ l/t) Tin (¢max - ¢min) Tour (¢max - ¢min)
o 1 ' (3.96)
G(p,u) = T"l{’ten Topen(¢max — ¢min)2 ifg< ¢’gate,
lf¢ 2 ¢gate~

Telose

These operators depend on the change-over voltage ¢qu., the resting potential ¢, the maximum
potential ¢yay, and on times constants Tiy, Tou» Topen ANA Tepse.  The two times Tope, and Teppse,
respectively controlling the durations of the action potential and of the recovery phase, and the two
times T;, and T,,, respectively controlling the length of depolarization and repolarization phases.
This model is well-known to be valid under the assumption 7, < Ty < MIN(Typens Telose)-

In order to guarantee the well-posedness of system (3.1) with Mitchell-Schaeffer ionical model, we
can use the following regularized version of ionic operator G

1 1 1
G u) = ( —(—- )h;(fﬁ)) (u - he(9)

close Telose Topen

) (3.97)

1
T (1  (Par — Poin)?
Upen max min

where the differentiable function 0 < h; < 1 is given by
1 - ate
he(@) = 3 (1 - tanh((ﬁ%)),
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with { a positive parameter.

The operator G;(¢, u) can be written as G;(¢,u) = 1, (@) + h(¢p)u where

1 1 1 1 1
1,/($) = —( - (—- )h4<¢)) he(¢) + (1 - 2)h4<¢>,
Telose Tclose open Topen (¢max - ¢min)
1 1 1 (3.98)
fi = - - hy ().
((d)) Telose (Tclose Topen ) Z(¢)
. .. . 1 l.f¢ < ¢gutea
According to the definition of tanh, we can deduce that limh,(¢) = and then
-0 0 l.f¢ > ¢gate

}in& G(p,u) = G(¢,u). The regularized Mitchell-Schaeffer model has a slightly different structure

compared to models in (2.3) because in this model, hi; depend on ¢ through the function h;. Since h; is
sufficiently regular, the arguments of this paper can be adapted with some necessary modifications to
analyse minimax control problems with the regularized Mitchell-Schaeffer ionical model.

More general, the study developed in this paper remains valid if we consider the operator G in the
form of G(X,t; 9, u) = 1,(X,t;9) + h(X,t; d)u (i.e. a general form of Hodgkin-Huxley model including
Beeler-Reuter and Luo-Rudy ionic models described by continuous or regularized discontinuous
functions, see [5, 49, 50]) with G Carathodory function from (Q X IR) x IR* into IR and locally
Lipschitz continuous function on (¢, u) and, I, and h sufficiently regulars. |

We end this section by a description of a gradient algorithm to solve the minimax control problem,
by using adjoint model. The method is formulated in terms of continuous variables which are
independent of a specific numerical discretization. For more details concerning some optimization
strategies in order to solve minimax control problem, by using the adjoint model, in term of the
continuous variables and in terms of discrete variables (based on the discretization of continuous
direct, adjoint and sensitive models) see Chapter 9 of [10].

3.4. Gradient-iterative algorithm

We present algorithms where the descent direction is calculated by using the adjoint variables,
particularly by choosing an admissible step size. For a given observation (¢, ¥ops), 1nitial states
(¢o, up) and past states (¢ a5, Upas), the resolution of the nonlinear minimax control problem (3.6),
with cost functional given by (3.4), by gradient methods requires, at each iteration of the optimization
algorithm, the resolution of direct problem (3.1) and its corresponding adjoint problem (3.86).

The gradient algorithm for the resolution of treated saddle point problems is given by:
for k > 1, (iteration index) we denote by (&, ;) the numerical approximation of the control-disturbance
at the krh iteration of the algorithm.
(1) Initialization: k = 0 and (&), m) (given initial guess).
(2) Resolution of direct problem (3.1) with source term (&, i), gives (¢, o, u®) = F (&, mp).
(3) Resolution of adjoint problem (3.86) (based on (&, 7, F (&, i), gives (¢, X, a®).
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(4) Local expression of the gradient of J at point (&, 7x):

ef (9
Uy o a%(&ﬂk) = @& + XN Pe s
(G)), of 09 e
W o a—ﬂ(fk,ﬂk) = =B + x 0,8,k
Gi = (U, @p).

(5) Determine (.1, 7es1):

{ Erv1 1= & — Sk,

Tier1 1= Ty + Ox Wy,
where 0 < m < ¢, 6x < M are the sequences of step lengths.
(6) IF the gradient is sufficiently small (convergence) THEN end; ELSE set k := k + 1 and REPEAT
from (2) UNTIL convergence.

The approximation of optimal Solution is: (&, 7%;¢%, @5 u) = (& md®, P, u®).  The
convergence of the algorithm depends on the second Fréchet derivative of J (i.e. m, M depend on the
second Fréchet derivative of 7).

In order to obtain an algorithm which is numerically efficient, the best choice of ¢, d; will be the
result of a line minimization and maximization algorithm, respectively. Otherwise, at each iteration
step k of previous algorithm, we solve the one-dimensional optimization problem of parameters ¢; and
(Skl

Sk = fgiélj(fk — Avg, mp),
i (3.99)
Or = min J (&, my + Awy).
>0
From the numerical computation viewpoint, it is most efficient to compute (gy, dx) only approximately,
in order to reduce computational cost. To derive an approximation for a pair (g, ;) we can use a purely
heuristic approach, for example, by taking ¢; = min(1, || vy ||7}) and 6; = min(1, || @y ||7}) or by using
the linearization of 7 (&, — Auvy, my) at & and F (&, ;. + Awy) at m; by

0
F &k — Avg, i) = F (Er, i) — ﬂalg(&,ﬂk)-vk,

OF
F (Ex, i + Awy) = F (E, ) + ﬂ%(fk,ﬂklwk,

where

0 k) -k
PO,y Wy = — (&, m).uy,

oF
s Pe,cr aé:

oF
Py, 'ﬁg,{;, wy)) = E(‘fk, )@,

are solutions of the sensitivity problem (3.7).
According to the previous approximation, we can approximate the problem (3.99) by

Sk = min H(A) and 6; = max R(), (3.100)

where H(1) = J (& — Avg, 1) and R(A) = I (&, i + Awy). Since H and R are polynomial functions of
degree 2 (since the functional J is quadratic), then problem (3.100) can be solved exactly.
Consequently, we obtain explicitly the value of the parameters ¢, and o;.
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Remark 3.5. 1. After derived the gradient of functional J, by using the adjoint model corresponding
to sensitivity state (which corresponds to the direct problem), we can use any other classical
optimization strategies (as conjugate gradient method, Lagrange-Newton method) to solve control
problem considered in this paper.

2. In the numerical treatment of minimax control problem, the direct system, adjoint system,
sensitivity system and objective functional must be discretized (reduction of infinite-dimensional
dynamics to finite-dimensional problems). The discretized formulation for direct, sensitivity and
adjoint systems can be performed by combining Galerkin and finite element methods to the
variational formulations associated to these coupled problems, for space discretization and
semi-implicit backward differentiation schemes with an explicit treatment of ionic current, for time
discretization, or by using lattice Boltzmann methods. In objective functional, the integrals with
respect to time can be approximated by composition trapezoidal rules (see e.g. [7]).

3. Despite its apparent complexity, the proposed gradient algorithm is quite easy to implement. The
main difficulty, in practical applications, is due to enormous storage requirements of state solution
(and control-disturbance variables) for evaluating the adjoint equation over the whole time interval
[0, T, for large time horizons T or fine space-time meshes (because the computation of the discrete
gradient by discrete adjoint methods requires one forward solve of the discrete state system and one
backward solve of adjoint system in which state trajectory is an input). Fortunately, these storage
requirements can be lowered by using e.g. the so-called “checkpointing” techniques (see e.g. [39]). O

4. Conclusions

Modeling and control of electrical cardiac activity represent nowadays a very valuable tool to
maximize the efficiency and safety of treatment for cardiac disease. For predicting and acting on
phenomena and processes occurring inside and surrounding cardiac medium, we have discussed
stabilization and regulation processes in order to determine, from some observations (desired target),
the best optimal prognostic values of sources, in presence of disturbance and fluctuations. Coupling
the proposed method with technical improvements in Magnetic Resonance Imaging (MRI)
measurements and genetic, and ionic measurements, will be very beneficial and great help for
diagnostics and treatments in medical practices.

The well-posedness and regularity of the governing nonlinear systems are discussed. The Fréchet
differentiability and some properties of nonlinear operator solution are derived. Afterwards, minimax
control problems have been formulated. Under suitable hypotheses, it is shown that one has existence
of an optimal solution, and the appropriate necessary optimality conditions for an optimal solution, by
introducing adjoint problems, are derived. These conditions (obtained in a Lagrangian form)
correspond to identify the gradient of the cost functional that is necessary to develop numerical
optimization methods (gradient methods, Newton methods, etc.). Some numerical methods,
combining the obtained optimal necessary conditions and gradient-iterative algorithms, are presented
in order to solve the minimax control problems.

It is clear that, in accordance with practical applications and available experimental observations,
we can consider other observations, controls and/or disturbances (which can appear in boundary
conditions, in initial conditions, in parameters of ionic models or in time-delay functions) in order to
take into account at best the influence of uncertainty on the main phenomena and their mutual
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interactions that take place during the bioelectrical cardiac activity, and we obtain similar results by
using similar approach as used in this work (for more details see [10]).
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