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Summary

A scaled experimental protocol, in a water tank, is proposed to mimic the effects of
medium heterogeneities on underwater acoustic propagation. The procedure consists in
transmitting an ultrasonic wave (f = 2.25 MHz) through a RAndom Faced Acoustic Lens
(RAFAL) in order to induce a spatially fluctuating sound pressure field. A scaling process
based on a dimensional analysis ensures the representativeness of the experiment, when
compared to the fluctuations of a few kHz continuous waves in the ocean. The regimes of
saturation and unsaturation are explored by tuning the statistical parameters of the RAFAL’s
output face, the signal frequency and the propagation distance in the water tank. The control
and reproducibility of the measurements is therefore ensured. The influence of volume effects
is especially studied, since the experiments were conducted in free field conditions. Results in
terms of mutual coherence function (second-order moment) are presented ; a good agreement
is found between the values of radii of coherence calculated using experimental and simulation
data, as well as theoretical results. The evaluation of the complex pressure distribution
highlights the relevance of the experimental scheme, since behaviors typical of the regimes
of fluctuations (saturation and unsaturation) are found.

1 Introduction

This paper is dedicated to underwater sound propagation in an uncertain fluctuating medium.
The fluctuations of the characteristics of a medium can have a strong impact on wave propaga-
tion. This effect has been extensively studied over the last decades, in various domains, such as
optics [35], electromagnetism [23], seismology [31] and acoustics (in air and water) [12].

The general objective of our work is to develop and validate techniques to detect targets
in perturbed oceans. It is well known that the perturbations on the wave propagation lead to
a loss of efficiency of the detection techniques. Therefore there is a need for new techniques
and processing which can overcome the effect of the fluctuations. These techniques must be
validated under experimental conditions. That is why in our opinion it is essential to develop
an experimental protocol in a water tank in which all environmental parameters are controlled.
Furthermore the experiment must be as reproducible as possible.

Several types of studies of these phenomena in controlled environments such as laboratory
water tanks can be found in the literature. An extensive review of the results obtained in these
experiments is proposed by Dobbins [14]. For instance, heating thermistors were used to gener-
ate thermal turbulence while an acoustic signal propagated through the perturbed medium (air
or water). They provided very interesting results in terms of intensity moment [2], amplitude
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fluctuations [9, 34] or spatial [33] and time correlation [6]. However, they are not fully repro-
ducible since they only allow to recover the statistical behavior of the induced fluctuations. We
propose here a fully deterministic protocol.

Our experimental study was motivated by results obtained in adaptive optics. Spectacular
advances in terms of enhancement of the resolution of detection techniques have been observed in
this field applied to observational astronomy [25]. Experimental protocols have been developed
in the optical wave propagation domain such as scaled experimental testbenches in order to
reproduce the effect of the atmospheric turbulence under laboratory conditions. They provided
helpful tools to develop, validate or discard adaptive signal processing techniques [22, 27, 37].

This idea partly followed some results presented by Booker [3] which studied the non-intuitive
representativeness of perturbations induced by an “almost-2D” rough phase screen, compared to
those induced by an extended 3D fluctuating medium. This analysis was applied successfully to
directive Gaussian beams in [1], with the conclusion that such protocols may be representative
of extended medium configurations, under some specific conditions, such as the continuity in
rms phase fluctuations in both cases.

The aim of this paper is to present such a protocol along with some experimental results
which are compared with numerical results in order to validate the experimental design.

The focus here is on the volume effects. No interfaces (like the sea surface or the seabed)
are taken into account. In this configuration, internal waves were proven to be responsible for
the sound speed deviations from the mean value observed in shallow and coastal waters [20].
Let us point out that a protocol allowing to mimic the induced typical statistical features of the
received signals is sought out, rather than the reenactment of the phenomenon responsible for
the signal distortions.

The experimental design described in this paper consists in transmitting an ultrasonic wave
through an acoustic slab of small thickness placed in a water tank. The output face of the slab,
that is on the hydrophone side, is one realization of a randomly rough surface. The statistical
and geometrical parameters of the experiment are chosen in order that the perturbations induced
in the medium can be similar to perturbations in a fluctuating ocean,provided correspondence
rules involving statistics of the roughness, frequency and range of propagation.

A manufactured slab, characterized by a few statistical parameters, is used to reproduce the
effects of 3D propagation in a fluctuating medium. One slab corresponds to one realization of
the roughness parameter. The roughness of the output face induces refraction and diffraction
of the acoustic wave, causing alternating focal points and shadow zones, which are typical
of long-range propagation of sound waves through linear internal waves or phase shift and
wavefront distortions, which usually occur at short ranges. The source is moved along horizontal
and vertical axis in order to highlight various statistically independent regions of the slab ;
independent realizations of the sound field propagated through the slab can hence be obtained.
This leads to two advantages :

• for one configuration of source, receiver and slab, the experiment is deterministic and
therefore can be controlled and reproduced ;

• for several positions of source, receiver and slab, the illuminated part of the slab varies
and corresponds to several realizations of a same set of statistical parameters.

To obtain relevant comparisons between configurations studied in a water tank and real scale
oceanic cases, it was necessary to find a way to tightly relate these two kinds of configurations.
This is achieved through a dimensional analysis. This analysis is based on the use of two specific
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parameters defined by Flatté [12] the strength parameter(Φ) and the diffraction parameter (Λ).
The values of these parameters may be used to define three kinds of regime : unsaturated, par-
tially saturated and fully saturated. The scaling analysis includes a third parameter, the ratio
of the vertical and horizontal acoustic correlation lengths of the acoustic perturbations induced
in the medium to the wavelength (Lz/λ). With these 3 parameters a correspondence can be
obtained between the water tank experiment and a perturbed ocean. The studied oceanic con-
figurations presented here correspond to the propagation of acoustic waves in the mid-frequency
band (1−15 kHz) over distances of the order 1−10 km. They correspond to short times of prop-
agation compared with the daily period of medium fluctuations so that the studied phenomena
are considered spatially random but frozen in time.

This paper is organized as follows.
In Section 2, we present a short summary of the dimensional analysis. Section 3 describes the

numerical computations developed to chose the parameters of the experiment and to validate the
experimental results. The experimental procedure is presented in Section 4. The experimental
and numerical results are presented and analyzed in Section 5. Comparisons are made for the
second-order moments of the sound pressure as well as for the complex pressure distributions.
Conclusions and perspectives are given in Section 6.

2 Scaling Procedure

The experimental scheme consists in transmitting an ultrasonic wave from a transducer through a
vertical slab named RAndom Faced Acoustic Lens (called RAFAL in what follows) characterized
by a plane input face and a randomly rough output face. This random roughness is chosen as
a Gaussian normal process with a zero mean and a standard deviation ξ0. The acoustic field
is recorded on a hydrophone which is moved along a vertical axis. It is expected that the
experimental configuration would induce perturbations similar to the perturbations obtained in
an oceanic case [29]. As explained previously, in order to make qualitative and quantitative
comparisons of the statistical characteristics of the sound field obtained with the experiment in
the water tank and for some realistic oceanic cases, a scaling analysis is developed. The main
points are summarized in this section along with the details on the choice of the parameters of
both slab and oceanic cases.

The approach is based on the use of the Λ and Φ parameters and the evaluation of the ratio
of the correlation length of the acoustic field to the acoustic wavelength Lz/λ [35]. The main
assumption is that it is possible with these three parameters to qualify and quantify the induced
fluctuations.

In the oceanic case, these parameters depend on the signal frequency fs, the propagation
range R, the standard deviation of the sound speed fluctuations δc0 as well as on the vertical
and horizontal correlation lengths of these fluctuations (LVs

and LHs
) (see Table 1).

For the RAFAL, each configuration is described by geometrical and physical parameters,
namely the standard deviation of the roughness amplitude ξ0, the vertical and horizontal cor-
relation lengths of the roughness, respectively LV and LH , the signal frequency f and finally
the distance xdist between the RAFAL’s average output face and the receiver (see Figure 1).
Therefore the main step is to express the three parameters (Λ, Φ and Lz) in terms of these
quantities. This is done by first computing an analytical approximation of the sound pressure
p based on several approximations, mainly the parabolic approximation and the Integral Small
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Figure 1: Experimental configuration diagram.

Table 1: Expression of the dimensional parameters for the oceanic case and the scaled experiment
case.
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Slope Approximation (ISSA)[36]. The evaluation of Λℓ is based on the calculation of the Fresnel
radius (obtained using its classical definition [4, 32]) and Φℓ is obtained after analytical calcu-
lation of the average sound field < p >. Finally, the vertical correlation length Lℓ

z is obtained
from the vertical intercorrelation function of p. The details of these calculations can be found
in [28].

Table 1 summarizes the expressions of Λ, Φ and Lz/λ in typical oceanic configurations [12, 35]
and in the experimental configuration. The acoustic wavenumber is defined as ki = 2πf/ci,
where f is the signal frequency and ci the sound velocity in medium i. The parameters which
appear in this Table are defined as follows : a is a constant equal to either 2 in the case of a plane
wave or 6 in the case of a point source, α = 0.24, ρ is the transducer radius, b = x1

k1
+ x2−x1

k2
,
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2
0
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)2
1
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V

, q = 1 + d2ρ2

2 and R = ρ2/8 + b2d2

1+d2ρ2/2
.

Hence, the comparison is based on the equality between the three parameters in the ocean
configuration and for the slab case [28, 29]:

Λ = Λℓ, Φ = Φℓ, Lz/λs = Lℓ
z/λ. (1)

The Λ − Φ plane provides a way to relate each value of these two parameters to a corre-
sponding regime of fluctuations :

• the unsaturated regime, where phase fluctuations mostly arise from the medium inhomo-

4



geneities;

• the partially saturated regime, where correlated multipath propagation may be observed ;

• the fully saturated regime, where uncorrelated eigenrays are observed.

Of course, this is a global way to present the various regimes and in particular the two
boundaries must not be understood as a strict separation, the regimes overlap in the transition
zones (see Figure 2 for example).

3 Numerical Simulations

Numerical computations were conducted with two aims:

• to determine the parameters of the experimental configuration in relation with the param-
eters chosen for the oceanic cases

• to make comparisons of some of the statistical characteristics of the sound propagation for
the slab and the ocean cases.

Once the statistical parameters of the RAFAL’s output face were chosen, the propagation
of acoustic wave through the designed RAFAL was tested through computer simulations. If
the original set of parameters was validated by the simulation results coupled with the scaling
analysis, the RAFAL is manufactured in order to correspond as much as possible to the model
used in the simulations.

Two codes were used to compute the sound propagation through a RAFAL and to choose
the parameters for the experimental configuration. One is called RAYTAL (for RAY Tracing
through an Acoustic Lens) and is based on a ray tracing method. The other one is called
P3DTEx (for 3D Tank Experiment configuration) and is based on a 3D parabolic model.

In the computations, the directivity function of the source transducer was described as a plane
circular piston (“Sombrero” function [21])[24]. This provides an accurate description of the radi-
ation of the transducer used in the experiment. The source position is (xS = −0.2 m; zS = 0 m),
the RAFAL’s input plane face is located at x = 0m and the average output face at x = 0.02 m.

As an example, Figure 2 presents a qualitative comparison of sound fields obtained with
these two software, for one realization only (i.e. one profile and one source position) of RAFAL.
The profile of the slab is shown on the left part of each figure. The calculation is carried out
in 3D, but the propagation is observed on a plane orthogonal to the RAFAL which transverse
section is drawn on the left of each figure. The sound levels are given following the color bar
underneath. Figure 2 displays the acoustic pressure fields and ray beams for four configurations :
the unperturbed case (a) that is the simple case where the acoustic slab presents two plane faces;
the unsaturated (b), the partially saturated (c) and the fully saturated case (d). Figure 2 shows
a good qualitative agreement between RAYTAL and P3DTEx: the ray beams and high acoustic
levels are superimposed. The unperturbed case points out the directivity of the transducer.
Because the sound speeds in water and in the slab are quite close, the rays are not significantly
refracted when propagating through the RAFAL. In the unsaturated case, a refraction of the ray
beam is noticed. This result is confirmed by P3DTEx. The resulting acoustic field is perturbed,
but remains close to the result obtained in the unperturbed case. In the partially saturated case,
there is a focalization of the acoustic field in the region (x = 0.2 m; z = 0.01 m), which is in
agreement with the high acoustic amplitude computed with P3DTEx. The fully saturated case
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shows a large refraction of the rays and several focal points. These focal points lead to regions
of high acoustic amplitude given by P3DTEx.

All these results show that the propagation through a RAFAL does not simply result in a
phase screen process but can produce 3D pressure fields similar to those obtained with volume
effects. These qualitative observations are in good agreement with the comments found in the
literature about sound waves propagation through a field of linear internal waves.

(a) (b)

(c) (d)

[dB]

0510152025303540

Figure 2: Simulation results: ray tracing programs & P3DTEx - unperturbed case (a); unsatu-
rated regime (b); partially saturated regime (c); fully saturated regime (d).

The third software P3DCOM (for Propagation in a 3D Corresponding Ocean) is also based
on a 3D parabolic method and was used to compute the sound propagation in ocean [11]. It is
used in the next sections to present more detailed comparisons between the slab case and the
corresponding oceanic case.

4 The Experimental Procedure

4.1 The equipment

A diagram of the experimental set-up is given in Figure 3.
The measurements were conducted in a 3 m long, 1 m wide and 1 m deep water tank, filled

with fresh water (see Figure 3). The temperature was continuously controlled by a probe so that
the sound speed was accurately known at any time from the table in reference [13], assuming
that its distribution is uniform inside the water tank. The dimensions of the slab are 15×15×0.2
cm3. The equipment was located in the middle of the tank depth and it was possible to ignore
the influence of the bottom and the surface.

The transmitted signal was a CW chirp at f = 2.25 MHz with a duration of 22.2 µs (Np = 50
periods) and an amplitude of 5V. At this frequency and at a temperature of 20◦C, the wavelength
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Figure 3: Experimental configuration.

λ is equal to 0.658 mm. The signal was generated with a HP 33120A Arbitrary Waveform
Generator and sent through a Panametrics V306 transducer (Figure 4) after ×10 amplitude
amplification by a NF 4005 High Speed Power Amplifier.

The receiver was an Acoustic Precision Needle hydrophone (Figure 4). The signal was
received on the control computer after high-pass filtering and amplification by a Sofranel Pulse
Receiver Model 5055PR.

The acoustical equipment was placed on motorized rails driven by a computer interface (see
reference [26] for more details). Automatic displacements of the source and the receiver allowed
to provide several realizations for the same fluctuation regime and to carry out statistical studies.
The measurements were repeated for several source depths in order to acoustically highlight
several decorrelated regions of a RAFAL. In order for the realizations to be independent, the
vertical displacement of the source was chosen to be equal to at least twice the vertical correlation
length of the random roughness of the output face LV . The number of RAFALs that needed
to be manufactured was determined by the number of independent realizations available on a
specific slab. The displacement of the hydrophone on a vertical axis was used to simulate vertical
arrays of 64 hydrophones separated by a distance of 0.3 mm. This value was chosen in order to
satisfy the sampling criterion (s < λ/2).

Table 2 summarizes the depth shifts between two positions of the source and the number of
slabs that were manufactured. In the first column, FS, PS and US stand for Full Saturation,
Partial Saturation and UnSaturation, respectively.

4.2 The RAFAL manufacturing process

The material chosen for the slabs is referred to as Machinable Blue Wax (used in reference [5]).
Its physical properties were measured and are listed in Table 3 . Its density is very close to
the density in water so that they were assumed to be equal in the computations. Moreover,
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Figure 4: Experimental equipment - top left: Panametrics V306 SU transducer; top right: AP
Needle hydrophone; bottom: water tank.

Table 2: Source depth shift ∆Zs
, in mm, as a function of the vertical correlation length LV ,

in mm. Corresponding number of realizations per RAFAL Nr and number of manufactured
RAFALs per configuration NRAFAL.

Config. # LV [mm] ∆Zs
[mm] Nr NRAFAL

FS 4 10 22 2
PS 7 15 21 3
US 8 20 24 4

it was assumed that the propagation of shear waves could be disregarded since the shear wave
attenuation was larger than 30dB/cm.

The manufacturing of the slabs was carried out in four steps.
Step one, the profile defined from the computations was interpolated and edited using a

Computer Aided Design (CAD) software. In step two, the output file of the CAD software was
sent to a 3D printer, producing a first version of the sample. However because of the temperature
limitations of the 3D printer material it was not possible to directly use this sample.

Therefore, step three consists in using a molding silicone (RTV 2-RTV 123) in order to obtain
a “negative” mold of the original profile. This silicone maintains its shape at high temperature.
In step four the melted Machinable Blue Wax was poured in the negative mold. This last step
was realized under the dome of an air pumping system in order to avoid the presence of air
bubbles at the surface of the slab.

Figure 5 displays the RAFAL at the different steps of the manufacturing process [30].
Note that the design of these slabs is quite time consuming. Consequently, the number

of RAFAL that could be manufactured was limited and it was not possible to acquire more
experimental data.

5 Experimental Results

The experimental results are presented in this section. Comparisons between the measured data
and the simulations are provided, first of all in terms of second-order moment of the pressure

8



Table 3: Measured physical properties - Machinable Blue Wax.

Density [g/cm3] 0.98± 4.3.10−5

Longitudinal Wave Sound Speed [m/s] 1975± 15
Shear Wave Sound Speed [m/s] 772± 16
Longitudinal Wave Attenuation at 2.25MHz [dB/cm] 13.1± 0.25

Table 4: Scaled experiment and corresponding oceanic medium parameters.

f = 2.25 MHz fs = 1kHz

Config.
#

ξ0
[mm]

LV

[mm]
xdist
[mm]

δc0
[m/s]

LVs

[m]
LHs

[m] R [km]

1:FS1 2 4 250 0.77 31.9 106.3 19.9
2:FS2 2 4 150 1.04 19.9 199 5.89
3:FS3 2 4 100 1.99 14 140 2.26
4:PS1 2 7 150 1.46 23 230 2.58
5:PS2 2 7 125 1.88 20.2 202 1.78
6:US1 1 8 100 1.79 15.1 151.3 0.65
7:US2 1 8 50 2.24 12.4 247.5 0.25

field, or mutual coherence function (MCF). Then, the complex pressure distribution (CPD), or
phasor, is computed. The latter is used to retrieve the a priori classification of the experimental
configurations in the various regimes of fluctuations.

5.1 Configurations studied

In order to be representative of realistic oceanic cases a set of 7 configurations was chosen from
the procedure detailed in Section 2. They are shown in Table 4 where parameters for the tank
experiment and the corresponding ocean configurations are listed.

As said previously the experiment was conducted for a f = 2.25 MHz frequency in the water
tank. A frequency of fs = 1 kHz was chosen for the corresponding oceanic configuration. This
arbitrary choice was motivated by the fact that the P3DCOM software is definitely validated
around this frequency.

The values of the parameters chosen for the oceanic cases are typical of what can be observed
in the case of perturbations due to linear internal waves [12]. The standard deviation of the
sound speed fluctuations is of the order of 1 m/s going from 0.77 m/s (FS1 configuration) to
2.24 m/s (US2 configuration). The values of the vertical correlation length of the sound speed
fluctuations are also quite representative of what can be observed in oceanic media: from 12.4 m
(US2) to 31.9 m (FS1). The ratio of vertical to horizontal correlation lengths of the sound speed
fluctuations is a parameter that was tuned in order to obtain realistic results in terms of δc0.
Nevertheless, this was performed taking into account the fact that the value of the horizontal
correlation length of the sound speed fluctuations is typically of a few hundred meters. Here
LHs

lies between 106.3 m (FS1) and 247.5 m (US2). Finally, the range of propagation is also
a critical parameter in an oceanic medium, since the saturation increases with the propagation
distance (if the environmental parameters are the same). Here the parameter R spans from a
few hundred meters (R = 250 m for US2) to more than ten kilometers (R = 19.9 km for FS1).
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(a)

(b)

Figure 5: Manufacturing steps of the RAFAL - From left to right: CAD software (GLC) screen-
shot (step 1), 3D printer output (ABS) (step 2), negative mold (RTV2 - RTV123 Silicone) (step
3), final RAFAL (Machinable Blue Wax ) (step 4).

Figure 6 represents the locations of the seven configurations in the Λ − Φ plane. From
these results, two configurations were classified as fully saturated (FS1, FS2 and FS3), three as
partially saturated (PS1, PS2) and two as unsaturated (US1 and US2).

5.2 Second-order moment of the pressure field

In this section, we compare the second-order moment (or mutual coherence function, MCF)
obtained in various configurations. This function, denoted Γ, provides information on the corre-
lation of the signal along a vertical linear array. The cross-spectrum matrix was first calculated
and averaged over the whole number of realizations. The obtained quantity was then averaged
over the iso-spaced sensors, leading to a function of the sensor spacing. More precisely, Γ is
defined as [8, 10, 38]:

Γ(l) =
〈〈 Π(n)Π∗ (n+ l)

|Π(n) ||Π(n+ l) |
〉

Nr

〉

N
, (2)

10



10
−2

10
−1

10
0

10
−1

10
0

10
1

10
2

1

Λ

Φ

2345
67

Full SaturationPartial Saturation

Unsaturation

Figure 6: Experimental configurations in the Λ− Φ plane.

where l is the discrete sensor spacing, Π is the Fourier transform of the received signal, .∗

denotes the complex conjugate, < . >N is the ensemble average over the array (variable n) and
< . >Nr

is the ensemble average over the number of realizations.
Comparisons are made between the experimental results and the P3DTEX and P3DCOM

results. Furthermore, they also include the theoretical solution given for the MCF by Collis et
al [10] Flatté [12, 17, 19] where the MCF is approximated by an exponential function param-
eterized by the radius of coherence, denoted ρc in the continuous space domain and Rc in the
discrete sensor spacing domain. Hence, the radius of coherence corresponds to the width of the
main lobe of the second-order moment, denoted Lz in Section 2. The quadratic form of the
phase-structure function is used [17]. The results associated with this formula will be referred
to as simplified theory (ST) :

ΓST (l) = e
− 1

2

(

l
Rc

)

2

. (3)

Let us point out that this approximation of the MCF obviously provide the same value for
the 3D fluctuating ocean and for the experiment because of the scaling procedure based on the
same value of the normalized acoustic correlation length Lz/λ.

The comparisons obtained from the computations provide a tool to test the results obtained
in the water tank. The idea that the MCF should behave differently depending on a specific
regime of fluctuation is counterintuitive: the radius of coherence can sometimes be larger in
a fully saturated case than in an unsaturated case. Therefore, it is not relevant to compare
results obtained for different regimes. We emphasize on the fact that a consistency in terms
of the evolution of the MCF as a function of the regime is sought out, rather than a perfect
agreement between the different calculations: for instance, an increase (or a decrease) of the
radius of coherence between two different configurations should be noticed with the simulation,
experimental and theoretical results.

In the next paragraphs, the MCF functions are first presented for three configurations. They
are displayed as functions of the sensor spacing normalized by the wavelength, s/λ, so that they
can be compared for the scaled experiment and for the oceanic configurations Then a comparison
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between radii of coherence is presented for the seven configurations.

5.2.1 MCF

The number of realizations used for each case is shown in Table 2. In Figure 7, Γ(s/λ) is shown
for 3 cases (each one corresponding to a specific regime). The experimental results and the
P3DTEx results are plotted with red circles and magenta diamonds respectively. When available,
the P3DCOM results are plotted with cyan squares. The simplified theory is represented by a
black solid line. Let us point out that P3DCOM could not be used for the unsaturated cases
considered here because of the numerical spurious interference produced by the code at such
very short distances (R = 250 m).

Figure 7a displays the MCF obtained for the US2 case. The MCF curves corresponding to
the measurements and to P3DTEx are in excellent agreement. Despite the fact that the number
of realizations is much higher in the P3DTEx case (Nr = 240, whereas in the measurements
case, Nr = 24), the agreement for the main lobe of the MCF is quite good. Furthermore, the
curve corresponding to the simplified theory is quite close to the other two.

Figure 7b presents the results obtained for the PS1 configuration. The agreement between
the results provided by the scaled measurements, the numerical code (P3DTEx and P3DCOM)
and the simplified theory is still very good.

Figure 7c corresponds to the FS3 case. The number of realizations Nr is equal to 22 and
equal to 220 for the P3DCOM and P3DTEx computations. The agreement between the curves
is still good overall, however some discrepancies appear. The experimental and the P3DTEx
curves are quite close but are different from the other two (simplified theory and P3DCOM)
which are in good accordance.

For the three configurations the experimental results and P3DTEX are very close, although
the number of realizations in the experimental case is quite low. This means that the experiment
was conducted very carefully.

We observe a rise of the MCF “late secondary lobes” for large normalized sensor spacing in
all cases. This is due to the fact that the value of the MCF as the spacing goes to infinity is

given by Γ(l → ∞) =
〈

Π(0)
|Π(0)|

〉

Nr

〈

Π(l)
|Π(l)|

〉

Nr

[12]. Although this value is statistically uncertain

because of the small number of realization for the maximum sensor spacing, we can reasonably
assume that is not 0, which is confirmed by the results in Figure 7. Nevertheless, the focus of
our study is the estimation of the width of the first lobe and this secondary lobe could be easily
suppressed by a windowing procedure.

5.2.2 Radius of coherence

Other quantitative features to be investigated are the radii of coherence estimated from the
numerical and experimental data. The radius of coherence is defined as the sensor spacing
s/λ = ρC such that Γ(ρC) = e−

1

2 [7].

For each configuration located along the horizontal axis in Figure 8, 3 or 4 colored bars
are presented. They correspond to the mean value of the radius of coherence obtained from
each calculations (P3DTEx, P3DCOM and simplified theory) and the experimental data. The
error bars correspond to the standard deviation of calculations of the radius of coherence. For
the experimental data, the error bars are not significant because of the rather small number of
realizations. For the simplified theory, there is obviously no reason for error bars.
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(a) US2 Configuration.
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(b) PS1 Configuration.
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(c) FS3 Configuration.

Figure 7: MCF - 64-sensor vertical linear array - Experimental data(◦), P3DTEx results (♦),
P3DCOM results(�), Simplified theory (−).

The analysis of Figure 8 confirms the conclusions already pointed out. The match between
theoretical, simulated and measurements is quite good for most cases. As an example for the
PS1 configuration the values for ρC are in excellent agreement since they vary from 5.05 to 5.35.
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Figure 8: Comparison of radii of coherence ρC obtained with P3DCOM, experimental data,
P3DTEx and simplified theory from left to right in all configurations.

Another example is given with the FS3 configuration, for which ρC is respectively equal to 3.31
for P3DCOM, to 3.27 for the simplified theory, and to 2.4 for the experimental case and for the
P3DTEx calculation.

The general conclusion is that the theoretical solution and P3DCOM are in excellent agree-
ment. Similarly, the scaled experiment and P3DTEx results are in remarkable concordance, but
for some configurations there is a discrepancy between the two groups of results. The largest
differences are obtained for the full saturation regimes.

It is interesting to notice the slight differences between the results obtained using the tank
measurements and P3DTEx: the results are very similar, but the radius of coherence calculated
in the simulation framework exceeds the scaled experiment radius in all cases. This may be
explained by the uncertainty on several experimental parameters, for instance:

• the position of the hydrophone was estimated with an error of 0.1mm

• the plane input face of RAFAL could be not perfectly normal to the main axis of prop-
agation although the orthogonality was measured by comparing time travels of signals
reflected from various locations of the input face. Furthermore, slight local errors in the
randomly rough face amplitude of the RAFAL are induced, due to the manufacturing
process.

• the physical characteristics of the material composing the RAFAL were measured with
uncertainties (see Table 3 ).

This could lead to possible differences between the results obtained with the experimental
data and P3DTEx. However these differences are quite small.

The global comparison between the experiment and P3DCOM is quite satisfying but some
differences appear. They obviously could be the result of too rough approximations made in the
scaling procedure. The choice of the 3 parameters (Λ, Φ and LV /λ) seems to be quite relevant.
However a lot of approximations were used in order to evaluate the parameters for the slab
case. For instance, the calculation of the sound pressure is based on the use of the ISSAwhich
may not be valid for too high values of the RAFAL roughness. This is the case for the fully
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saturated configurations which correspond to a large roughness amplitude and a small vertical
correlation length. Some further computations must be conducted to evaluate the influence of
such approximations on the accuracy of the parameters. If necessary, different approaches may
be considered in order to derive the acoustic pressure field in the fully saturated configuration.

Let us remark also that the MCF obtained in the experimental framework (with RAFAL
or P3DTEX) is slightly narrower than the theoretical approximation of the MCF. Similarly to
what was explained earlier, this result can be explained by the approximations used to derive
an expression for the theoretical radius of coherence in Section 2.

Finally, despite some discrepancies between the radii of coherence estimated in the fully
saturated regime, the experiment provides very satisfying results. The fact that the measure-
ments were conducted with great care should be highlighted. Moreover, although the number
of realizations is much smaller in the experimental case than in the simulations configurations,
the results are in good concordance, meaning that, for the MCF analysis, the number of realiza-
tions provided here is sufficient. In particular our main objective is fulfilled that is to reproduce
perturbations of the sound propagation similar to those observed in a perturbed ocean. This
means that this experiment is validated as a powerful tool to test detection techniques.

One aspect of the scaling procedure was therefore validated throughout this section (the
LV /λ parameter). Section 5.3 focuses on the validity of the other aspect of the procedure: the
classification into regimes of fluctuations.

5.3 Complex pressure distribution

Another comparison between the experimental and numerical data may involve the behavior of
the complex pressure distribution (CPD). Examples of CPD results can be found in [15, 18]. In
the fully saturated regime, large phase and amplitude variations are noticed, inducing a chaotic
representation of the so-called “phasor”. The CPD should therefore be concentrated in the
zero area. In the unsaturated regime, the CPDs are distributed on the circle of mean complex
pressure which corresponds to a variation of phase only. The partially saturated regime presents
a transition between the other two.

Figure 9 displays CPD calculated on 16 hydrophones (corresponding to the 16 central sensors
of the array) for 3 configurations. The real and imaginary parts of the complex pressure are
displayed for each realization of the medium. They are normalized that is divided by the mean

value of the pressure distribution for each configuration (p0 =

√

〈

|p|2
〉

Nr

, plotted with the

dashed line).
Let us first point out that the comparisons are mostly qualitative. The experimental results

cannot accurately be analyzed because of the small number of realizations available. But the
good comparisons done for the MCF prove that the numerical computations obtained with a
larger number of realizations provide a correct simulation of the experiment.

Figure 9 presents the CPD for three cases (US2, PS1 and FS3, from left to right). For each
one, the three lines respectively correspond to the experimental data, the P3DTEx and the
P3DCOM computations.

The main features are globally similar to what was expected. Figure 9a, which depicts the
US2 case, shows a CPD that tends to follow the mean complex pressure circle. A very good
correspondence with the mean complex pressure is observed in all cases (Figures 9a, 9d and 9g).
Figure 9c (FS3 case) shows that the CPD are relatively uniform but present numerous peaks
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(a) Sc. Exp.-US2. (b) Sc. Exp.-PS1. (c) Sc. Exp.-FS3.

(d) P3DTEx-US2.(e) P3DTEx-PS1. (f) P3DTEx-FS3.

(g) P3DCOM-
US2.

(h) P3DCOM-
PS1.

(i) P3DCOM-FS3.

0 0.2 0.4 0.6 0.8 1

Figure 9: Complex pressure distribution (CPD) and mean complex pressure distribution (dashed
circle) - Configurations (from left to right): US2, PS1 and FS3.

inside the mean pressure circle. Nevertheless, the P3DTEx results enhances the analysis. The
behavior of the phasor appears more clearly with an accumulation around the zero area in
the FS3 configuration. As expected, the partially saturated case (PS1) appears as a transition
between the FS3 and US1 configurations.

This analysis also applies to the results obtained using P3DCOM (third line), where the
behaviors are extremely similar to the P3DTEx values.

The CPD enhances the relevance of the scaling procedure in terms of regimes of fluctuations
between oceanic environment and tank experiment setup.

6 Conclusions

This paper proposed an original approach to reproduce effects similar to those of internal waves
on underwater acoustic propagation. Innovative corrective signal processing techniques could
therefore be benchmarked using the data acquired in the water tank.

The experimental protocol consisted in propagating an ultrasonic wave through an acoustic
slab. This procedure was carried out in a water tank in conditions such that scattering from
the sea surface or the seabed were left aside. The manufacturing of the RAFAL, based on the
use of a 3D printer and molding techniques, provide a tool to control the induced fluctuations
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in a highly reproducible manner, which was, to our knowledge, not proposed before. It allows
indeed to reproduce a given result for a given source-slab-receiver configuration faithfully and in
a deterministic manner. The reproducibility of the procedure is to be highlighted since it permits
to validate or discard several potential corrective detection techniques in the same experimental
conditions.

A scaling procedure based on a dimensionless analysis provides a direct link between the
experiment and oceanic scale observations. The acoustic data acquired in the water tank can
hence be related to realistic at-sea configurations.

We provide in this paper a twofold data analysis. First, the mutual coherence function
(MCF) was calculated for several configurations: using experimental data, parabolic equation
simulations for the scaled experiment case and for the corresponding ocean medium case, and
simplified theory. It remained consistent throughout the explored regimes of saturation and
unsaturation. The estimation of the radius of coherence was proven to be accurate, which
enhances the relevance of the experimental scheme from a quantitative degradation point of
view. The deviations observed in the fully saturated regimes were analyzed and should not
be attributed to experimental uncertainties. Nonetheless, a different approach may be needed
to tackle the fully saturated case, because of the important roughness of the slab in this case.
Second, the evaluation of the distribution of the complex pressure showed remarkably good
behavior when compared to the available literature references. This reflects the relevance of the
experimental protocol. Especially, it validates the a priori classification into qualitative regimes
of fluctuations.

Overall the aimed phenomena were observed under laboratory conditions. Some improving
paths may be explored, such as the use of receiver arrays, which would decrease the time
necessary to conduct an experiment, and hence would allow for more realization to be processed.
The manufacturing process theoretically presents no limitations and the studies conducted here
should be extended to other spectrum of fluctuations than Gaussian only. The representativeness
of other phenomena (turbulence, small-scale fluctuations due to sea surface agitation,...) could
therefore be studied.

Also, an extensive analysis of the intensity fluctuations (fourth-order moment) of the data
collected during the experiments will soon be available. It would however be interesting to
provide a comparison between the results associated with the scaled experiment and real-scale
data. The authors plan on using the data acquired during the ALMA [16] experiment to do so.
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