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Summary

Auditory attention decoding aims at determining which sound source a sub-

ject is “focusingon”. Thegoal is todetermine theattended instrumentbased

on 24-second long EEG excerpts aligned to corresponding audio stimuli.

Research Ques ons

Are we tracking attention or a general music entertainment?

Are we tracking the target instrument?

Which is the most suitable audio descriptor for such a task?

Howmuch variants in the stimuli influence the performances?

State of the Art

Speech S muli

[1, 2] have shown that theEEG tracks dynamic changes in the speech stimulus

and can be used to decode selective attention in amultispeaker environment.

Music S muli

Attention tospeech ismostly semanticwhileattention toamusical instrument

could stem frommultiple factors (e.g. timbre, melody, rhythm, harmony, etc).

Data

20-channel EEG signals recorded from 8 subjects while they were attending

to a particular instrument in realistic polyphonic music using loudspeakers.

The attended instrument is previously heard in solo, as part of a training phase.
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For each of the 8 subjects train on 14 solos, test on 40 duets and 24 trios.

Stimulus Reconstruction

A stimulus representation ŝ is estimated frommulti-channel neural data r through amodel g which behaves like amulti-channel Wiener filter:

ŝ(t, f ) =
∑

n

∑
τ

g(τ, f, n)r(t − τ, n)

The filter is learned by solving a linear regression problem: min
∑

t
∑

f [s(t, f ) − ŝ(t, f )]2

S muli representa ons

Amplitude Envelope (AE)

Magnitude spectrogram (MAG)

Mel spectrogram (MEL)

Conclusions

Take-home

the model is tracking attention and not a general entertainment to themusic;

the neural activity is correlated withmusically relevant features of the attended source.

benefits from TF audio representations which highlight amplitudemodulations in different frequency bands.

Limita ons

limited generalization capability;

the model is tracking mostly the pitch/harmonic contour of the attended instrument;

themore instruments in the mixture, themore difficult is the attention task.

Results

F1 score (%)

all
ensemble melody/rhythm rendering genre

duets trios same diff mono stereo pop classic

AE 51 * 58 * 37 n.s. 48 n.s. 53 * 53 * 48 n.s. 54 * 48 n.s.

MAG 72 ** 74 ** 66 ** 76 ** 65 ** 73 ** 72 ** 64 ** 79 **

MEL 73 ** 79 ** 73 ** 79 ** 60 ** 74 ** 71 ** 60 ** 83 **
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