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Counterexample to a Lyapunov condition
for uniform asymptotic partial stability

Jakub Orłowski1, Antoine Chaillet2, and Mario Sigalotti3

Abstract— Partial stability characterizes dynamical sys-
tems for which only a part of the state variables exhibits
a stable behavior. In his book on partial stability, V. I.
Vorotnikov proposed a sufficient condition to establish
this property through a Lyapunov-like function whose
total derivative is upper-bounded by a negative definite
function involving only the sub-state of interest. In this
note, we show with a simple two-dimensional system that
this statement is wrong in general. More precisely, we show
that the convergence rate of the relevant state variables
may not be uniform in the initial state. We also discuss the
impact of this lack of uniformity on the connected issue of
robustness with respect to exogenous disturbances.

I. INTRODUCTION

In many control applications, it is relevant to impose
an appropriate behavior only on a part of the state
variables. Several properties are suited for this kind
of analysis, such as partial stability [14], stability with
respect to two measures [6], or input-to-output stability
(IOS, [11]). These properties can be established using
powerful Lyapunov characterizations [13], [12], even in
a time-delay context [3], [2].

Questions of partial stability arise naturally in adap-
tive control, where the state of the system is extended
to include adaptive variables, which do not necessarily
have to fulfill strict stability conditions.

Partial stability has been thoroughly described in the
seminal book by V. I. Vorotnikov [14], and later revisited
in his overview article [15]. One of the theorems therein
[14, Theorem 6.2.1] introduces a seemingly powerful
Lyapunov tool to establish partial stability of nonlinear
time-delay systems. This statement claims that partial
stability can be guaranteed using a Lyapunov-like func-
tional with a dissipation rate depending on the output
norm only. This result also states that partial stability
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jakub.orlowski@l2s.centralesupelec.fr
2Antoine Chaillet is with L2S-CentraleSupélec-
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is uniform in the initial state, meaning that a common
convergence rate is ensured for all initial states in a given
neighborhood of the origin.

In [8], we have used this theorem to prove that an
adaptive control law with σ-modification [1] leads to
oscillation quenching in a nonlinear time-delay model
representing two interconnected populations of neurons,
and that steady-state oscillations amplitude is propor-
tional (up to a comparison function) to the value of the
tuning parameter σ.

Upon closer inspection, however, we have noticed that
the claims made by [14, Theorem 6.2.1] are stronger
than what actually follows from the premises. Namely,
the result does guarantee partial asymptotic stability but
the convergence rate is not necessarily uniform in the
initial state. To the best of our knowledge, this error has
never been mentioned in the literature.

This paper provides a simple counterexample to [14,
Theorem 6.2.1-(5)] through a two-dimensional delay-
free system. It also underlines the consequences of the
lack of uniformity with respect to initial state in the
context of robustness analysis. Namely, we show though
a simple example that (non-uniform) partial asymptotic
stability does not necessarily ensure converging input –
converging output property, even for systems evolving
on a bounded set.

The remainder of the paper is organized as follows.
In Section II we recall the definition of partial stability
from [14], and the theorem in question, which we also
reformulate in a non-delayed time-invariant context. In
Section III we present the counterexample to the theo-
rem. In Section IV we investigate the relation between
uniform partial asymptotic stability and input-to-output
stability for systems evolving on a bounded set, and
discuss the importance of uniformity in this context.

Notation. Given x ∈ Rn, |x| denotes its Euclidean
norm. Given an interval I ⊂ R and a locally essentially
bounded signal u : I → Rm, ‖u‖ := ess supt∈I |u(t)|.
Given X ⊂ Rn, C(I,X) denotes the set of all con-
tinuous functions φ : I → X and, given δ̄ > 0,
C := C([−δ̄, 0],R). Given a continuous signal x :



[−δ̄,+∞) → Rn and a time t ≥ 0, xt ∈ Cn denotes
the history function defined as xt(s) := x(t+ s) for all
s ∈ [−δ̄, 0]. A function α : R≥0 → R≥0 is said to be of
class K if it is continuous, increasing, and zero at zero.
A function β : R≥0 × R≥0 → R≥0 is of class KL if
β(·, t) ∈ K for each t ∈ R≥0 and, for each s ∈ R≥0,
β(s, ·) is continuous, non-increasing and tends to zero
as its argument tends to infinity.

II. PARTIAL STABILITY

A. Definitions

We start by recalling basic notions of partial stability
of nonlinear time-delay systems. We deliberately follow
the notation and terminology used in [14] as closely as
possible. Consider a time-delay system of the form

ẋ(t) = X(t, xt), (1)

with state xt ∈ Cn. xt is decomposed as xt = (yt, zt),
where yt ∈ Cm, m ≤ n, represents the state variables
of interest and zt ∈ Cn−m. The vector field X :
R≥0 × Cn → Rn is assumed continuous and satisfying
the conditions for existence and uniqueness of solutions
in the domain

{(t, xt) | t ≥ 0, ‖yt‖ < H, ‖zt‖ <∞} , (2)

with z-continuable solutions, that is, all solutions are
defined for all t ≥ t0 such that |y(t; t0, x0)| < H . Here
x0 = (y0, z0) ∈ Cn is the initial state of the system,
x(t; t0, x0) is the solution of (1) at time t, starting from
x0 at time t0, and y(t; t0, x0) is the y part of x(t; t0, x0).
We will make use of the following representation of (1):

ẏ(t) = Y (t, yt, zt) (3a)
ż(t) = Z(t, yt, zt). (3b)

The following two definitions of partial stability are
taken from [14, Definition 6.1.1].

Definition 1 (y-AS): The zero solution x(·) ≡ 0 of
(1) is said to be asymptotically y-stable (y-AS) if
• it is y-stable, that is, for any numbers ε > 0, t0 ≥ 0,

there exists a number δ(ε, t0) > 0 such that

‖x0‖ < δ =⇒ |y(t; t0, x0)| < ε, ∀t ≥ t0;

• for each t0 ≥ 0, there exists a number ∆(t0) >
0 such that solutions x(·; t0, x0) with ‖x0‖ < ∆
satisfy

lim
t→∞

|y(t; t0, x0)| = 0. (4)

Definition 2 (y-UAS): The zero solution x(·) ≡ 0 of
(1) is said to be uniformly asymptotically y-stable (y-
UAS) if

• it is y-stable uniformly in t0, that is, for any ε > 0,
there exists a δ(ε) > 0 such that from ‖x0‖ < δ
and any t0 ≥ 0 it follows that |y(t; t0, x0)| < ε for
all t ≥ t0,

• there exists a number ∆ > 0 such that, given any
t0 ≥ 0, solutions x(·; t0, x0) with ‖x0‖ < ∆ satisfy
the condition

lim
t→∞

|y(t; t0, x0)| = 0, (5)

• relationship (5) holds uniformly with respect to t0
and x0 from the domain t0 ≥ 0, ‖x0‖ < ∆, that
is, for every ε > 0 there exists T (ε) > 0 such that,
for all t0 ≥ 0,

‖x0‖ ≤ ∆ =⇒ |y(t; t0, x0)| ≤ ε, ∀t > t0 + T.
(6)

Following the terminology of [9], the zero solution
would be called asymptotically y-stable uniformly in
{t0, x0}, which better highlights that the qualitative
behavior of solutions (in terms of convergence rate and
transient overshoot) is uniform in both the initial time
t0 and the initial state x0.

B. Disproved sufficient condition

Given any locally Lipschitz function V : R≥0×Cn →
R≥0, let V̇ denote its upper-right Dini derivative along
the solutions of (1):

V̇ (t, xt) := limh→0+

V (t+ h, xt+h)− V (t, xt)

h
. (7)

Furthermore, given φ ∈ Cn, let φy ∈ Cm and φz ∈
Cn−m be such that φ = (φy, φz).

In his book [14], V. I. Vorotnikov states the following.

Assertion 3 (Theorem 6.2.1-(5) in [14], disproved):
Suppose that for (1) it is possible to specify a function
V = V (t, φ), locally Lipschitz in domain (2), such that

a(|φy(0)|) ≤ V (t, φ) ≤ b(‖φ‖), (8)

V̇ (t, xt) ≤ −c(|y(t)|), (9)
|Y (t, φ)| ≤M = const > 0, (10)

where a, b, and c are class K functions. Then the zero
solution of (1) is uniformly asymptotically y-stable.

This result is similar to the classical Lyapunov-
Krasovskii characterization of asymptotic stability for
time-delay systems [5, Theorem 31.1] when x = y.
As shown in [9, Theorem 15] and [6, Theorem 3.1.3],
the above assumptions do assure y-AS. Assertion 3
seemingly generalizes these results by guaranteeing
uniformity in the initial state. What makes this result
particularly appealing is that both the lower bound on



V and its dissipation rate are allowed to involve merely
the state variables of interest y, as opposed to classical
results on output stability that require dissipation in
terms of the whole functional V [12], [2], [3], [13].

If the conditions of Assertion 3 are met, the zero
solution is indeed y-AS. The proof of Theorem 6.2.1(5)
in [14] shows y-stability and asymptotic convergence of
y and then it proceeds to conclude that y-UAS follows
from these premises. However, in Section III, we show
that convergence may not be uniform in x0.

In order to lighten the notation, let us write down an
immediate corollary to Assertion 3, for the particular
case of time-invariant non-delayed dynamics, namely:

ẏ(t) = Y (y(t), z(t)), (11a)
ż(t) = Z(y(t), z(t)), (11b)

where x(t) = (y(t), z(t)) ∈ Rn, Y : Rn → Rm, Z :
Rn → Rn−m are continuous and satisfy the conditions
for existence and uniqueness of solutions in the domain

{x = (y, z) | |y| < H, |z| <∞} . (12)

Assertion 4 (Disproved): Suppose there exists a lo-
cally Lipschitz function V : Rn → R≥0 such that, in
the domain (12),

a(|y|) ≤ V (x) ≤ b(|x|), (13)

V̇ (x(t)) ≤ −c(|y(t)|), (14)
|Y (x)| ≤M, (15)

where a, b, and c are class K functions and M > 0.
Then the zero solution of (11) is y-UAS.

We stress that, since the considered class of systems
is time-invariant, uniformity in t0 follows automatically.

III. COUNTEREXAMPLE

In this section we disprove [14, Theorem 6.2.1-(5)]
by constructing a system that fulfills the hypotheses of
Assertion 3 but is not y-UAS.

As we detail below, the uniformity in our counterex-
ample is compromised by a stickiness effect of the
equilibrium, which means that solutions starting from
an initial state with y0 close to the equilibrium take
arbitrarily long to go through their transient behavior.
It should be noted that it is not possible to find such
a system when y = x. Indeed, for time-invariant finite-
dimensional systems, asymptotic stability implies uni-
form asymptotic stability [7, Theorem 7 (e)].

Consider the system

ẏ(t) = −sat(z(t)y(t)), (16a)

ż(t) = sat(y(t)2), (16b)

where x(t) = (y(t), z(t)) ∈ R2, and sat denotes the
classical saturation function:

sat(s) := min{|s|, 1}sign(s), ∀s ∈ R.

This system has the form (11) and condition (15) holds
with M = 1 for all x ∈ R2. Moreover, the vector field
X = (Y,Z)T is globally Lipschitz, so we get existence
and uniqueness of solutions for all times t ≥ 0 and all
initial states x0 ∈ R2.

Proposition 5: System (16) with the Lyapunov func-
tion V (x) := 2|x| − z fulfills all the conditions of
Assertion 4 (hence, Assertion 3) but is not y-UAS.

Proof: The Lyapunov function V can be written
explicitly as

V (x) = 2
√
y2 + z2 − z.

It is locally Lipschitz on R2 and 0 at 0. Since |z| ≤ |x|,
it holds that V (x) ≤ 3|x| for all x ∈ R2. Moreover,

√
2

2
(|y|+ |z|) ≤

√
y2 + z2 ≤ |y|+ |z|,

which implies that

V (x) ≥
√

2(|y|+ |z|)− z
≥ (
√

2− 1)(|y|+ |z|)
≥ (
√

2− 1)
√
y2 + z2.

It follows that

a(|y|) ≤ a(|x|) ≤ V (x) ≤ b(|x|), ∀x ∈ R2, (17)

where a(s) := (
√

2− 1)s and b(s) := 3s, for all s ≥ 0.
We conclude that (13) holds for all x ∈ R2.

Now, assume that |x0| < 1. Then, as long as
|x(t)| ≤ 1, the solution of (16) coincides with that of

ẏ(t) = −z(t)y(t), (18a)

ż(t) = y(t)2. (18b)

Consider the function W (x) := |x|2. It can be easily
seen that Ẇ (x(t)) = 0 at all times, along the solutions
of (18), so t 7→ W (t) is a first integral for (18). It
follows in particular that |x0| < 1 implies |x(t)| < 1
for all t ≥ 0. This, in turn, ensures that, for all |x0| < 1,
solutions of (16) coincide at all times with those of (18),
and we have

y(t)2 + z(t)2 = y2
0 + z2

0 , ∀t ≥ 0. (19)

The derivative of V along solutions of (16) reads

V̇ (x(t)) =
2(−z(t)y(t)2 + z(t)y(t)2)√

y(t)2 + z(t)2
− y(t)2

= −y(t)2.



Fig. 1. Numerically simulated solutions of (16) with ini-
tial values x0 = (5.10−3,−2.10−2) (solid lines) and x̂0 =
(3.10−4,−2.10−2) (dashed lines). At time t∗(x0), we have
z(t∗;x0) = 0 and y(t∗;x0) = |x0|, its maximum value. Note that
this value is always above |z0| (green line). Time t1(x0), used in the
proof, is such that z(t1;x0) = z0/2. These simulations illustrate that
a smaller value of y0 makes the y subsystem reach its maximum value
at a later time.

In other words, V̇ (x(t)) ≤ −c(|y(t)|) on the domain
(12) with H = 1 and c(s) := s2 for all s ≥ 0. Thus, all
the conditions of Assertion 4 (and hence, Assertion 3)
are fulfilled.

To prove that uniform convergence to 0 does not
hold, consider an |x0| ≤ 1 with z0 < 0 and y0 > 0.
Then y(t) ≥ 0 at all times. Moreover, since z(t) is
non-decreasing, y(t) increases over [0, t∗) and decreases
over (t∗,+∞), where t∗ = t∗(x0) is the time at which
z(t∗) = 0. Furthermore, in view of (19), it holds that

y(t∗) =
√
y2

0 + z2
0 = |x0|. (20)

See Figure 1 for illustration. Let t1 be the time at which
z(t1) = z0

2 . Then t∗ > t1, since z0 < 0 and z(t) is non-
decreasing. Estimating t1 will therefore provide a lower
bound on t∗. To that aim, observe that since z(t) ∈
[z0,

z0
2 ] for all t ∈ [0, t1], we get from (18a) that ẏ(t) ≤

|z0|y(t), which implies that

y(t) ≤ y0e
|z0|t, ∀t ∈ [0, t1].

Hence, for all t ∈ [0, t1],

ż(t) = y(t)2 ≤ y2
0e

2|z0|t.

It follows that

z(t) ≤ z0 + y2
0

∫ t

0

e2|z0|τdτ = z0 + y2
0

(
e2|z0|t − 1

2|z0|

)
for all t ∈ [0, t1]. Since t1 is such that z(t1) = z0/2, it
is thus necessarily greater than the time t2 for which

z0

2
= z0 + y2

0

(
e2|z0|t2 − 1

2|z0|

)
,

meaning that

t1 ≥ t2 =
1

2|z0|
ln
(

1 +
z2

0

y2
0

)
. (21)

Now, given any ∆ > 0 and any T > 0 let
∆∗ := min{∆, 1}. By setting z0 = −∆∗√

2
and

y0 = min


√√√√ ∆∗2

2
(
e

2∆∗T√
2 − 1

) ;
∆∗√

2

 ,

it holds that |x0| ≤ 1 and we get from (21) that t1 ≥ T .
Recalling that t∗ ≥ t1 and y(t∗) = |x0| ≥ ∆∗/

√
2 (see

(20)), we conclude that there exist |x0| ≤ ∆∗ ≤ ∆ and a
time t∗ ≥ T such that y(t∗) ≥ ∆∗/

√
2. Hence, for any

ε < ∆∗/
√

2, it is impossible to find T (ε) that satisfies
condition (6). This disproves uniformity in x0.

Remark 6: In this counterexample, the proposed Lya-
punov function is both upper and lower bounded by
a function of the whole state norm (see (17)). This
shows that Assertion 3 would still be untrue if (8)
was replaced by the stronger requirement a(‖φ‖) ≤
V (t, φ) ≤ b(‖φ‖).

Remark 7: While not required by Assertion 3, the
assumptions of Assertion 4 can also be met with the fol-
lowing continuously differentiable Lyapunov function:

V (x) =
1

2

(
2
√
y2 + z2 − z

)2

.

Then a, b, c can be picked as a(s) = (
√

2 − 1)2s2/2,
b(s) = 9s2/2, and c(s) = (

√
2− 1)s3 for all s ≥ 0.

IV. CONSEQUENCES OF LACK OF UNIFORMITY

An obvious practical consequence of non-uniformity
with respect to initial states is that transient effects,
including overshoot, may happen arbitrarily late, which
may be undesirable in many control applications. But
this non-uniformity may also have a strong impact in
terms of robustness to exogenous disturbances.

A. Link between uniform asymptotic y-stability and IOS

Using classical considerations on converse Lyapunov
functions, it is possible to show that uniform asymptotic
y-stability of an input-free system guarantees some
robustness to small exogenous inputs for a small initial
state. In order to make this precise, consider the system

ẋ(t) = X(y(t), z(t), u(t)), (22)

with state x(t) = (y(t), z(t)) ∈ Rn, output y(t) ∈ Rm,
and input u ∈ Up, where the vector field X is assumed
locally Lipschitz and U is the set of all measurable,
locally essentially bounded signals u : R≥0 → R.



Let us recall the definition of input-to-output stability,
originally proposed in [11].

Definition 8: Let E ⊂ Rn and V ⊂ Up be open sets.
System (22) is input-to-output stable (IOS) over E ×V
if there exist β ∈ KL and γ ∈ K∞ such that, for all
x0 ∈ E and all u ∈ V ,

|y(t;x0, u)| ≤ β(|x0|, t) + γ(‖u[0,t]‖), ∀t ≥ 0, (23)

where u[0,t] : [0, t] → R≥0 denotes the restriction of u
to the interval [0, t].

The IOS property contains several ingredients. First,
if 0 ∈ E and 0 ∈ V , then IOS over E × V guarantees
uniform asymptotic y-stability. Moreover, it guarantees
that the output y converges to the ball of radius γ(‖u‖),
which in turn ensures a bounded output in response to
any bounded input (provided that x0 ∈ E and u ∈ V).
Finally, IOS also induces the following converging input
– converging output property: for all u ∈ V such that
limt→∞ |u(t)| = 0 and for all x0 ∈ E, it holds that
limt→∞ |y(t)| = 0. This can be shown by considering a
time T such that γ(|u(t)|) remains below some arbitrary
ε > 0 for all t ≥ T , and considering x(T ) as an initial
state in (23), yielding: |y(t)| ≤ β(|x(T )|, t− T ) + ε for
all t ≥ T ; for t large enough, this ensures |y(t)| ≤ 2ε,
hence limt→∞ |y(t)| = 0.

These are precious features in robustness analysis, as
detailed in [10]. The following result states that, for
systems evolving on a bounded set, uniform asymptotic
y-stability of the unforced system readily ensures IOS1.

Lemma 9: Consider a bounded set E ⊂ Rn and an
open set V ⊂ Up such that E is forward invariant for
system (22) given any input u ∈ V . If the unforced
system (with u ≡ 0) is uniformly asymptotically y-stable
on2 E, then (22) is IOS over E × V .

Proof: If the unforced system (with u ≡ 0) is
uniformly asymptotically y-stable on E, we can con-
clude (reasoning as in [4, Lemma 4.5]) that there exists
a function β ∈ KL such that, for all x0 ∈ E

ω1

(
x(t;x0, 0)

)
≤ β

(
ω2(x0), t

)
, ∀t ≥ 0, (24)

where ω1(x) := |y| and ω2(x) := |x| with x = (y, z).
From [13, Corollary 2], there exist α, α ∈ K∞ , and a
smooth V : Rn → R≥0, such that, for all x ∈ E,

α(|y|) ≤ V (x) ≤ α(|x|) (25)
∂V

∂x
(x)X(x, 0) ≤ −V (x).

1This was the basis of the results presented in our paper [8].
2Meaning that is y-stable and satisfies (6) for all x0 ∈ E.

Let us now compute the derivative of V along the
solutions of (22) with arbitrary input u ∈ V:

∂V

∂x
(x)X(x, u) =

∂V

∂x
(x)X(x, 0)

+
∂V

∂x
(x)(X(x, u)−X(x, 0))

≤ − V (x)

+

∣∣∣∣∂V∂x (x)

∣∣∣∣ |X(x, u)−X(x, 0)| .

Since V is smooth and E is bounded, there exists a
constant c > 0 such that |∂V∂x (x)| ≤ c for all x ∈ E.
Moreover, since X is locally Lipschitz, there exists a
continuous non-decreasing function ` : R≥0 → R≥0

such that |X(x, u) − X(x, 0)| ≤ `(|x| + |u|)|u|. Let
∆ > 0 be such that |x| ≤ ∆ for all x ∈ E. It follows
that |X(x, u)−X(x, 0)| ≤ `(∆+ |u|)|u|. Consequently:

∂V

∂x
(x)X(x, u)≤− V (x) + c`(∆ + |u|)|u|.

Integrating this differential inequality along the solutions
of (22) yields, for all x0 ∈ E and all u ∈ V ,

V (x(t)) ≤ V (x0)e−t +

∫ t

0

e−(t−τ)c`(∆ + |u(τ)|)|u(τ)|dτ

≤ V (x0)e−t + c`(∆ + ‖u[0,t]‖)‖u[0,t]‖.

Using the bound (25), we get that

|y(t)| ≤α−1
(
α(|x0|)e−t + c`(∆ + ‖u[0,t]‖)‖u[0,t]‖

)
≤α−1

(
2α(|x0|)e−t

)
+ α−1

(
2c`(∆ + ‖u[0,t]‖)‖u[0,t]‖

)
,

where we used the fact that α−1(a + b) ≤ α−1(2a) +
α(2b) for all a, b ∈ R≥0 since α−1 ∈ K∞.
Defining β(s, t) := α−1 (2α(s)e−t) and γ(s) :=
α−1 (2c`(∆ + s)s) for all s, t ∈ R≥0, we finally obtain:

|y(t)| ≤ β(‖x0‖, t) + γ(‖u[0,t]‖),

for all x0 ∈ E and all u ∈ V . IOS follows by observing
that β ∈ KL and γ ∈ K∞.

B. Importance of uniformity in IOS analysis

Lemma 9 shows that, for systems evolving on a
bounded set, y-UAS in the absence of inputs ensures
IOS. This constitutes a handy way to guarantee robust-
ness to exogenous inputs and was actually at the basis of
the reasoning made in our recent paper [8] (although in a
time delay context). The following example3 shows that

3The proposed example has the inelegant feature that the state
converges to the boundary of E. However, it has the advantage of
being concise and easy to grasp.



this relationship is not valid anymore if the uniformity
requirement is not fulfilled.

Proposition 10: Consider the bi-dimensional system

ẏ = −zy + uϕ(y) (26a)

ż = −z2, (26b)

where ϕ : R→ R is any smooth function satisfying

ϕ(y) =

{
1 if |y| ≤ 1,
0 if |y| ≥ 2.

Let E := (−2; 2)× (0; 1). Then the following holds:
i) System (26) is 0-y-AS. More precisely, for all

x0 = (y0, z0) ∈ E, its solution for u ≡ 0 satisfies
|x(t)| ≤ |x0| for all t ≥ 0 and limt→+∞ |y(t)| = 0.

ii) Given any u ∈ U , the bounded set E is forward
invariant for (26).

iii) For any (y0, z0) ∈ (−1; 1) × (0; 1), the input u ∈
U defined as u(t) := z0y0

1+z0t
converges to zero but

generates a non-vanishing solution (namely, y(t) =
y0 for all t ≥ 0).

Proof: Let us prove the three items separately.
Item i): Given any x0 = (y0, z0) ∈ E, the solution

of (26) for u ≡ 0 reads y(t) = y0

1+z0t
and z(t) = z0

1+z0t
.

Item i) then readily follows.
Item ii): Consider any (y0, z0) ∈ E and any u ∈ U .

Since z(t) = z0
1+z0t

is the solution of (26b), z(t) > 0,
and z(t) ≤ z0 for any t ≥ 0. Thus, for any z0 ∈ (0, 1),
we conclude that z(t) ∈ (0; 1) for all t ≥ 0.

Moreover, assume by contradiction that there exists
t > 0 such that y(t) = 2. Pick t? > 0 as the smallest t
with such a property. Since ϕ(y(t?)) = 0 and z(t?) > 0,
it follows that ẏ(t?) = −2z(t?) < 0, contradicting the
minimality of t? among the times at which y(t) = 2.
Proceeding similarly for y(t) = −2, we conclude that
y(t) ∈ (−2; 2) for all t ≥ 0.

Item iii): We claim that y(t) = y0 and z(t) = z0
1+z0t

is the solution for that particular input. We have already
noticed that z(t) solves (26b). Equation (26a) is also
satisfied, since

−z(t)y(t) + u(t)ϕ(y(t)) = − z0

1 + z0t
y0 +

z0y0

1 + z0t
= 0

where we used that ϕ(y0) = 1 (recall that |y0| < 1).

System (26) is thus an example of a system which
is y-AS in the absence of an input (although not uni-
formly), whose solutions evolve on a bounded open set,
but for which the converging input – converging output
property does not hold. Since the latter property is a
natural consequence of IOS (as recalled above), this
example illustrates why the uniformity requirement with

respect to initial states is instrumental in the analysis of
robustness with respect to exogenous disturbances.

Since [14, Theorem 6.2.1] does not guarantee this
uniformity (Section III), its relevance in the context of
robustness analysis is compromised.

V. CONCLUSION

We have disproved a Lyapunov sufficient condition
for partial stability. More precisely, we have shown that
uniformity of the convergence with respect to initial
states may not hold. We have also underlined through
an example how crucial this uniformity is in the study
of robustness with respect to exogenous inputs. The
results in this paper invalidate our recent publication [8],
which studied adaptive control for nonlinear time-delay
systems: a correction will soon be provided.
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