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1 Introduction

The asymptotic expansion of probability distributions for random variables and vec-
tors represents a fundamental topic in probability theory and mathematical statistics.
This theory has been widely applied to several fields, including the efficiency of es-
timators, hypothesis testing, information criterion for model selection, prediction
theory, bootstrap methods and resampling plans, and information geometry. There
exists now huge literature on asymptotic expansion. We refer, among many others,
to [2] and [1] for the case of sequences of i.i.d. random variables and applications, to
[3] for sequences of weakly dependent variables, to [9], [25], [26], [7], [27], [16], [28],
[15] and [14] for asymptotic expansion of martingales and of classical diffusions, and
to [12] or [20] for general sequences of random variables. The reader may consult the
monographs [2], [4] and [8] for complete expositions on these topics.

Generally speaking, the asymptotic expansion theory aims at finding the ex-
pansion of the density functions for a sequence of random variables that converges
in law to a target distributions (usually, the Gaussian distribution, but other target
distributions, such as mixed normal, are possible). The theory usually provides the
leading term and second order term in the asymptotic development of the density
function. For estimators and test statistics, while the leading term is used for confi-
dence limits and testing, the higher order terms provide a more accurate inference.
Some higher order-type asymptotic expansions for particular sequences of diffusion-
type can be found in [22], [24] with applications to statistics, and in [23], [6], [21],
[17], [18], [19] with applications to finance.

Our purpose is to provide a general method to obtain the asymptotic expan-
sions of density functions up to an arbitrary order, i.e. to find the further terms that
appear in the asymptotic behavior of the density. Our approach combines the so-
called Fourier approach and the recent Stein-Malliavin theory (see [10]) and applies
to general sequences of random vectors. Our main finding is that the asymptotic ex-
pansion up to any order of the family of densities of a vector-valued random sequence
(FN)N≥1 is completely characterized by the expectation of the so-called Gamma fac-
tors associated to the sequence FN , or equivalently, by the joint cumulants of the
components of this sequence. These Gamma factors (defined in Section 2.1) are de-
fined in terms of the Malliavin operators of FN . Consequently, the knowledge of the
Taylor expansions of the cumulants, together with some regularity in the Malliavin
sense of FN , gives the higher order asymptotic expansion of the density. We also
mention that, in contrast with the classical assumptions in the martingale case (see
e.g. [26], [28]) or in the Malliavin calculus case (see [20]), the joint convergence in
distribution of FN together with its ”bracket” (which is the usual martingale bracket
when we deal with sequences of martingales and it is defined in terms of the Malliavin
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derivative in the non-martingale case) is not assumed in our work.
As mentioned above, our strategy is based on the Stein-Malliavin calculus

combined with the so-called Fourier approach. We start by analyzing the behavior of
the (truncated) characteristic function of the sequence (FN )N≥1 via an interpolation
method and the Malliavin-type integration by parts. We notice the appearance of
the Gamma factors in the principal part of asymptotic expansion of the characteristic
function. The Fourier inversion, together with some regularity of the distribution
expressed in term of the Malliavin calculus, allows to develop asymptotically the
sequence of (local) densities of FN . Some regular ordering of the cumulants is assumed
and this is checked in examples. Usually, the second order term in the asymptotic
expansion comes from leading term in the expansion of third cumulant, while the
third order term is due to the second and the fourth cumulant. A general formula is
obtained.

As an example, we analyze the behavior of the spatial quadratic variation for
the solution to the wave equation driven by a space-time white noise. We treat both
the one dimensional case (i.e we fix the time t and we study the quadratic variation in
space for the solution), as well as a two-dimensional case (i.e. we consider a the two-
dimensional random sequence whose components are the spatial quadratic variations
of the solution at two different times). In both cases, based on a sharp analysis of the
correlation structure of the solution, we are able to find the asymptotic expansion up
to at least the third order term. Let us emphasize that, besides being a toy example
to apply our asymptotic expansion theory, this last part of our work shows some
interesting facts related to the solution to the wave equation driven by a space-time
white noise. We obtain the precise correlation of the increments of the solution, at
fixed time and when the time is moving and it appears that the dependence structure
of these increments depends in a non-trivial way on the spatial and temporal lags.

We organized our paper as follows. Section 2 presents, after the definition
and some basic properties of the Gamma-factors, the asymptotic expansion up to
an arbitrary order of the (truncated) characteristic function of a sequence of vector-
valued random variables (FN )N≥1. This expansion depends on the Gamma-factors (or
equivalently, the cumulants) of the vector FN . Based on this expansion, we obtain
in Section 3, by inverting in Fourier sense the principal part of the characteristic
function, the approximate density for our sequence. This will approximate the local
(truncated) density of FN . The asymptotic expansion is further explicited in Section
4 where we show that if the cumulants of FN admit a specific Taylor expansion, then
a more precise expansion of the local density can be derived. In Section 5 we treat
in details a concrete example related to the solution to the wave equation driven by
an additive space-time white noise. The last section is the Appendix which contains
the basic tools of the Malliavin calculus.
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2 Expansion of the characteristic functional

In this section, we analyze the asymptotic behavior of a general sequence of random
vectors, by using an interpolation method and the Malliavin integration by parts. We
will distinguish a principal part of the characteristic function, written in terms of the
Gamma factors and a neglijible part. These two parts are then estimated separately.

2.1 The Gamma factors

Let (W (h), h ∈ H) be an isonormal process on a standard probability space (Ω,F , P ).
For the definition of the Malliavin operators with respect to W , see Section 6. The
pseudo-inverse L−1 of L is defined by L−1F =

∑∞
q=1 q

−1JqF for F =
∑∞

q=0 JqF ∈
L2(Ω), where Jq is the orthogonal projection to the q-th chaos. For p ∈ N and
F ∈ D1,p, we define the Gamma- factors Γ(p)(F ) is a reccursive way, see e.g. [10].

Γ(1)(F ) = F

Γ(2)(F ) = 〈DF,D(−L)−1F 〉H ,
....

Γ(p)(F ) = 〈DF,D(−L)−1Γ(p−1)(F )〉H .

These variables are well defined by Lemma 1 below, if F is regular enough in the
sense of the Malliavin calculus.

We have the following formula that links the Gamma-factors and the cumu-
lants: for every m ≥ 1

km(F ) = (m− 1)!E
[
Γ(m)(F )

]
. (1)

Recall that the mth cumulant of a random variable F ∈ Lm(Ω) is given by

km(F ) = (−i)m ∂

∂tm
lnE

[
eitF
] ∣∣

t=0
.

We also introduce the multidimensional Gamma factors of a random vector
F = (F (1), .., F (d))∈ D1,p(R

d) are defined in the following way. For i = 1, .., d,

Γ
(1)
i (F ) = F (i)

and for i1, i2 = 1, .., d,

Γ
(2)
i!,i2

(F ) = 〈DF (i2), D(−L)−1F (i1)〉H
while for i1, .., ip = 1, .., d

Γ
(p)
i1,..,ip

(F ) = 〈DF (ip), D(−L)−1Γ
(p−1)
i1,..,ip−1

(F )〉H . (2)
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The muldimensional Gamma factors Γ
(p)
i1,..,ip

(F ) are also related to the joint

cumulants of the random vector F . Recall that if m = (m1, .., md) ∈ Nd, then the
mth cumulant of the random vector F = (F (1), .., F (d)) is

km(F ) = k(m1,..,md)(F
(1), .., F (d)) = (−i)|m|∂

|m|

∂tm
logE

[
ei〈t,F 〉] |t=0

where |m| = m1+ ...+md. See [10] for the precise link between the multidimensional
Gamma factors and the cumulants.

Let Z+ = {0, 1, 2, ...}.
Lemma 1. (a) Let ℓ ∈ Z+ and r > 1. Then D(−L)−1F ∈ Dℓ+1,r(H) if F ∈ Dℓ,r,

and there exists a constant Cℓ,r such that
∥∥D(−L)−1F

∥∥
ℓ+1,r

≤ Cℓ,r

∥∥F
∥∥
ℓ,r

for all F ∈ Dℓ,r.

(b) Let ℓ ∈ Z+, r > 1 and p ∈ {2, 3, ...}. Then Γ
(p)
i1,...,ip

(F ) ∈ Dℓ,r if F = (F (1), ..., F (d)) ∈
Dℓ+1,pr(R

d), and there exists a constant Cℓ,r,p such that
∥∥Γ(p)

i1,...,ip
(F )
∥∥
ℓ,r

≤ Cℓ,r,p

∥∥F
∥∥p
ℓ+1,pr

(3)

for all F ∈ Dℓ+1,pr and i1, ..., ip ∈ {1, ...d}. In particular, Γ
(p)
i1,...,ip

(F ) ∈ Dℓ,∞− if
F ∈ Dℓ+1,∞− = ∩r>1Dℓ+1,r.

Proof. Let r > 1. Since D(−L)−1F = (I −L)−1DF for F ∈ P, the set of polynomial
functionals, we have
∥∥D(−L)−1F

∥∥
ℓ+1,r

<∼
∥∥(I − L)(ℓ+1)/2D(−L)−1F

∥∥
r
=
∥∥(I − L)(ℓ−1)/2DF

∥∥
r

<∼
∥∥DF

∥∥
ℓ−1,r

<∼
∥∥F
∥∥
ℓ,r

for all F ∈ P uniformly. Therefore, D(−L)−1 is extended as a continuous linear
operator from Dℓ,r to Dℓ+1,r(H). Thus we obtained (a).

Suppose that F = (F (1), ..., F (d)) ∈ Dℓ+1,pr(R
d). The property (b) follows from

(a) by induction. Indeed, since Γ
(k+1)
i1,...,ik+1

(F ) = 〈DF (ik+1), D(−L)−1Γ
(k)
(i1,...,ik)

〉H , if (3)
holds for k (≤ p− 1) in place of p, then

∥∥Γ(k+1)
i1,...,ik+1

(F )
∥∥
ℓ,r

<∼
∥∥F (ik+1)

∥∥
ℓ+1,(k+1)r

∥∥D(−L)−1Γ
(k)
(i1,...,ik)

(F )
∥∥
ℓ,k−1(k+1)r

<∼
∥∥F (ik+1)

∥∥
ℓ+1,(k+1)r

∥∥Γ(k)
(i1,...,ik)

(F )
∥∥
ℓ−1,k−1(k+1)r

<∼
∥∥F (ik+1)

∥∥
ℓ+1,(k+1)r

∥∥F
∥∥k
ℓ,(k+1)r

<∼
∥∥F
∥∥k+1

ℓ+1,(k+1)r
.
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Thus, (3) holds for p = k + 1. The inequality (3) is trivial when p = 1, which
completes the proof.

2.2 Interpolation

Let d ≥ 1. Consider a sequence of centered random variables (FN)N≥1 in Rd of the
form

FN =
(
F

(1)
N , . . . , F

(d)
N

)
.

Let C = (Ci,j)
d
i,j=1 be a deterministic d × d positive definite symmetric matrix. For

every N ≥ 1, we introduce a truncation functional ΨN which is a smooth random
variable. A more precise form of this functional will be chosen later in Section 2. We
consider the following condition for the truncation functional ΨN : if p is a positive
integer

[Ψ] For each N ∈ N, ΨN : Ω → [0, 1] and ΨN ∈ D1,p+1.

Let us define the interpolation functional

e(θ,λ, FN) = exp

(
iθ〈λ, FN 〉 −

1

2
(1− θ2)λTCλ

)
(4)

for every θ ∈ [0, 1] and λ ∈ Rd. Let λ = (λ1, ..., λd) ∈ Rd and θ ∈ [0, 1] and let us
consider the truncated interpolation

ϕΨ
N(θ,λ) = E

[
ΨNe(θ,λ, FN)

]
. (5)

Notice that ϕΨ
N(1,λ) = E

[
ΨNe

i〈λ,FN 〉] represents the ”truncated” characteristic func-

tion of FN , while ϕ
Ψ
N(0,λ) = E[ΨN ]e

−λ
TCλ/2 is the ”truncated”characteristic function

of the limit in law of FN .
The first step is to get the expansion of the derivative with respect to the

variable θ of the characteristic functional.

Lemma 2. Suppose that FN ∈ D1,p+1(R
d) for any N ≥ 1 and that [Ψ] holds. Then
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the functional ϕΨ
N(θ,λ) is well defined for (θ,λ) ∈ [0, 1]× Rd, and it holds that

∂

∂θ
ϕΨ
N(θ,λ) = i(iθ)p

d∑

i1,...,ip+1=1

λi1....λip+1E

[
ΨNe(θ,λ, FN)Γ

(p+1)
i1,...,ip+1

(FN )

]

+i(iθ)p−1
d∑

i1,...,ip=1

λi1 ....λipE
[
ΨNe(θ,λ, FN)

]
E
[
Γ
(p)
i1,...,ip

(FN)
]

+i(iθ)p−2
d∑

i1,...,ip−1=1

λi1 ....λip−1E
[
ΨNe(θ,λ, FN)

]
E
[
Γ
(p−1)
i1,...,ip−1

(FN)
]

+ · · ·

+i(iθ)2
d∑

i1,i2,i3=1

λi1λi2λi3E
[
ΨNe(θ,λ, FN)

]
E
[
Γ
(3)
i1,i2,i3

(FN)
]

+i(iθ)
d∑

i1,i2=1

λi1λi2E
[
ΨNe(θ,λ, FN)

](
E
[
Γ
(2)
i1,i2

(FN)
]
− Ci1,i2

)
(6)

+

p∑

j=1

Rj,N(θ,λ)

for (θ,λ) ∈ [0, 1]× Rd, λ = (λ1, . . . , λd), where

Rj,N(θ,λ) = i(iθ)j−1

d∑

i1,...,ij=1

λi1....λijE
[
e(θ,λ, FN)

〈
DΨN , D(−L)−1Γ

(j)
i1,..,ij

(FN )
〉
H

]

(7)

for j = 1, 2, .., p. In (6), Γ
(2)
i1,i2

(FN ) can be replaced by the symmetrized version

Γ
(2sym)
i1,i2

(FN ) = 2−1
(
Γ
(2)
i1,i2

(FN ) + Γ
(2)
i2,i1

(FN)
)
.

Proof. The Malliavin derivative of the random variable e(θ,λ, FN) given by (4) can
be calculated as follows

De(θ,λ, FN) = iθ e(θ,λ, FN)

d∑

k=1

λkDF
(k)
N . (8)

We differentiate ϕΨ
N(θ,λ) given by (5) with respect to θ, and we use the identity (99)

as F
(j)
N = δD(−L)−1F

(j)
N for every j = 1, .., d and the duality relationship and (8) to
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obtain

∂

∂θ
ϕΨ
N(θ,λ) =

d∑

j=1

iλjE
[
ΨN e(θ,λ, FN)F

(j)
N

]
+

d∑

j=1

θλjλkE
[
ΨN e(θ,λ, FN )Cj,k

]

= −θ
d∑

j,k=1

λjλkE

[
ΨN e(θ,λ, FN)

(
〈DF (k)

N , D(−L)−1F
(j)
N 〉H − Cj,k

)]

+i
d∑

j=1

λjE

[
e(θ,λ, FN)〈DΨN , D(−L)−1F

(j)
N 〉H

]

= i(iθ)
d∑

i1,i2=1

λi1λi2E
[
ΨNe(θ, λ, FN)

](
Γ
(2)
i1,i2

(FN)− Ci1,i2

)

+R1,N (θ,λ) (9)

with

R1,N(θ,λ) = i

d∑

j=1

λjE

[
e(θ,λ, FN)〈DΨN , D(−L)−1F

(j)
N 〉H

]
.

The formula (9) has been also obtain in [20] and it allows to obtain the second order
terms in the asymptotic expansion of the sequence (FN)N≥1. In order to get the
higher order term in this asymptotic expansion when p ≥ 2, we refine the above
formula (9). By (99), we write

Γ
(2)
i1,i2

(FN)− Ci1,i2 = Γ
(2)
i1,i2

(FN )−E
[
Γ
(2)
i1,i2

(FN)
]
+ E

[
Γ
(2)
i1,i2

(FN )
]
− Ci1,i2

= δD(−L)−1Γi1,i2(FN) + E
[
Γ
(2)
i1,i2

(FN)
]
− Ci1,i2 (10)

for every i1, i2 ∈ {1, .., d}, and we apply the duality and (8) once again to obtain

E
[
ΨNe(θ,λ, FN)δD(−L)−1Γ

(2)
i1,i2

(FN)
]

= iθE

[
ΨNe(θ,λ, FN)

d∑

i3=1

λi3〈DF
(i3)
N , D(−L)−1Γ

(2)
i1,i2

(FN )〉H
]

+E

[
e(θ,λ, FN)〈DΨN , D(−L)−1Γ

(2)
i1,i2

(FN)〉H
]
. (11)
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From (9), (10) and (11), we obtain

∂

∂θ
ϕΨ
N(θ,λ) = i(iθ)2

d∑

i1,i2,i3=1

λi1λi2λi3E
[
ΨNe(θ,λ, FN)Γ

(3)
i1,i2,i3

(FN)
]

+i(iθ)
d∑

i1,i2=1

λi1λi2E
[
ΨNe(θ,λ, FN)

](
E
[
Γ
(2)
i1,i2

(FN)
]
− Ci1,i2

)

+R1,N(θ,λ) +R2,N(θ,λ)

for every θ ∈ [0, 1] and λ ∈ R
d, where

R2,N(θ,λ) = i(iθ)

d∑

i1,i2=1

λi1λi2E

[
e(θ,λ, FN)〈DΨN , D(−L)−1Γ

(2)
i1,i2

(FN)〉H
]
.

By iterating this procedure, we obtain the desired expansion of ∂
∂θ
ϕΨ
N(θ,λ).

2.3 Approximation to the characteristic functional and esti-

mate of the error

The result in Lemma 2 shows that the behavior of the characteristic functional
ϕΨ
N(θ,λ) is closely related to the behavior of the Gamma factors (or equivalently,

the cumulants) of FN . Let us define, for (θ,λ) ∈ [0, 1] × Rd, the following quantity,
which will be called in the sequel the principal part

PN(θ,λ) = i(iθ)p
d∑

i1,...,ip+1=1

λi1 ....λip+1E
[
Γ
(p+1)
i1,...,ip+1

(FN)
]

+i(iθ)p−1
d∑

i1,...,ip=1

λi1 ....λipE
[
Γ
(p)
i1,...,ip

(FN )
]

+i(iθ)p−2
d∑

i1,...,ip−1=1

λi1....λip−1E
[
Γ
(p−1)
i1,...,ip−1

(FN)
]

+ · · ·

+i(iθ)2
d∑

i1,i2,i3=1

λi1λi2λi3E
[
Γ
(3)
i1,i2,i3

(FN )
]

+i(iθ)

d∑

i1,i2=1

λi1λi2
(
E
[
Γ
(2)
i1,i2

(FN )
]
− Ci1,i2

)
(12)
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and let

RN(θ,λ) = i(iθ)p
d∑

i1,...,ip+1=1

λi1....λip+1E

[
ΨNe(θ,λ, FN)

(
Γ
(p+1)
i1,...,ip+1

(FN )−E
[
Γ
(p+1)
i1,...,ip+1

(FN )
])]

+

p∑

j=1

Rj,N(θ,λ).

The truncated characteristic function can be written in terms of the principal
part PN(θ,λ) and of the residual term RN(θ,λ).

Lemma 3. Suppose that FN ∈ D1,p+1(R
d) and that [Ψ] holds. Then, for any positive

number c, the functional ϕΨ
N(θ,λ) admits the expression

ϕΨ
N (θ,λ) = ϕΨ

N(0,λ) exp

(∫ θ

0

PN(θ1,λ)dθ1

)

+

∫ θ

0

exp

(∫ θ

θ1

PN(θ2,λ)dθ2

)
RN(θ1,λ)dθ1 (13)

for (θ,λ) ∈ [0, 1]× Rd.

Proof. By Lemma 2, we have

∂

∂θ
ϕΨ
N(θ,λ) = RN(θ,λ) + ϕΨ

N(θ,λ)PN(θ,λ). (14)

Solve (14) to obtain (13).

In order to obtain the high-order asymptotic expansion, we need to assume
several conditions. The first assumptions stated below concern the Malliavin regular-
ity of FN and of its associated Gamma factors. We fix a positive number q, that will
be the order of the asymptotic expansion. Given a positive integer ℓ, we consider the
following conditions.

[A1 ] (i) FN ∈ Dℓ+1,∞ and

sup
N∈N

∥∥FN

∥∥
ℓ+1,r

< ∞ (15)

for every r > 1.

(ii) For some positive constant a and some d× d non-singular matrix C1 satis-
fying C = 2−1

(
C1 + CT

1

)
, it holds that

∥∥Γ(2)(FN)− C1

∥∥
ℓ,r

= O(N−a)

as N → ∞ for every r > 1.

10



Let ℓ1 ∈ {1, ..., ℓ}. Consider also the condition

[A2 ] (i) For some r > 1,

∥∥∥∥Γ
(p+1)
i1,...,ip+1

(FN )−E
[
Γ
(p+1)
i1,...,ip+1

(FN )
]∥∥∥∥

ℓ1,r

= O(N−q) (16)

as n→ ∞ for i1, ..., ip+1 ∈ {1, ..., d}.

(ii) For some r > 1,

∥∥∥∥Γ
(p+1)
i1,...,ip+1

(FN )−E
[
Γ
(p+1)
i1,...,ip+1

(FN )
]∥∥∥∥

r

= o(N−q) (17)

as n→ ∞ for i1, ..., ip+1 ∈ {1, ..., d}.

Obviously, a sufficient condition for [A2] is

[A2♯ ] For some r > 1,

∥∥∥∥Γ
(p+1)
i1,...,ip+1

(FN )−E
[
Γ
(p+1)
i1,...,ip+1

(FN )
]∥∥∥∥

ℓ1,r

= o(N−q)

as n→ ∞ for i1, ..., ip+1 ∈ {1, ..., d}.

In what follows, we will work with ΨN defined by ΨN = ψ(ΞN) for a function
ψ ∈ C∞(R; [0, 1]) such that ψ(x) = 1 for x ∈ [−1/2, 1/2] and ψ(x) = 0 for x ∈
(−1, 1)c, and a functional ΞN given by

ΞN = K∗N
2a′
∣∣Γ(2)(FN)− C1

∣∣2, (18)

where K∗ is a positive number and Γ(2)(FN) = (Γ
(2)
i,j (FN))

d
i,j=1. By choosing a suffi-

ciently large K∗, we may assume, due to (18), that there exist positive constants c1
and c2 such that

c1 ≤
∣∣ det Γ(2)(FN)

∣∣ ≤ c2 (19)

for all N ∈ N and a.s. ω ∈ Ω whenever |ΞN | < 1.
Let ΛN = {λ ∈ R

d; |λ| ≤ N ξ}, where ξ is a positive constant. We will put a
condition ([A3]) concerning ξ later.

Lemma 4. Suppose that [A1] is fulfilled.

11



(a) Suppose that [A2] (i) is satisfied. Then, for any α ∈ Zd
+, there exists a constant

Cα such that

sup
N∈N

sup
θ∈[0,1]

1{λ∈ΛN}N
q

∣∣∣∣
∂α

∂λαRN(θ,λ)

∣∣∣∣ ≤ Cα(1 + |λ|)−ℓ1+p+1 (λ ∈ R
d) (20)

(b) Suppose that [A2] (ii) is satisfied. Then

sup
θ∈[0,1]

∣∣∣∣
∂α

∂λαRN(θ,λ)

∣∣∣∣ = o(N−q)

as n→ ∞ for every λ ∈ Rd and α ∈ Zd
+.

Remark 1. (i) Under the assumption that supN∈N

∥∥FN

∥∥
ℓ+1,(p+1)r

<∞, we have

sup
N∈N

‖Γ(p+1)
i1,...,ip+1

(FN )‖ℓ,r <∞

thanks to Lemma 1. In this situation, Condition (16) is requesting the order N−q to
the norm. (ii) It is possible to show a similar result under the condition that

∥∥Γ(p+1)
i1,...,ip+1

(FN )
∥∥
ℓ1,r

= o(N−q)

instead of [A2] though we will not pursue it here. (iii) Logically, ℓ in Lemma 4 can
be ℓ1.

Proof of Lemma 4. Let Γ̃
(p+1)
i1,...,ip+1

(FN) = Γ
(p+1)
i1,...,ip+1

(FN) − E
[
Γ
(p+1)
i1,...,ip+1

(FN)
]
.

For α ∈ Zd
+, we have

∂α

∂λαRN(θ,λ) = i(iθ)p
d∑

i1,...,ip+1=1

(
α
γ

)
Eγ,N(θ,λ)

∂α−γ

∂λα−γ

(
λi1....λip+1

)

+

p∑

j=1

∂α

∂λαRj,N(θ,λ) (21)

where

Eγ,N(θ,λ) = E

[
ΨN

∂γ

∂λγ e(θ,λ, FN)Γ̃
(p+1)
i1,...,ip+1

(FN)

]
.

By definition,

∂γ

∂λγ e(θ,λ, FN) = pγ
(
θFN , (1− θ2)Cλ, (1− θ2)C

)
e(θ,λ, FN) (22)

12



for a polynomial pγ.

By Lemma 1 and [A1] (i), Γ
(p+1)
i1,...,ip+1

(FN) ∈ Dℓ,r1 for any r1 > 1. We apply the
IBP formula (see Lemma 2 in [20]) to the interpolation functional e(θ,λ, FN) that is
taking advantage of (19) and based on the chain rule

〈
Df(FN), D(−L)−1F

(i1)
N

〉
H

=

d∑

i2=1

∂f

∂xi2
(FN)Γ

(2)
i1,i2

(FN)

for f ∈ C1(Rd) of at most polynomial growth, in order to obtain

(iθλ)βE

[
ΨNe

iθ〈λ,FN〉pγ
(
θFN , (1− θ2)Cλ, (1− θ2)C

)
Γ̃
(p+1)
i1,...,ip+1

(FN )

]

= E

[
eiθ〈λ,FN 〉ΦFN

β

(
ΨNpγ

(
θFN , (1− θ2)Cλ, (1− θ2)C

)
Γ̃
(p+1)
i1,...,ip+1

(FN )

)]

for λ ∈ ΛN and β ∈ Zd
+ with the sum of the components |β| = ℓ1. Here ΦFN

β is a
linear functional and we see that

sup
N∈N

θ∈[0,1]

λ∈Rd

∥∥∥∥Φ
FN

β

(
ΨNpγ

(
θFN , (1− θ2)Cλ, (1− θ2)C

)
NqΓ̃

(p+1)
i1,...,ip+1

(FN)

)
e−2−1(1−θ2)λTCλ

∥∥∥∥
1

< ∞.

(23)

Here we used (15), (16) for which r is strictly larger than 1, and the estimate
∣∣(1− θ2)Cλ

∣∣ ≤
∣∣C1/2

∣∣(1 + (1− θ2)λTCλ
)
.

For each λ = (λi) ∈ Λ̌N , we choose a component i that attains max{|λj|; j = 1, ...d}
and use the above estimate for β = (i, i..., i). Then we obtain

sup
n∈N, θ∈[1/2,1], λ∈Rd

{
Nq|λ|ℓ1

∣∣Eγ,N(θ,λ)
∣∣
}

< ∞. (24)

Moreover, there exists a positive constant c0 such that

sup
N∈N, θ∈[0,1/2)

∣∣e(θ,λ, FN)
∣∣ ≤ c−1

0 exp
(
− c0|λ|2

)
(25)

for all λ ∈ Rd. From (24) and (25), we obtain

sup
N∈N

sup
θ∈[0,1]

∣∣∣∣Eγ,N (θ,λ)
∂α−γ

∂λα−γ

(
λi1 ....λip+1

)∣∣∣∣

≤ K0(1 + |λ|)−ℓ1+p+1 (26)
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for all λ ∈ Rd, where K0 is a constant depending on α−γ but independent of λ ∈ Rd.
Since ‖DΨN‖2 = O(N−m) for every m > 0, for ΛN = {|λ| ≤ N ξ} and for

every k > 0 and s > 0, we see

lim
N→∞

sup
λ∈ΛN

(
N s|λ|k

∣∣∣∣
∂α

∂λαRj,N(θ,λ)

∣∣∣∣
)

<∼ lim
N→∞

N s+(k+j)ξ−m = 0 (27)

if we choose a sufficiently large m. Now, from (26) and (27), we obtain Inequality
(20).

The property (b) is rather easy to prove since it only requires λ-wise estimate
of an explicit expression of ∂α

∂λαRN(θ,λ) by using [A2] (ii).

Estimate of ∂α/∂λαϕΨ
FN

(θ,λ) will be necessary in the proof of Proposition
1 down below. The only possibility is to repeatedly apply the IBP formula. The
estimate outside of ΛN cannot gain improvement by the decay of cumulants, and it
is the worst one, in other words, it uses the highest order of repetition of the IBP
formula among other terms.

Lemma 5. Suppose that [A1] (i) is fulfilled. Then, for every α ∈ Zd
+, there exists a

constant Cα such that
∣∣∣∣
∂α

∂λαϕ
Ψ
N(θ,λ)

∣∣∣∣ ≤ Cα(1 + |λ|)−ℓ (28)

for all θ ∈ [0, 1], λ ∈ Rd and N ∈ N,with ℓ from condition [A1].

Proof. This lemma can be proved by estimatrion quite similar to that for Eγ,N(θ,λ)
in the proof of Lemma 4. We can repeat the IBP formula (i.e. Lemma 2 in [20])
ℓ-times in this case for θ ∈ [1/2, 1]. Estimation for θ ∈ [0, 1/2) is also similar.

Recall the expression (13) of the characteristic function ϕΨ
N(θ,λ) in Lemma

3. Based on the estimated in Lemma 4, we can show that the last summand in the
right-hand side can be neglegted. Consequently, the dominant part of ϕΨ

N(θ,λ) will
come from the first term in right-hand side of (13), which involves the exponential of
the principal part. We will introduce a new random variable, in which we keep the
first terms in the Taylor expansion of the exponential function. For k ∈ N, let

P∗
N(λ) =

k∑

j=0

1

j!

(∫ 1

0

PN(θ,λ)dθ

)j

and

R∗
N(λ) = ϕΨ

N(0,λ)
∞∑

j=k+1

1

j!

(∫ 1

0

PN (θ,λ)dθ

)j

+

∫ 1

0

exp

(∫ 1

θ1

PN(θ2,λ)dθ2

)
RN (θ1,λ)dθ1.

14



Then, if one has the expansion (13), then

ϕΨ
N (1,λ) = ϕΨ

N(0,λ)P
∗
N(λ) + R∗

N(λ). (29)

At this point, let us make a brief summary to comment on the role of the
parameters that appear in our work. Recall that d is the dimension of the random
vector, p+1 is the maximum order of the cumulant that appear in the decomposition
of the characteristic functional ϕΨ

N(θ,λ), k comes from the Taylor expansion of the
exponential function while ℓ, ℓ1, q appear in assumptions [A1]− [A2]. N−q will be the
the size of the error term. Next, we need to assume some relation between all these
parameters. Condition (30) will be needed to evaluate the residual terms.

[A3 ] The numbers q0 ∈ (0,∞), ξ ∈ (0,∞), ℓ ∈ N and ℓ1 ∈ N satisfy

q0(k+ 1) > q, ξ(ℓ− d) > q, ℓ1 > p+ 1 + d

and

Nq0+2ξ
∣∣E
[
Γ(2sym)(FN)

]
− C

∣∣+
p+1∑

j=3

Nq0+jξ
∣∣E
[
Γ(j)(FN)

]∣∣ = O(1) (30)

as N → ∞. The expectation of a matrix is understood componentwise and
∣∣ ·
∣∣

denotes the Euclidean norm.

Remark 2. (a) Condition (30) imposes a restriction on ξ from above. Besides, p
will be asked to be large according to the value of q in order to satisfy [A2]. In this
sense, p is a function of q: p = p(q).

(b) If we take ℓ1 = ℓ, then Condition [A3] requires

ℓ > d+max

{
q

ξ
, p+ 1

}

to ℓ. If d = 1, p = 1, then ℓ ≥ 4 at least.

(c) Increasing k causes only increase of complexity of the formula and does not require
FN to pay more, once we found p for [A2] and q0 for (30).

(d) The index q0 depends on the largest order of terms among the terms appearing
in (30). Often the term for j = 3 dominates other terms.
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(e) In most common situations, the order p of the controllable cumulants is the essen-
tial parameter. It determines the possible order q of the asymptotic expansion.
The parameters ℓ, k, ξ and q0 are somewhat technical but automatically de-
termined by p and the dimension d. See Section 4.2, that treats a regularly
ordered expansion.

Lemma 6. (a) Suppose that Conditions [A1], [A2] (i) and [A3] are satisfied. Then
there exists a constant K such that

Nq1{λ∈ΛN}

∣∣∣∣
∂α

∂λαR
∗
N(λ)

∣∣∣∣ ≤ K(1 + |λ|)−ℓ1+p+1

for all (λ,N) ∈ Rd × N.

(b) Suppose that Conditions [A1], [A2] (ii) and [A3] are satisfied. Then

∂α

∂λαR
∗
N(λ) = o(N−q)

as n→ ∞ for every λ ∈ Rd.

Proof. It follows from [A3] that

sup
θ∈[0,1], λ∈Rd

1{λ∈ΛN}

∣∣∣∣
∂α

∂λαPN (θ,λ)

∣∣∣∣ = O(N−q0) (31)

as N → ∞ for every α ∈ Zd
+. Therefore PN undertakes λ’s by itself.

The property (a) follows from Lemma 4 (a), and the representations of R∗
N(λ)

by RN(θ,λ) and PN(θ,λ) and q0(k + 1) > q. Similarly, the property (b) can be
proved by using Lemma 4 (b).

3 Asymptotic expansion of the expectation and its

error bound

The approximate density of the sequence (FN)N≥1 is defined as the Fourier inverse of
the dominant part of the truncated characteristic function of FN as follows.

fN,p,k(x) =
1

(2π)d

∫

Rd

e−i〈λ,x〉ϕN,p,k(λ)dλ, x ∈ R
d (32)
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where ϕN,p,k is given by

ϕN,p,k(λ) = e−
1
2
λ
TCλ P∗

N (λ). (33)

We recall that P∗
N depends on p and k. Obviously by definition, ϕN,p,k(λ) may include

terms of higher-order than q. It is necessary to find an expansion of each term in
the expression (12) of PN(θ,λ) if one wants to extract the principal part from the
expansion. The principal part depends on the structure of the model in question,
and really we will specify it in the later sections.

Let

ϕΨ
N(λ) = ϕΨ

N(1,λ) ≡ E
[
ΨNe

i〈λ,FN 〉]. (34)

The local (or truncated) density pΨN of the random variable FN is defined as the inverse
Fourier transform of the truncated characteristic function:

pΨN(x) =
1

(2π)d

∫

Rd

e−i〈λ,x〉ϕΨ
N(λ)dλ

for x ∈ Rd. The local density is well-defined since obviously the truncated character-
istic function ϕΨ

FN
is integrable over Rd under [A1] by Lemma 5 if ℓ > d.

We estimate below the difference between the approximate density and the
local density.

Proposition 1. Suppose that Conditions [A1], [A2] and [A3] are satisfied. Then

sup
x∈Rd

(
|x|m

∣∣pΨN(x)− fN,p,k(x)
∣∣
)

= o(N−q) (35)

as N → ∞ for every m > 0.

Proof. Let

R̃N(λ) =
{
ϕΨ
N(0,λ)− e−

1
2
λ
TCλ
}
P∗
N(λ)

=
{
E(ΨN)− 1

}
e−

1
2
λ
TCλP∗

N(λ). (36)

Since

ϕN,p,k(λ) = ϕΨ
N(0,λ)P

∗
N(λ)− R̃N(λ),

we have

ϕΨ
N(λ)− ϕN,p,k(λ) = R∗

N(λ) + R̃N(λ) (37)

17



from (29).
By the integrability ensured by Lemmas 5 and 6 and by (36), we obtain

∣∣∣∣x
α

(
pΨN (x)− fN,p,k(x)

)∣∣∣∣ =
1

(2π)d

∣∣∣∣
∫

Rd

e−i〈λ,x〉
(
∂α

∂λαϕ
Ψ
N (λ)−

∂α

∂λαϕN,p,k(λ)

)
dλ

∣∣∣∣

≤
∣∣∣∣
∫

ΛN

e−i〈λ,x〉
(
∂α

∂λαϕ
Ψ
N(λ)−

∂α

∂λαϕN,p,k(λ)

)
dλ

∣∣∣∣

+

∫

Λc
N

∣∣∣∣
∂α

∂λαϕ
Ψ
N(λ)

∣∣∣∣dλ+

∫

Λc
N

∣∣∣∣
∂α

∂λαϕN,p,k(λ)

∣∣∣∣dλ

≤
∫

ΛN

∣∣∣∣
∂α

∂λαR
∗
N(λ)

∣∣∣∣dλ+

∫

ΛN

∣∣∣∣
∂α

∂λα R̃N (λ)

∣∣∣∣dλ

+

∫

Λc
N

∣∣∣∣
∂α

∂λαϕ
Ψ
N(λ)

∣∣∣∣dλ+

∫

Λc
N

∣∣∣∣
∂α

∂λαϕN,p,k(λ)

∣∣∣∣dλ

for every α ∈ Zd
+. Thus, we obtain (35) by the following estimates.

lim
N→∞

Nq

∫

ΛN

∣∣∣∣
∂α

∂λαR
∗
N(λ)

∣∣∣∣dλ = 0

by the dominated convergence theorem with Lemma 6 since ℓ1 > p+ 1 + d by [A3].
Since (31) holds and E(ΨN)− 1 = O(N−L) as N → ∞ for any L > 0, the represen-
tation (36) gives

lim
N→∞

NL

∫

ΛN

∣∣∣∣
∂α

∂λα R̃N(λ)

∣∣∣∣dλ = 0

for every L > 0. By Lemma 5,

∫

Λc
N

∣∣∣∣
∂α

∂λαϕ
Ψ
N(λ)

∣∣∣∣dλ ≤ Cα

∫

Λc
N

(1 + |λ|)−ℓdλ

<∼
∫

r>Nξ

r−ℓ+d−1dr

= O(N−(ℓ−d)ξ) = o(N−q)

as N → ∞ since (ℓ− d)ξ > q by [A3]. Moreover

∫

Λc
N

∣∣∣∣
∂α

∂λαϕN,p,k(λ)

∣∣∣∣dλ = O(N−L)

as N → ∞ by the Gaussian factor with the assistance of (30).
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For a, b > 0, we denote by E(a, b) the set of measurable functions g on Rd

satisfying |g(x)| ≤ a(1 + |x|)b.

Theorem 1. Suppose that Conditions [A1], [A2] and [A3] are satisfied. Then, for

sup
g∈E(a,b)

∣∣∣∣E
[
g(FN)

]
−
∫

Rd

g(x)fN,p,k(x)dx

∣∣∣∣ = o(N−q)

as N → ∞ for every a, b > 0.

Proof. Since the Fourier transform ϕΨ
N of the measure ν(dx) := E[ΨN |FN = x]P FN (dx)

is integrable, ν has a continuous density pΨN . Applying Proposition 1, we have

sup
g∈E(a,b)

∣∣∣∣E
[
ΨNg(FN)

]
−
∫

Rd

g(x)fN,p,k(x)dx

∣∣∣∣

= sup
g∈E(a,b)

∣∣∣∣
∫

Rd

g(x)pΨN(x)dx−
∫

Rd

g(x)fN,p,k(x)dx

∣∣∣∣

≤ sup
g∈E(a,b)

∫

Rd

∣∣g(x)
∣∣∣∣pΨN(x)− fN,p,k(x)

∣∣dx

≤ sup
x∈Rd

(
(1 + |x|)d+1+b

∣∣pΨN(x)− fN,p,k(x)
∣∣
) ∫

Rd

a(1 + |y|)−d−1dy

= o(N−q)

as N → ∞ for every a, b > 0. This completes the proof because

sup
g∈E(a,b)

∣∣∣∣E
[
g(FN)

]
− E

[
ΨNg(FN)

]∣∣∣∣ ≤
∥∥1−ΨN

∥∥
2
sup
N ′∈N

∥∥a(1 + |FN ′|)b
∥∥
2
= O(N−L)

as N → ∞ for every L > 0.

4 Reduced formulas

If the cumulants E
[
Γ(p)(FN)

]
, p ≥ 2 admit a specific Taylor decomposition, we obtain

a more explicite asymptotic expansion for the sequence (FN)N≥1.
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4.1 Principal part of fN,p,k

The asymptotic expansion formula is given by (32) and (33). However, it involves
terms that is higher than N−q in general. If the coefficients in PN(θ,λ) admit a
specific expansion, then we can extract the principal part of fN,p,k.

Let I = {1, ..., d}. For simplicity of notation, we will denote by Ij a generic
element (i1, ..., ij) of Ij . The summation

∑
Ij
stands for

∑
(i1,...,ij)∈Ij

. For j ∈ {2, ..., p+
1}, suppose that a nonnegative integer k(Ij) is given for each Ij ∈ I

j .

The below assumption gives the concrete Taylor expansion of the cumulants
of FN in terms of power of N .

[B ] For each j ∈ {2, ..., p + 1} and Ij ∈ I
j , if k(Ij) ≥ 1, then for k ∈ {1, ..., k(Ij)},

there exist sequences of real numbers (c(Ij , k))k=1,...,k(Ij) and (γ(Ij , k))k=1,...,k(Ij)

such that the following conditions hold.

(i) 0 < γ(Ij, 1) < · · · < γ(Ij , k(Ij)) ≤ q (when k(Ij) ≥ 1).

(ii) For I2 ∈ I2,

E
[
Γ
(2sym)
I2

(FN )
]
− CI2 =

k(I2)∑

k=1

c(I2, k)N
−γ(I2,k) + o(N−q),

where the sum
∑k(I2)

k=1 reads 0 when k(I2) = 0.

(iii) For j ∈ {3, ..., p+ 1} and Ij ∈ I
j ,

E
[
Γ
(j)
Ij
(FN)

]
=

k(Ij)∑

k=1

c(Ij , k)N
−γ(Ij ,k) + o(N−q),

where the sum
∑k(Ij)

k=1 reads 0 when k(Ij) = 0.

(iv) The numbers q0 ∈ (0,∞), ξ ∈ (0,∞), ℓ ∈ N and ℓ1 ∈ N satisfy

q0(k+ 1) > q, ξ(ℓ− d) > q, ℓ ≥ ℓ1 > p+ 1 + d (38)

and

q0 ≤ min

{
γ(Ij , 1)− jξ; Ij ∈ I

j, j = 2, ..., p+ 1

}
(39)

with γ(Ij , 1) = ∞ when k(Ij) = 0.

20



Assumption [B](ii)−(iii) indicates that the random vector (FN)N≥1 converges
in distribution to a centered Gaussian vector with covariance matrix C.

Remark 3. In many cases, γ(Ij , k) is a multiple of a constant such as 1/2. How-
ever, it is not always true. For example, the asymptotic expansion formula for
FN = S

(1)
N + S

(2)
N has two scales N−1/2 and ⌈Nπ⌉−1/2 and their mixtures when

S
(1)
N = N−1/2

∑N
j=1

(
(ξ

(1)
j )2 − 1

)
and S

(2)
N = ⌈Nπ⌉−1/2∑⌈Nπ⌉

j=1

(
(ξ

(2)
j )2 − 1

)
, where{

ξ
(1)
j , ξ

(2)
j ; j ∈ N

}
are independent standard Gaussian random variables.

We write λIm = λi1 · · ·λim for λ = (λ1, ..., λd) and Im = (i1, ..., im). Under

[B],
∫ 1

0
PN(θ,λ)dθ is given by

∫ 1

0

PN(θ,λ)dθ =

p+1∑

m=2

∑

Im∈Im

k(Im)∑

k=1

λIm

{
i
mc(Im, k)

m
N−γ(Im,k) + o(N−q)

}

Therefore, P∗
N (λ) is expressed as

P∗
N(λ) = 1 +

k∑

j=1

p+1∑

m1=2

· · ·
p+1∑

mj=2

∑

I
(1)
m1

∈Im1

· · ·
∑

I
(j)
mj

∈I
mj

k(I
(1)
m1

)∑

k1=1

· · ·
k(I

(j)
mj

)∑

kj=1

λ
I
(1)
m1

· · ·λ
I
(j)
mj

×
{

i
m1+···+mj

j!m1 · · ·mj
c(I(1)m1

, k1) · · · c(I(j)mj
, kj)1{γ(I(1)m1

,k1)+···+γ(I
(j)
mj

,kj)≤q}

×N−{γ(I(1)m1
,k1)+···+γ(I

(j)
mj

,kj)} + ǫN
(
j;m1, ..., mj ; I

(1)
m1
, ..., I(j)mj

; k1, ..., kj
)}
,

where ǫN
(
j;m1, ..., mj ; I

(1)
m1 , ..., I

(j)
mj ; k1, ..., kj

)
= o(N−q) independent of λ.

Given the Taylor expansion of the cumulants from Condition [B] and the
expression of the principal part PN(θ,λ) in (12), we will replace P ∗

N(λ) by a new

functional written in terms of powers of N . Define P̃N(λ) by

P̃N (λ) = 1 +
k∑

j=1

p+1∑

m1=2

· · ·
p+1∑

mj=2

∑

I
(1)
m1

∈Im1

· · ·
∑

I
(j)
mj

∈I
mj

k(I
(1)
m1

)∑

k1=1

· · ·
k(I

(j)
mj

)∑

kj=1

λ
I
(1)
m1

· · ·λ
I
(j)
mj

× i
m1+···+mj

j!m1 · · ·mj

c(I(1)m1
, k1) · · · c(I(j)mj

, kj)1{γ(I(1)m1
,k1)+···+γ(I

(j)
mj

,kj)≤q}

×N−{γ(I(1)m1
,k1)+···+γ(I

(j)
mj

,kj)}. (40)
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Let

f̃N,p,k(x) =
1

(2π)d

∫

Rd

e−i〈λ,x〉ϕ̃N,p,k(λ)dλ (x ∈ R
d)

where ϕ̃N,p,k is given by

ϕ̃N,p,k(λ) = e−
1
2
λ
TCλ P̃N (λ).

Then

f̃N,p,k(x) = P̃N(i∂x)φ(x; 0, C), (41)

where

φ(x; 0, C) = (2π)−d/2(detC)−1/2e−
1
2
xTC−1x.

Define the α-th Hermite polynomial Hα(x;C) by

Hα(x;C) = ex
TC−1x/2

(
− ∂x

)α
e−xTC−1x/2 (x ∈ R

d)

for α ∈ Zd
+. Define the multi-index α(I

(1)
m1 , ..., I

(j)
mj ) ∈ Zd

+ by

λ
I
(1)
m1

· · ·λ
I
(j)
mj

= λ
α(I

(1)
m1

,...,I
(j)
mj

) (λ ∈ R
d).

That is, the i-th component of α(I
(1)
m1 , ..., I

(j)
mj ) is the number of i’s appearing in the

sequence I
(1)
m1 , ..., I

(j)
mj . Then the density function f̃N,p,k is expressed as

f̃N,p,k(x) = φ(x; 0, C)

+
k∑

j=1

p+1∑

m1=2

· · ·
p+1∑

mj=2

∑

I
(1)
m1

∈Im1

· · ·
∑

I
(j)
mj

∈I
mj

k(I
(1)
m1

)∑

k1=1

· · ·
k(I

(j)
mj

)∑

kj=1

{
1

j!m1 · · ·mj

×c(I(1)m1
, k1) · · · c(I(j)mj

, kj)Hα(I
(1)
m1

,...,I
(j)
mj

)
(x;C) φ(x; 0, C)

×1{γ(I(1)m1
,k1)+···+γ(I

(j)
mj

,kj)≤q}N
−{γ(I(1)m1

,k1)+···+γ(I
(j)
mj

,kj)}
}
. (42)

The following theorem validates f̃N,p,k as a reduced asymptotic expansion for-
mula.
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Theorem 2. Suppose that Conditions [A1], [A2] and [B] are fulfilled. Then

sup
g∈E(a,b)

∣∣∣∣E
[
g(FN)

]
−
∫

Rd

g(x)f̃N,p,k(x)dx

∣∣∣∣ = o(N−q) (43)

as N → ∞ for every a, b > 0.

Proof. We have

sup
x∈Rd

(
|xα|

∣∣fN,p,k(x)− f̃N,p,k(x)
∣∣
)

= o(N−q) sup
x∈Rd

∣∣∣∣
1

(2π)d

∫

Rd

(
(i∂λ)

αe−i〈λ,x〉)
{
e−

1
2
λ
TCλ

k∑

j=1

p+1∑

m1=2

· · ·

· · ·
p+1∑

mj=2

∑

I
(1)
m1

∈Im1

· · ·
∑

I
(j)
mj

∈I
mj

k(I
(1)
m1

)∑

k1=1

· · ·
k(I

(j)
mj

)∑

kj=1

λ
I
(1)
m1

· · ·λ
I
(j)
mj

}
dλ

∣∣∣∣

= o(N−q)

as N → ∞ for every α ∈ Zd
+. Here the last equality follows from integrtation-by-parts

and that ǫN = o(N−q). Therefore,

sup
g∈E(a,b)

∣∣∣∣
∫

Rd

g(x)fN,p,k(x)dx−
∫

Rd

g(x)f̃N,p,k(x)dx

∣∣∣∣ = o(N−q)

for any a, b > 0. Now Theorem 2 follows from Theorem 1.

4.2 Regular ordering

In this section, we will consider the situation where the exponents γ(Ij, k) are mul-
tiples of some positive number γ. Suppose that p ≥ 2. We consider the following
situation.

[C ] (i) For each I2 ∈ I2,

E
[
Γ
(2sym)
I2

(FN)
]
− CI2 =

p−1∑

k=1

c(I2, k)N
−kγ + o(N−(p−1)γ)

as N → ∞ for some constants c(I2, k) (k = 1, ..., p− 1).
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(ii) For each j ∈ {3, ..., p+ 1} and Ij ∈ Ij ,

E
[
Γ
(j)
Ij
(FN )

]
=

p−j+2∑

k=1

c(Ij, k)N
−(j−3+k)γ + o(N−(p−1)γ)

as N → ∞ for some constants c(Ij, k) (k = 1, ..., p− j + 2).

Given an integer p ≥ 2 and the dimension d of FN , we suppose that the positive
integers ℓ and ℓ1 satisfy

ℓ > 3(p− 1) + d, ℓ ≥ ℓ1 > p + 1 + d. (44)

For example, the inequalities (44) hold if ℓ = ℓ1 > 3(p− 1) + d, when p ≥ 2.
Suppose that Condition [C] and (44) are fulfilled and that a positive number

ξ and an integer k satisfy

ξ ∈
(
p− 1

ℓ− d
γ,

1

3
γ

)

and

k >
(p− 2)γ + 3ξ

γ − 3ξ
=

(p− 1)γ

γ − 3ξ
− 1. (45)

Such numbers ξ and k exist under (44). Let q = (p− 1)γ and let q0 = γ − 3ξ (> 0).
Let

γ(I2, k) = kγ (k = 1, ..., p− 1)

and

γ(Ij , k) = (j − 3 + k)γ (k = 1, ..., p− j + 2)

for j = 3, ..., p+1. Then the inequalities in (38) and (39) are met, and hence Condition
[B] holds for k(I2) = p− 1 and k(Ij) = p− j + 2 for j = 3, ..., p+ 1.

We can write γ(Ij , k) = ((j− 3)+ + k)γ for j ∈ {2, ..., p+1}, x+ = max{x, 0}.
Then the symbol P̃N (λ) takes the form of

P̃N(λ) = 1 +

p−1∑

j=1

p+1∑

m1=2

· · ·
p+1∑

mj=2

∑

I
(1)
m1

∈Im1

· · ·
∑

I
(j)
mj

∈I
mj

p−1−(m1−3)+∑

k1=1

· · ·
p−1−(mj−3)+∑

kj=1

λ
I
(1)
m1

· · ·λ
I
(j)
mj

× i
m1+···+mj

j!m1 · · ·mj
c(I(1)m1

, k1) · · · c(I(j)mj
, kj)1{

∑j
i=1(mi−3)++

∑j
i=1 ki≤p−1}

×N−{
∑j

i=1(mi−3)++
∑j

i=1 ki}γ . (46)
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We remark that the first summation on the right-hand side of (46) has become
∑p−1

j=1

though it was originally
∑k

j=1, by the following reason. The condition (45) entails
k ≥ p − 1, however, for j ≥ p, the summands vanish due to the indicator function.
Therefore only the terms for j up to p − 1 can contribute. According to (46), the

density f̃N,p,k has the expression

f̃N,p,k(x) = φ(x; 0, C)

+

p−1∑

j=1

p+1∑

m1=2

· · ·
p+1∑

mj=2

∑

I
(1)
m1

∈Im1

· · ·
∑

I
(j)
mj

∈I
mj

p−1−(m1−3)+∑

k1=1

· · ·
p−1−(mj−3)+∑

kj=1

{
1

j!m1 · · ·mj

×c(I(1)m1
, k1) · · · c(I(j)mj

, kj)Hα(I
(1)
m1

,...,I
(j)
mj

)
(x;C) φ(x; 0, C)

×1{∑j
i=1(mi−3)++

∑j
i=1 ki≤p−1}N

−{
∑j

i=1(mi−3)++
∑j

i=1 ki}γ
}
. (47)

Applying Theorem 2, we obtain an asymptotic expansion formula when the
gamma factors have a regularly ordered expansion.

Theorem 3. Assume [A1] and [A2] for some pair (ℓ, ℓ1) of integers satisfying (44)
for given integers p ≥ 2 and the dimension d of FN . Moreover assume [C]. Then

sup
g∈E(a,b)

∣∣∣∣E
[
g(FN)

]
−
∫

Rd

g(x)f̃N,p,k(x)dx

∣∣∣∣ = o(N−(p−1)γ) (48)

as N → ∞ for every a, b > 0 for f̃N,p,k of (47).

In the rest of this section, we will state several special cases of the asymptotic
expansion in terms of the symbol P̃N(λ) of (46). When p = 2, Formula (46) gives

P̃N (λ) = 1 +






∑

I
(1)
2 ∈I2

1

2
i
2
λ

I
(1)
2
c(I

(1)
2 , 1) +

∑

I
(1)
3 ∈I3

1

3
i
3
λ

I
(1)
3
c(I

(1)
3 , 1)





N−γ . (49)
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When p = 3, Formula (46) gives

P̃N(λ) = 1 +






∑

I
(1)
2 ∈I2

1

2
i
2
λ

I
(1)
2
c(I

(1)
2 , 1) +

∑

I
(1)
3 ∈I3

1

3
i
3
λ

I
(1)
3
c(I

(1)
3 , 1)





N−γ

+





∑

I
(1)
2 ∈I2

1

2
i
2
λ
I
(1)
2
c(I

(1)
2 , 2) +

∑

I
(1)
3 ∈I3

1

3
i
3
λ

I
(1)
3
c(I

(1)
3 , 2)

+
∑

I
(1)
4 ∈I4

1

4
i
4
λ

I
(1)
4
c(I

(1)
4 , 1)

+
∑

I
(1)
2 ∈I2

∑

I
(2)
2 ∈I2

1

8
i
4
λ

I
(1)
2
λ

I
(2)
2
c(I

(1)
2 , 1)c(I

(2)
2 , 1)

+
∑

I
(1)
2 ∈I2

∑

I
(2)
3 ∈I3

1

6
i
5
λ

I
(1)
2
λ

I
(2)
3
c(I

(1)
2 , 1)c(I

(2)
3 , 1)

+
∑

I
(1)
3 ∈I2

∑

I
(2)
3 ∈I3

1

18
i
6
λ

I
(1)
3
λ

I
(2)
3
c(I

(1)
3 , 1)c(I

(2)
3 , 1)




N−2γ . (50)

In particular, when p = 2, Formula (49) is reduced to

P̃N(λ) = 1 +
∑

I
(1)
3 ∈I3

1

3
i
3
λ
I
(1)
3
c(I

(1)
3 , 1)N−γ

if c(I2, 1) = 0 for all I2 ∈ I2. When p = 3, Formula (50) is reduced to

P̃N(λ) = 1 +
∑

I
(1)
3 ∈I3

1

3
i
3
λ

I
(1)
3
c(I

(1)
3 , 1)N−γ

+





∑

I
(1)
2 ∈I2

1

2
i
2
λ

I
(1)
2
c(I

(1)
2 , 2) +

∑

I
(1)
4 ∈I4

1

4
i
4
λ

I
(1)
4
c(I

(1)
4 , 1)

+
∑

I
(1)
3 ∈I2

∑

I
(2)
3 ∈I3

1

18
i
6
λ

I
(1)
3
λ

I
(2)
3
c(I

(1)
3 , 1)c(I

(2)
3 , 1)




N−2γ
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if c(I2, 1) = 0 for all I2 ∈ I2 and if c(I3, 2) = 0 for all I3 ∈ I3. If additionally c(I2, 3) = 0
for all I2 ∈ I2 and if c(I4, 1) = 0 for all I4 ∈ I4, then for p = 4, we obtain

P̃N(λ) = 1 +
∑

I
(1)
3 ∈I3

1

3
i
3
λ

I
(1)
3
c(I

(1)
3 , 1)N−γ

+





∑

I
(1)
2 ∈I2

1

2
i
2
λ

I
(1)
2
c(I

(1)
2 , 2) +

∑

I
(1)
4 ∈I4

1

4
i
4
λ

I
(1)
4
c(I

(1)
4 , 1)

+
∑

I
(1)
3 ∈I3

∑

I
(2)
3 ∈I3

1

18
i
6
λ

I
(1)
3
λ

I
(2)
3
c(I

(1)
3 , 1)c(I

(2)
3 , 1)




N−2γ

+





∑

I
(1)
3 ∈I3

1

3
i
3
λ

I
(1)
3
c(I

(1)
3 , 3) +

∑

I
(1)
5 ∈I5

1

5
i
5
λ

I
(1)
5
c(I

(1)
5 , 1)

+
∑

I
(1)
2 ∈I2

∑

I
(2)
3 ∈I3

1

6
i
5
λ

I
(1)
2
λ
I
(2)
3
c(I

(1)
2 , 2)c(I

(2)
3 , 1)

+
∑

I
(1)
3 ∈I3

∑

I
(2)
4 ∈I4

1

12
i
7
λ

I
(1)
3
λ

I
(2)
4
c(I

(1)
3 , 1)c(I

(2)
4 , 2)

+
∑

I
(1)
3 ∈I3

∑

I
(2)
3 ∈I3

∑

I
(3)
3 ∈I3

1

162
i
9
λ

I
(1)
3
λ

I
(2)
3
λ

I
(3)
3
c(I

(1)
3 , 1)c(I

(2)
3 , 1)c(I

(3)
3 , 1)




N−3γ .

In the last situation above (which is the case of the example studied below), the first
order term comes from the leading term in the Taylor expansion of the third cumulant,
the second order term comes in the sum of the leading terms in the expansion of the
second and fourth cumulant, the high order terms being a mixture of terms in the
Taylor expansion of all the cumulants.

5 Application to the wave equation

In order to illustrate our theoretical results, we will consider an example of a ran-
dom sequence related to the solution to the wave equation driven by a space-time
white noise. More precisely, we will analyze the asymptotic behavior of the quadratic
variation in space of this solution. We will first analyzed the asymptotic expansion
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of the spatial quadratic variations at a fixed time and then we will study the two-
dimensional random vector whose components are the spatial quadratic variations at
different times. We show that the assumptions considered in the previous sections
are satisfied in this case.

Let us start by recalling some basic facts concerning the stochastic wave equa-
tion and its solution.

5.1 The wave equation with space-time white noise

Our object of study is the solution to the following stochastic partial differential
equation in dimension 1





∂2u
∂t2

(t, x) = ∆u(t, x) + Ẇ (t, x), t > 0, x ∈ R

u(0, x) = 0, x ∈ R

∂u
∂t
(0, x) = 0, x ∈ R.

(51)

We denoted by ∆ the Laplacian on R and by W = {Wt(A); t ≥ 0, A ∈ Bb(R)} a
real valued centered Gaussian field, over a given complete filtered probability space
(Ω,F, (F)t≥0,P) with covariance:

E
[
Wt(A)Ws(B)

]
= (t ∧ s)λ(A ∩B), for every A,B ∈ Bd(R) (52)

where λ is the one-dimensional Lebesgue measure and Bd(R) is the set of the Borel-
subsets of R with finite Lebesgue measure. This is usually called ”the space-time
white noise”.

The mild solution to (51) is a square-integrable process u = {u(t, x); t ≥
0, x ∈ R} which is defined by:

u(t, x) =

∫ t

0

∫

R

G1(t− s, x− y)W (ds, dy) (53)

where the Green kernel G1 is defined by

G1(t, x) =
1

2
1{|x|<t}, t > 0, x ∈ R. (54)

5.2 Computing the covariance and the correlation

Fix t1, t2 > 0 and x, y ∈ R. We need a sharp evaluation of the correlation structure
of the Gaussian process (53). We first calculate the quantity E

[
u(t1, x)u(t2, x)

]
at

differents times t1 6= t2 and when t1 = t2.
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Lemma 7. Let u be given by (53). For every t1, t2 > 0 and x, y ∈ R, we have

E
[
u(t1, x)u(t2, y)

]
=

1

16
1{|t1−t2|≤|y−x|<t1+t2} (t1 + t2 − |x− y|)2 + 1

4
1{|t1−t2|>|y−x|}(t1 ∧ t2)2.

(55)

In particular, for t1 = t2 = t > 0,

E
[
u(t, x)u(t, y)

]
=

1

16
1|x−y|<2t(2t− |x− y|)2. (56)

Proof. By the isometry of the Wiener integral and from (54), we obtain

E
[
u(t1, x)u(t2, y)

]
=

1

4

∫ t1∧t2

0

ds

∫

R

dzG1(t1 − u, x− z)G1(t2 − u, y − z)

=
1

4

∫ t1∧t2

0

ds

∫

R

dz1{|x−z|≤t1−s}1{|y−z|≤t2−s}

=
1

4

∫ t1∧t2∧ 1
2
(t1+t2−|y−x|)

0

ds

∫

R

dz1{|x−z|≤t1−s}1{|y−z|≤t2−s}

+
1

4

∫ t1∧t2

0

ds

∫

R

dz1{2s>t1+t2−|y−x|}1{|x−z|≤t1−s}1{|y−z|≤t2−s}

= 1{t1+t2>|y−x|}
1

4

∫ t1∧t2∧ 1
2
(t1+t2−|y−x|)

0

ds

∫

R

dz1{|x−z|≤t1−s}1{|y−z|≤t2−s}

= 1{t1+t2>|y−x|}
1

4

∫ t1∧t2∧ 1
2
(t1+t2−|y−x|)

0

ds

(∫ (x+t1−s)∨(y+t2−s)

(x−t1+s)∨(y−t2+s)

dz

)

+

.

In order to find the integration domain for the integral dz, we will consider several
situations. Assume x ≥ y.

If t1 ≥ t2 and x− y ≥ t1 − t2 then

y + t2 − s ≤ x+ t1 − s and x− t1 + s ≥ y − t2 + s.

In this case,

E
[
u(t1, x)u(t2, y)

]
= 1{t1+t2>|y−x|}

1

4

∫ t1∧t2∧ 1
2
(t1+t2−|y−x|)

0

ds

(∫ y+t2−s

x−t1+s

dz

)

+

= 1{t1+t2>|y−x|}
1

4

∫ t1∧t2∧ 1
2
(t1+t2−|y−x|)

0

ds(t1 + t2 − (x− y)− 2s)

= 1{t1+t2>|y−x|}
1

4

∫ 1
2
(t1+t2−|y−x|)

0

ds(t1 + t2 − (x− y)− 2s)

= 1{t1+t2>|y−x|}
1

16
(t1 + t2 − (x− y))2 .
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If t1 ≥ t2 and x− y < t1 − t2 then

y + t2 − s ≤ x+ t1 − s and x− t1 + s ≤ y − t2 + s.

Then

E
[
u(t1, x)u(t2, y)

]
= 1{t1+t2>|y−x|}

1

4

∫ t1∧t2∧ 1
2
(t1+t2−|y−x|)

0

ds

∫ y+t2−s

y−t2+s

dz

= 1{t1+t2>|y−x|}
1

4

∫ t1∧t2∧ 1
2
(t1+t2−|y−x|)

0

ds(2t2 − 2s)

= 1{t1+t2>|y−x|}
1

4

∫ t2

0

ds(2t2 − 2s) = 1{t1+t2>|y−x|}
1

4
t22.

If t1 ≤ t2 and x− y ≤ t2 − t1, then

x+ t1 − s ≤ y + t2 − s and x− t1 + s ≥ y − t2 + s.

So

E
[
u(t1, x)u(t2, y)

]
= 1{t1+t2>|y−x|}

1

4

∫ t1∧t2∧ 1
2
(t1+t2−|y−x|)

0

ds

∫ x+t1−s

x−t1+s

dz

= 1{t1+t2>|y−x|}
1

4

∫ t1∧t2∧ 1
2
(t1+t2−|y−x|)

0

ds(2t1 − 2s)

= 1{t1+t2>|y−x|}
1

4

∫ t1

0

ds(2t1 − 2s) = 1{t1+t2>|y−x|}
1

4
t21.

If t1 ≤ t2 and x− y ≥ t2 − t1, then

y + t2 − s ≤ x+ t1 − s and x− t1 + s ≥ y − t2 + s

Consequently

E
[
u(t1, x)u(t2, y)

]
= 1{t1+t2>|y−x|}

1

4

∫ t1∧t2∧ 1
2
(t1+t2−|y−x|)

0

ds

(∫ y+t2−s

x−t1+s

dz

)

+

= 1{t1+t2>|y−x|}
1

4

∫ 1
2
(t1+t2−|y−x|)

0

ds(t1 + t2 − (x− y)− 2s)

= 1{t1+t2>|y−x|}
1

16
(t1 + t2 − (x− y))2 .

By the above four esimates, we showed (55) when x ≥ y. By symmetry, it is also
valid for x < y.
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Notice that the formula (56) has been obtained in [5] in the case t1 = t2.
Now, we compute the correlation between the increments of the solution to

the wave equation over small spatial intervals. Denote, for i = 0, .., N − 1 and t ≥ 0

Ai =

[
i

N
,
i+ 1

N

]
and u(t, Ai) = u

(
t,
i+ 1

N

)
− u

(
t,
i

N

)
. (57)

Lemma 8. Let u be given by (53).

(a) Suppose that t1 6= t2 and t1, t2 > 0 with t1 + t2 > 1. Then

E
[
u(t1, Ai)u(t2, Aj)

]
= − 1

8N2
1|t1−t2|≤ |i−j|−1

N

+ f
(1)
t1,t2,N

(|i− j|)1 |i−j|−1
N

<|t1−t2|≤ |i−j|
N

+f
(2)
t1,t2,N

(|i− j|)1 |i−j|
N

<|t1−t2|≤ |i−j|+1
N

(58)

for (i, j, N) ∈ {0, .., N − 1}2 × N satisfying i 6= j, where we used the notation,
for 1 ≤ k ≤ N

f
(1)
t1,t2,N

(k) = 2× 1

16

(
t1 + t2 −

k

N

)2

− 1

16

(
t1 + t2 −

k + 1

N

)2

− 1

4
(t1∧ t2)2 (59)

and

f
(2)
t1,t2,N

(k) =
1

4
(t1 ∧ t2)2 −

1

16

(
t1 + t2 −

k + 1

N

)2

. (60)

(b) Suppose that t1 6= t2 and t1, t2 > 0 with t1 + t2 > 1. Then

E
[
u(t1, Ai)u(t2, Ai)

]
= 0 (61)

for any i ∈ {0, .., N − 1} and any N ∈ N satisfying N > |t1 − t2|−1.

(c) Suppose that t > 1
2
. Then

E
[
u(t, Ai)

2
]

=
1

4N
2t− 1

8N2
=

1

4N

(
2t− 1

2N

)
(62)

for any N ∈ N and any i ∈ {0, 1, .., N − 1}.

(d) Suppose that t > 1
2
. Then

E
[
u(t, Ai)u(t, Aj)

]
= − 1

8N2
. (63)

for any i, j ∈ {0, 1, .., N − 1} satisfying i 6= j.
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Proof. Suppose that t1, t2 > 0 and t1 + t2 > 1. We have from (55), for every i, j =
0, .., N − 1

E
[
u(t1, Ai)u(t2, Aj)

]

= 2× 1

16

(
t1 + t2 −

|i− j|
N

)2

1|t1−t2|≤ |i−j|
N

+ 2× 1

4
(t1 ∧ t2)21|t1−t2|> |i−j|

N

− 1

16

(
t1 + t2 −

|i− j − 1|
N

)2

1|t1−t2|≤ |i−j−1|
N

− 1

4
(t1 ∧ t2)21|t1−t2|> |i−j−1|

N

− 1

16

(
t1 + t2 −

|i− j + 1|
N

)2

1|t1−t2|≤ |i−j+1|
N

− 1

4
(t1 ∧ t2)21|t1−t2|> |i−j+1|

N

. (64)

First we will show (61). Assume that i = j. Take N large enough such that
|t1 − t2| > 1

N
.

E
[
u(t1, Ai)u(t2, Ai)

]
= 2× 1

4
(t1 ∧ t2)21|t1−t2|>0

−2 × 1

16

(
t1 + t2 −

1

N

)2

1|t1−t2|≤ 1
N
− 2× 1

4
(t1 ∧ t2)21|t1−t2|> 1

N

= 0.

Next, we will verify (58). Let us assume i > j. In this case we have

E
[
u(t1, Ai)u(t2, Aj)

]
= 2× 1

16

(
t1 + t2 −

i− j

N

)2

1|t1−t2|≤ i−j
N

+ 2× 1

4
(t1 ∧ t2)21|t1−t2|> i−j

N

− 1

16

(
t1 + t2 −

i− j − 1

N

)2

1|t1−t2|≤ i−j−1
N

− 1

4
(t1 ∧ t2)21|t1−t2|> i−j−1

N

− 1

16

(
t1 + t2 −

i− j + 1

N

)2

1|t1−t2|≤ i−j+1
N

− 1

4
(t1 ∧ t2)21|t1−t2|> i−j+1

N
.

(65)
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If |t1 − t2| ≤ i−j−1
N

, the above expression gives

E
[
u(t1, Ai)u(t2, Aj)

]
=

1

16

[
2

(
t1 + t2 −

i− j

N

)2

−
(
t1 + t2 −

i− j − 1

N

)2

−
(
t1 + t2 −

i− j + 1

N

)2
]

= − 1

8N
(2(i− j)− (i− j − 1)− (i− j + 1))

+
1

16N2

(
2(i− j)2 − (i− j − 1)2 − (i− j + 1)2

)

= − 1

8N
(2(i− j)− (i− j − 1)− (i− j + 1))− 1

8N2
= − 1

8N2
.

If i−j−1
N

< |t1 − t2| ≤ i−j
N

or i−j
N
< |t1 − t2| ≤ i−j+1

N
, the conclusion is obtained

directly from (65) and finally, if |t1 − t2| > i−j+1
N

, then

E
[
u(t1, Ai)u(t2, Aj)

]
= 2× 1

4
(t1 ∧ t2)2 −

1

4
(t1 ∧ t2)2 −

1

4
(t1 ∧ t2)2 = 0.

We consider the case (62). For t > 1
2
, from (56),

E
[
u(t, Ai)

2
]

= 2× 1

16
(2t)2 − 2× 1

16

(
2t− 1

N

)2

=
1

4N

(
2t− 1

2N

)
.

Regarding (63), for i 6= j, by (64), we have

E
[
u(t, Ai)u(t, Aj)

]
=

1

16

[
2

(
2t− |i− j|

N

)2

−
(
2t− |i− j − 1|

N

)2

−
(
2t− |i− j + 1|

N

)2
]

= − t

4N
(2|i− j| − |i− j − 1| − |i− j + 1|)

+
1

16N2

(
2|i− j|2 − |i− j − 1|2 − |i− j + 1|2

)

= − t

4N
(2|i− j| − |i− j − 1| − |i− j + 1|)− 1

8N2

= − 1

8N2
.

33



Note that
2|i− j| − |i− j − 1| − |i− j + 1| = −2 if i = j

and
2|i− j| − |i− j − 1| − |i− j + 1| = 0 if i 6= j.

The conclusion is obtained.

As an immediate consequence of Lemma 8, we have

Corollary 1. If t1 6= t2 are fixed in (0,∞) with |t1 − t2| ≥ 1 , then u(t1, Ai) and
u(t2, Aj) are independent Gaussian random variables for every i, j∈ {0, 1, ..., N − 1}.

5.3 The quadratic variation

Fix the time t > 1/2. We denote xj = j
N

for j = 0, . . . , N for every N ∈ N. xj
depends on n. The centered renormalized quadratic variation statistic over the unit
interval [0, 1] can be defined in the following way:

VN,t =

N−1∑

j=0

[
(u(t, xj+1)− u(t, xj))

2

E
[
(u(t, xj+1)− u(t, xj))

2 ] − 1

]
=

N−1∑

j=0

[
u(t, Aj)

2

E
[
|u(t, Aj)|2

] − 1

]
. (66)

Starting with this paragraph, we will denote by Iq = IWq the multiple integral
of order q ≥ 1 with respect to the Gaussian noise W (given by (52)) and by D = DW

the Malliavin derivative with respect to W . In this case, we will write

u(t, xi+1)−u(t, xi) = I1(gt,i) with gt,i(u, y) = G1(t−u, xi+1−y)−G1(t−u, xi−y) (67)

where G1 from (54).
Using the product formula for multiple Wiener-integrals (100), we can rewrite:

VN,t =
N−1∑

j=0




I21 (gt,i)

E

[(
u(t, x+1)− u(t, xj)

)2] − 1




=

N−1∑

j=0



I2
(
g⊗2
t,i

)
+ E

[(
u(t, xj+1)− u(t, xj)

)2]

E

[(
u(t, xj+1)− u(t, xj)

)2] − 1




=

N−1∑

j=0

I2
(
g⊗2
t,i

)

E

[(
u(t, xj+1)− u(t, xj)

)2] = I2(fN) (68)
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with

fN =
N−1∑

j=0

g⊗2
t,i

E
[
|u(t, Aj)|2

] .

We will use the symbolic notation, for i, j = 0, .., N ,

〈Ai, Aj〉 := 〈gt,i, gt,j〉L2([0,∞)×R, dtdx) = E [u(t, Ai)u(t, Aj)] .

Let us first estimate the L2-mean of the random variable VN,t as N → ∞.

Lemma 9. Suppose that t > 1/2. Let v2N,t = E
[
V 2
N,t

]
. Then

1

2N
v2N,t = 1 +

1

2
(N − 1)

(
− 1

8N2

)2
(

1
4N

(2t− 1
2N

)
)2 = 1 +O(

1

N
). (69)

Proof. Notice that

v2N,t = 2
N−1∑

j,k=0

〈Aj , Ak〉2
E
[
|u(t, Aj)|2

]
E
[
|u(t, Ak)|2

]

= 2N + 2

N−1∑

j,k=0;j 6=k

〈Aj , Ak〉2
E
[
|u(t, Aj)|2

]
E
[
|u(t, Ak)|2

] = 2N + 2

N−1∑

j,k=0;j 6=k

(−8N2)−2

((4N)−1(2t− 1
2N

))2

= 2N +N(N − 1)
(−8N2)−2

((4N)−1(2t− 1
2N

))2

where we used (62), (63).

We define

FN,t =
VN,t√
2N

. (70)

We will show below that the sequence (FN)N≥1 satisfies the conditions [A1], [A2]
and [C].

5.4 The Gamma-factors

We need to compute the Gamma-factors Γ(p)(FN,t) for any p ≥ 1 at fixed time t > 1/2
with Γ(p) defined in (2). We have

Γ(1)(FN,t) = FN,t
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and

Γ(2)(FN,t) = 〈DFN,t, D(−L)−1FN,t〉

=

〈
2

(2N)
1
2

N−1∑

j1=0

I1(Aj1)IA1

E
[
|u(t, Aj1)|2

] , 1

(2N)
1
2

N−1∑

j2=0

I1(Aj2)Aj2

E
[
|u(t, Aj2)|2

]
〉

=
2

2N

N−1∑

j1,j2=0

I1(Aj1)I1(Aj2)〈Aj1, Aj2〉
E
[
|u(t, Aj1)|2

]
E
∣∣u(t, Aj2)|2

]

=
2

2N

N−1∑

j1,j2=0

I2(Aj1 ⊗ Aj2)〈Aj1, Aj2〉
E
[
|u(t, Aj1)|2

]
E
[
|u(t, Aj2)|2

] + 2

2N

N−1∑

j1,j2=0

〈Aj1 , Aj2〉2
E[
∣∣u(t, Aj1)|2

]
E
[
|u(t, Aj2)|2

]

=
2

2N

N−1∑

j1,j2=0

I2(Aj1 ⊗ Aj2)〈Aj1, Aj2〉
E
[
|u(t, Aj1)|2

]
E
[
|u(t, Aj2)|2

] + E
[
Γ(2)(FN,t)

]
. (71)

Next,

Γ(3)(FN,t) = 〈DFN,t, D(−L)−1Γ(2)(FN,t)〉

=
4

(2N)
3
2

N−1∑

j1,j2,j3=0

I1(Aj1)I1(Aj2)〈Aj1, Aj3〉〈Aj2, Aj3〉
E
[
|u(t, Aj1)|2

]
E
[
|u(t, Aj2)|2

]
E
[
|u(t, Aj3)|2

]

=
4

(2N)
3
2

N−1∑

j1,j2,j3=0

I2(Aj1 ⊗ Aj2)〈Aj1, Aj3〉〈Aj2, Aj3〉
E
[
|u(t, Aj1)|2

]
E
[
|u(t, Aj2)|2

]
E
[
|u(t, Aj3)|2

]

+
4

(2N)
3
2

N−1∑

j1,j2,j3=0

〈Aj1, Aj2〉〈Aj1, Aj3〉〈Aj2, Aj3〉
E
[
|u(t, Aj1)|2

]
E
[
|u(t, Aj2)|2

]
E
[
|u(t, Aj3)|2

]

=
4

(2N)
3
2

N−1∑

j1,j2,j3=0

I2(Aj1 ⊗ Aj2)〈Aj1, Aj3〉〈Aj2, Aj3〉
E
[
|u(t, Aj1)|2

]
E
[
|u(t, Aj2)|2

]
E
[
|u(t, Aj3)|2

] + EΓ(3)(FN,t).
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In the same way, for any p ≥ 2,

Γ(p)(FN,t) = 〈DFN,t, D(−L)−1Γp−1(FN,t)〉

=
2p−1

(2N)
p
2

N−1∑

j1,..,jp=0

I2(Aj1⊗̃Aj2)〈Aj2, Aj3〉〈Aj3, Aj4〉....〈Ajp−1 , Ajp〉〈Ajp, Aj1〉
E
[
|u(t, Aj1)|2

]
....E

[
|u(t, Ajp)|2

]

+
2p−1

(2N)
p
2

N−1∑

j1,..,jp=0

〈Aj1, Aj2〉〈Aj2, Aj3〉〈Aj3, Aj4〉....〈Ajp−1, Ajp〉〈Ajp, Aj1〉
E
[
|u(t, Aj1)|2

]
....E

[
|u(t, Ajp)|2

]

=
2p−1

(2N)
p
2

N−1∑

j1,..,jp=0

I2(Aj1⊗̃Aj2)〈Aj2, Aj3〉〈Aj3, Aj4〉....〈Ajp−1 , Ajp〉〈Ajp, Aj1〉
E
[
|u(t, Aj1)|2

]
....E

[
|u(t, Ajp)|2

]

+EΓ(p)(FN,t). (72)

where

E
[
Γ(p)(FN,t)

]

=
2p−1

(2N)
p
2

N−1∑

j1,..,jp=0

〈Aj1, Aj2〉〈Aj2, Aj3〉〈Aj3, Aj4〉....〈Ajp−1, Ajp〉〈Ajp, Aj1〉
E
[
|u(t, Aj1)|2

]
....E

[
|u(t, Ajp)|2

] . (73)

Then, using (62) and (63) in Lemma 8

E
[
Γ(p)(FN,t)

]

=
2p−1

(2N)
p
2


N + ap,2N(N − 1)

( (
− 1

8N2

)
(

1
4N

(2t− 1
2N

)
)
)2

+ ap,3N(N − 1)(N − 2)

( (
− 1

8N2

)
(

1
4N

(2t− 1
2N

)
)
)3

+ · · ·+ ap,pN(N − 1) · · · (N − p+ 1)

( (
− 1

8N2

)
(

1
4N

(2t− 1
2N

)
)
)p]

(74)

where ap,2, .., ap,p are combinatorial constants. In order to get the explicit asymptotic
expansion of the E

[
Γ(p)(FN,t)

]
(which is necessary in order to check [C]), we will need

to evaluate the Taylor expansion of

(
(− 1

8N2 )
( 1
4N

(2t− 1
2N

))

)k

for every k ≥ 1 integer. We can

write ( (
− 1

8N2

)
(

1
4N

(2t− 1
2N

)
)
)k

= (−1)k
(

1

4Nt

)k (
1

1− 1
4Nt

)k

.

Using
(

1

1− x

)k

=
1

(k − 1)!

(
1

1− x

)(k−1)

=
1

(k − 1)!

∞∑

n=k−1

n!

(n− k + 1)!
xn−k+1 =

∞∑

n=0

Ck−1
n+k−1x

n,
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where Ca
b =

(
b
a

)
, we get

( (
− 1

8N2

)
(

1
4N

(2t− 1
2N

)
)
)k

= (−1)k
(

1

4Nt

)k ∞∑

n=0

Ck−1
n+k−1

(
1

4Nt

)n

. (75)

Let us now check assumptions [A1], [A2] and [C] in order to apply Theorem 3.

5.5 Checking condition [C]

We will show that condition [C] is satisfied for C = 1 and γ = 1
2
. Let us first look to

assumption [C](i). Since d = 1, we have I = {1} and the only non-empty subset of I2

is {(1, 1)}. Let Γ(2) = Γ
(2)
I2
. In order to check [C](i), we need to find the asymptotic

behavior of E
[
Γ(2)(FN,t)

]
− 1. From (73)

E
[
Γ(2)(FN,t)

]
− 1 =

2

2N

N−1∑

j1,j2=0

〈Aj1, Aj2〉2
E
[
|u(t, Aj1)|2

]
E
[
|u(t, Aj2)|2

] − 1

=
1

N
N(N − 1)

( (
− 1

8N2

)
(

1
4N

(2t− 1
2N

)
)
)2

and from (75), for every q ≥ 3

E
[
Γ(2)(FN,t)

]
− 1

=
1

N
N(N − 1)(−1)2

1

(4Nt)2

∞∑

n=0

C1
n+1

(
1

4Nt

)n

= (N − 1)
1

(4Nt)2

(
1 + 2

1

4Nt
+ 3

1

(4Nt)2
+ .... + (q + 1)

1

(4Nt)q
+ o(N−q)

)

=
1

(4t)2
1

N
+

(
2

1

(4t)3
− 1

(4t)2

)
1

N2
+ · · ·+

(
q

1

(4t)q+1
− (q − 1)

1

(4t)q

)
1

N q
+ o(N−(q+1)).

(76)

Therefore condition [C](i) holds by taking q = p−1
2

(so q + 1 = p−1
2
) with

c(I2, k) = 0 if k is odd and c(I2, 2k) = k
1

(4t)k+1
− (k − 1)

1

(4t)k
, k ≥ 1.
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Next, we show [C](ii).We will obtain the asymptotic expansion of E[Γ(j)(FN,t)]
for every j ≥ 3 integer. By using (74),

E
[
Γ(j)(FN,t)

]

=
2j−1

(2N)
j
2



N + aj,2N(N − 1)

( (
− 1

8N2

)
(

1
4N

(2t− 1
2N

)
)
)2

+ aj,3N(N − 1)(N − 2)

( (
− 1

8N2

)
(

1
4N

(2t− 1
2N

)
)
)3

+...+ aj,jN(N − 1) · · · (N − j + 1)

( (
− 1

8N2

)
(

1
4N

(2t− 1
2N

)
)
)j

 (77)

where aj,2, .., aj,j are combinatorial constants. Therefore, via (75)

E
[
Γ(j)(FN,t)

]
=

2j−1

(2N)
j
2

[
N + aj,2(−1)2

1

(4t)2
N !

(N − 2)!N2

∞∑

n=0

C1
n+1

(
1

4Nt

)n

+aj,3(−1)3
1

(4t)3
N !

(N − 3)!N3

∞∑

n=0

C2
n+2

(
1

4Nt

)n

+ ....+

+aj,j(−1)p
1

(4t)j
N !

(N − j)!N j

∞∑

n=0

Cj
n+j

(
1

4Nt

)n
]
.

Since

N !

(N − k)!Nk
=

(
1− 1

N

)
· · ·
(
1− k − 1

N

)

for k ≥ 2, we obtain

E
[
Γ(j)(FN,t)

]
= c(Ij , 1)

1

N
j
2
−1

+ c(Ij , 3)
1

N
j
2

+ c(Ij , 5)
1

N
j
2
+1

(78)

+ . . .+ c(Ij , p− j + 2)
1

N
p−1
2

+ o

(
1

N
p−1
2

)

for j ∈ {3, ..., p+1}. All the coefficients above can be written explicitely. In particular
c(Ij, 2k) = 0 for every k ≥ 1 integer while

c(Ij, 1) = 2
j
2
−1, c(Ij, 3) = 2

j
2
−1

(
aj,2(−1)2

1

(4t)2
+ aj,3(−1)3

1

(4t)3
+ ....+ aj,j(−1)j

1

(4t)j

)

and

c(Ij , 5) = 2
j
2
−1

j∑

k=2

aj,k(−1)k
1

(4t)k

(
k + 1

4t
− (k − 1)k

2

)
.
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5.6 Checking conditions [A1] and [A2]

Condition [A1](i) is clearly verified for every l, r because FN,t is an element of the
second Wiener chaos with E

[
F 2
N

]
→ 1 as N → ∞. Condition [A1](ii) can be checked

similarly to [A2](i).
Let q = (p−1)/2. Due to Lemma 1 (b) and by the hypercontractivity propery

of multiple stochastic integrals (101), it suffices to check that for every p ≥ 3

∥∥Γ(p+1)(FN,t)− E
[
Γ(p+1)(FN,t)

]∥∥
2
= o(N− p−1

2 ).

Let Γ̃(p+1)(FN,t) = Γ(p+1)(FN,t)− E
[
Γ(p+1)(FN,t)

]
. Then by (72),

E

[(
Γ̃(p+1)(FN,t)

)2 ]
(

2p

(2N)
p+1
2

)2

×2
N−1∑

j1,..,jp+1,

k1,..,kp+1=0

〈Aj1⊗̃Aj2 , Ak1⊗̃Ak2〉〈Aj2, Aj3〉....〈Ajp+1, Aj1〉〈Ak2, Ak3〉...〈Akp+1, Ak1〉
E
[
|u(t, Aj1)|2

]
· · ·E

[
|u(t, Ajp+1)|2

]
E
[
|u(t, Ak1)|2

]
· · ·E

[
|u(t, Akp+1)|2

]

=

(
2p+1

(2N)
p+1
2

)2

2
N−1∑

j1,..,jp+1,

k1,..,kp+1=0

× 〈Aj1, Ak1〉〈Aj2, Ak2〉〈Aj2, Aj3〉....〈Ajp+1, Aj1〉〈Ak2, Ak3〉....〈Akp+1, Ak1〉
E
[
|u(t, Aj1)|2

]
· · ·E

[
|u(t, Ajp+1)|2

]
E
[
|u(t, Ak1)|2

]
· · ·E

[
|u(t, Akp+1)|2

] (79)

where we used the symmetry of the sums above and the formula

〈f⊗̃g, f1, ⊗̃g1〉 =
1

2
(〈f, f1〉〈g, g1〉+ 〈f, g1〉〈g, f1〉).

Consequently, by (62) and (63), we get

E

[(
Γ̃(p)(FN,t)

)2 ]

= 2

(
2p

(2N)
p+1
2

)2

(N +O(1)) = 2pN−(p+1)(N +O(1)) = 2pN−p + o(N−p).(80)

The above estimate is true for every p ≥ 3 and it clearly implies [A2].
To summarize the behavior of the cumulants, we have the situation described

in Table 1 with γ = 1
2
.
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Table 1: The asymptotic behavior of E
[
Γ(j)
]

Summand First order term Second term Third term Fourth term

E
[
Γ(3)(FN)

]
1

Nγ
1

N3γ
1

N5γ
1

N7γ

E
[
Γ(4)(FN )

]
+ (E

[
Γ(2)(FN )

]
− 1) 1

N2γ
1

N4γ
1

N6γ
1

N8γ

E
[
Γ(5)(FN)

]
1

N3γ
1

N5γ
1

N7γ
1

N9γ

E
[
Γ(6)(FN)

]
1

N4γ
1

N6γ
1

N8γ
1

N10γ

E
[
Γ(7)(FN)

]
1

N5γ
1

N7γ
1

N9γ
1

N11γ

. . .
E
[
Γ(p)(FN )

]
1

N(p−2)γ
1

Npγ
1

N(p+2)γ
1

N(p+4)γ

E
[
Γ(p+1)(FN )

]
1

N(p−1)γ
1

N(p+1)γ
1

N(p+3)γ
1

N(p+5)γ

5.7 The multidimensional case

Consider the sequence
FN,t = (FN,t1 , FN,t2) (81)

with FN,t given by (70) and t1 6= t2 and t1, t2 > 1/2. Using relations (58) and (61)
we can prove that this two-dimensional sequence satisfies [A1], [A2] and [C].

Recall that we denoted by Iq = IWq the multiple integral of order q ≥ 1 with
respect to the Gaussian field W (whose covariance is given by (52)) and by D = DW

the Malliavin derivative with respect to W . In this case, the sequence (70) can be
written

FN,ti =
1√
2N

N−1∑

j=0

I2(g
⊗2
ti,j

)

E
[
|u(t, Aj)|2

]

for i = 1, 2, where we used the notation u(t, Aj) from (57) and gt,i from (67). Let us
first compute the Gamma factors (2) of the vector (81). Since, for a = 1, 2

DFN,ta =
2√
2N

N−1∑

j=0

I1(gta,j)gta,j

E
[
|u(ta, Aj)|2

] and D(−L)−1FN,ta =
1√
2N

N−1∑

j=0

I1(gta,j)gta,j

E
[
|u(ta, Aj)|2

]

and by using the symbolic notation, for a, b = 1, 2 and j1, j2 = 0, 1, .., N − 1

〈Aj1 , Aj2〉Hta,tb
= E

[
u(ta, Aj1)u(tb, Aj2)

]
= 〈gta,j1, gtb,j2〉.

we get, for every i1, i2 = 1, 2
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Γ
(2)
i1,i2

(FN,t) = 〈DFN,ti1
, D(−L)−1FN,ti2

〉

=
1

N

N−1∑

j1,j2=0

I1(gti1 ,j1)I1(gti2 ,j2)〈Aj1, Aj2〉Htii
,ti2

E
[
|u(ti1, Aj1)|2

]
E
[
|u(ti2 , Aj2)|2

]

=
1

N

N−1∑

j1,j2=0

I2((gti1 ,j1)⊗̃(gti2 ,j2))〈Aj1, Aj2〉Htii
,ti2

E
[
|u(ti1, Aj1)|2

]
E
[
|u(ti2, Aj2)|2

]

+
1

N

N−1∑

j1,j2=0

〈Aj1 , Aj2〉2Htii
,ti2

E
[
|u(ti1, Aj1)|2

]
E
[
|u(ti2, Aj2)|2

]

=
1

N

N−1∑

j1,j2=0

I2((gti1 ,j1)⊗̃(gti2 ,j2))〈Aj1, Aj2〉Htii
,ti2

E
[
|u(ti1, Aj1)|2

]
E
[
|u(ti2, Aj2)|2

]

+E
[
Γ
(2)
(i1,i2)

(FN,t)
]
.

In the same way, we get for p ≥ 2

Γ
(p)
i1,..,ip

(FN,t) =
2p−1

(2N)
p
2

N−1∑

j1,..,jp=0

I2((gti1 ,x,j1)⊗̃(gti2 ,x,j2))〈Aj2, Aj3〉Hti2
,ti3
....〈Ajp, Aj1〉Htip

,ti1

E
[
|u(ti1, Aj1)|2

]
· · ·E

[
|u(tip, Ajp)|2

]

+E
[
Γ
(p)
i1,..,ip

(FN,t)
]

where

E
[
Γ
(p)
i1,..,ip

(FN,t)
]
=

2p−1

(2N)
p
2

N−1∑

j1,..,jp=0

〈Aj1, Aj2〉Htii
,ti2

〈Aj2, Aj3〉Hti2
,ti3
...〈Ajp, Aj1〉Htip

,ti1

E
[
|u(ti1, Aj1)|2

]
· · ·E

[
|u(tip, Ajp)|2

] .

(82)

5.8 Checking conditions [A1], [A2] and [C]

We will check our main assumptions in the particular case p = 2 with γ = 1
2
and

C a symmetric matrix in dimension two. Let us first determine the limit covariance
matrix C.

Denote by ⌈x⌉ the minimum integer that is not less than x. Let ηN = ⌈τN⌉−
Nτ for τ = |t1 − t2|.
Lemma 10. Let t1 6= t2 and t1, t2 > 1/2.
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1. Assume |t1 − t2| ≥ 1. Then

E
[
Γ
(2)
i,j (FN,t)

]
= 1{i=j}

(
1 +O(N−1)

)

as N → ∞ for i, j = 1, 2.

2. Assume |t1 − t2| < 1 (and hence t1 + t2 > 1). Then, as N → ∞,

E
[
Γ
(2)
i,i (FN,t)

]
= 1 +O(N−1)

for i = 1, 2, and

E
[
Γ
(2)
i,j (FN,t)

]
=

(1− |t1 − t2|)(t1 ∧ t2)2
2t1t2

(
2η2N − 2ηN + 1

)
+O(N−1) (83)

for (i, j) = (1, 2), (2, 1).

Proof. In both cases, we have

E
[
Γ
(2)
i,i (FN,t)

]
= 1 +O(N−1)

for i = 1, 2 by Lemma 9.
We will investigate the asymptotic behavior of E[Γ

(2)
1,2(FN,t)]. In Case 1, by

Corollary 1, we obtain

E
[
Γ
(2)
1,2(FN,t)

]
= E [FN,t1FN,t2 ] = 0.

In Case 2, using (58) and (61),we can write

E
[
Γ
(2)
1,2(FN,t)

]
=

1

N

N−1∑

j1,j2=0

(
E
[
u(t1, Aj1)u(t2, Aj2)

])2

E
[
|u(t1, Aj1)|2

]
E
[
|u(t1, Aj1)|2

]

=
1

N

(
1

4N
(2t1 −

1

2N
)

)−1(
1

4N
(2t2 −

1

2N
)

)−1

×
N−1∑

j1,j2=0,j1 6=j2

[ −1

8N2
1|t1−t2|≤ |j1−j2|−1

N

+ f
(1)
t1,t2,N

(|j1 − j2|)1 |j1−j2|−1
N

<|t1−t2|≤ |j1−j2|
N

+f
(2)
t1,t2,N

(|j1 − j2|)1 |j1−j2|
N

<|t1−t2|≤ |j1−j2|+1
N

]2
(84)

with f (1), f (2) from (59) and (60) respectively.

To get the limit of the sequence uN := E
[
Γ
(2)
1,2(FN,t)

]
, it suffices to get the limit

of uN |t1−t2|−1. We can write, by (84), with N1,2 = N |t1 − t2|−1
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uN |t1−t2|−1 =
1

N1,2

(
1

4N1,2
(2t1 −

1

2N1,2
)

)−1(
1

4N1,2
(2t2 −

1

2N1,2
)

)−1

×(u
(1)
N + u

(2)
N + u

(3)
N ) (85)

with

u
(1)
N =

(
− 1

8N2

)2 [N1,2]−1∑

j1,j2=0,j1 6=j2

1|j1−j2|≥N+1,

u
(2)
N =

[N1,2]−1∑

j1,j2=0,j1 6=j2

(
f
(1)
t1,t2,N1,2

(|j1 − j2|)
)2

1|j1−j2|=N , u
(3)
N =

[N1,2]−1∑

j1,j2=0,j1 6=j2

(
f
(2)
t1,t2,N1,2

(|j1 − j2|)
)2

1|j1−j2|=N−1.

Notice that

f
(1)
t1,t2,N1,2

(N) = f
(2)
t1,t2,N1,2

(N − 1)

=
1

16
(t1 + t2 − |t1 − t2|)2 −

1

16

(
t1 + t2 − |t1 − t2| − |t1 − t2|

1

N

)2

=
1

8
|t1 − t2|(t1 ∧ t2)

1

N
+ c2

1

N2
+ c3

1

N3
+ . . . . (86)

Coming back to (85), we deduce that

E
[
Γ
(2)
1,2(FN,t)

]
∼ 1

N1,2

4N2
1,2

t1t2

(
1

8
(t1 ∧ t2)

)2
1

N2
1,2

[N1,2]−1∑

j1,j2=0,j1 6=j2

[
1|j1−j2|=N+1 + 1|j1−j2|=N−1

]

∼ 4

64

(t1 ∧ t2)2
t1t2

4
(
|t1 − t2|−1 − 1

)
:= C1,2 = C2,1. (87)

Denote uN = E
[
Γ
(2)
1,2(FN,t)

]
. Let τ = |t1 − t2|. Then

uN =
1

N

(
1

4N
(2t1 −

1

2N
)

)−1(
1

4N
(2t2 −

1

2N
)

)−1

(u
(1)
N + u

(2)
N + u

(3)
N ) (88)

with

u
(1)
N =

(
− 1

8N2

)2 N−1∑

j1,j2=0,j1 6=j2

1{|j1−j2|≥τN+1},

u
(2)
N =

N−1∑

j1,j2=0,j1 6=j2

(
f
(1)
t1,t2,N

(|j1 − j2|)
)2

1{τN≤|j1−j2|<τN+1}
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and

u
(3)
N =

N−1∑

j1,j2=0,j1 6=j2

(
f
(2)
t1,t2,N

(|j1 − j2|)
)2

1{τN−1≤|j1−j2|<τN}.

The contribution of u
(1)
N to uN is asymptotically negligible since

u
(1)
N = O(N−2).

Moreover,

u
(2)
N = 2(N − ⌈τN⌉) ×

{
2

16

(
t1 + t2 −

⌈τN⌉
N

)2

− 1

16

(
t1 + t2 −

⌈τN⌉ + 1

N

)2

− 1

4
(t1 ∧ t2)2

}2

and

u
(3)
N = 2(N − ⌈τN⌉ + 1)×

{
1

4
(t1 ∧ t2)2 −

1

16

(
t1 + t2 −

⌈τN⌉
N

)2}2

.

Since

t1 + t2 −
⌈τN⌉
N

= t1 + t2 − τ − ηN
N

= 2(t1 ∧ t2)−
ηN
N

we can express u
(2)
N , u

(3)
N as

u
(2)
N = 2(1− τ)N−1 ×

{
1

4
(t1 ∧ t2)(1− ηN ) +O(N−1)

}2

+O(n−2)

and

u
(3)
N = 2(1− τ)N−1 ×

{
1

4
(t1 ∧ t2)ηN +O(N−1)

}2

+O(n−2).

Consequently,

uN =
(1− |t1 − t2|)(t1 ∧ t2)2

2t1t2

{
(1− ηN)

2 + η2N
}
+O(N−1).
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When |t1 − t2| < 1, the sequence uN does not converge. We need to consider
the limit of uN along a subsequence of N such that ηN → a ∈ [0, 1]. More precisely,
uN does not converge, however,

uN =
(1− |t1 − t2|)(t1 ∧ t2)2

2t1t2

(
2a2 − 2a+ 1

)
+ o(N−1/2) (89)

along any subsequence such that

ηN = a + o(N−1/2) (90)

as N → ∞ for some a ∈ [0, 1].
Thus, in Case 2, we can consider approximation to the distribution of FN,t by

the asymptotic expansion along the subsequence.
Define the matrix C = (Ci,j)i,j=1,2 by Ci,j = 1{i=j} in the case |t1 − t2| ≥ 1,

and by C1,1 = C2,2 = 1 and

C1,2 = C2,1 =
(1− |t1 − t2|)(t1 ∧ t2)2

2t1t2

(
2a2 − 2a+ 1

)

in the case |t1 − t2| < 1.
We now check [A1], [A2] and [C] for p = 2 and γ = 1

2
. In what follows, we will

consider the full sequence (N)N∈N when |t1− t2| ≥ 1, but only consider a subsequence
of (N)N∈N satisfying (90) when |t1 − t2| < 1. Since I = {1, 2}, we need to evaluate

E
[
Γ
(2)
I2
(FN,t)

]
and E

[
Γ(3)(FN,t)

]

for every I2 in I2.
By Lemma 10, we have the property [C](i), that is,

E
[
Γ
(2)
I2
(FN,t)

]
= CI2 + o(N−1/2)

for I2 ∈ I2 (i = 1, 2) as N → ∞ (but along the subsequence when |t1 − t2| < 1).

In order to check [C](ii), we need to estimate E
[
Γ
(3)
i1,i2,i3

(FN,t)
]
with (i1, i2, i3) ∈

{1, 2}2.
If i1 = i2 = i3 (and they are 1 or 2), then we can follow the lines from the

one-dimensional case, see relation (77). We will have, for i = 1, 2,
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E
[
Γ
(3)
i,i,i(FN,t)

]
= E

[
Γ(3)(FN,ti)

]

=
4

(2N)
3
2


N + 3N(N − 1)

( (
− 1

8N2

)
(

1
4N

(2ti − 1
2N

)
)
)2

+N(N − 1)(N − 2)

( (
− 1

8N2

)
(

1
4N

(2ti − 1
2N

)
)
)3



and by (75) we obtain

E
[
Γ
(3)
i,i,i(FN,t)

]
=

4

(2N)
3
2

[
N + 3(−1)2

1

(2N(2ti))2
N !

(N − 2)!

∞∑

n=0

C1
n+1

(
1

2N(2ti)

)n

+(−1)3
1

(2N(2ti))3
N !

(N − 3)!

∞∑

n=0

C2
n+2

(
1

2N(2ti)

)n
]
.

We thus obtain the estimate (78) where in the expression of the coefficients we replace
t by ti.

If i1, i2, i3 ∈ {1, 2} are not all equal, then we have a different behaviors of the

quantity E
[
Γ
(3)
i1,i2,i3

(FN,t)
]
. We can assume i1 = i2 = 1 and i3 = 2 since the other
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cases can be treated analogously. In this situation, from (58)-(63)

E
[
Γ
(3)
i1,i2,i3

(FN,t)
]

=
4

(2N)
3
2

N−1∑

j1,j2,j3=0

E
[
u(t1, Aj1)u(t1, Aj2)

]
E
[
u(t1, Aj2)u(t2, Aj3)

]
E
[
u(t2, Aj3)u(t1, Aj1)

]

E
[
|u(t1, Aj1)|2

]
E
[
|u(t1, Aj2)|2

]
E
[
|u(t2, Aj3)|2

]

=
4

(2N)
3
2

(
1

4N

(
2t1 −

1

2N

))−2(
1

4N

(
2t2 −

1

2N

))−1

×
N−1∑

j1,j2,j3=0

E
[
u(t1, Aj1)u(t1, Aj2)

]
E
[
u(t1, Aj2)u(t2, Aj3)

]
E
[
u(t2, Aj3)u(t1, Aj1)

]

=
4

(2N)
3
2

(
1

4N

(
2t1 −

1

2N

))−2(
1

4N

(
2t2 −

1

2N

))−1

×
N−1∑

j1,j2,j3=0;j2 6=j3 6=j1

E
[
u(t1, Aj1)u(t1, Aj2)

]
E
[
u(t1, Aj2)u(t2, Aj3)

]
E
[
u(t2, Aj3)u(t1, Aj1)

]

=
4

(2N)
3
2

(
1

4N

(
2t1 −

1

2N

))−2(
1

4N

(
2t2 −

1

2N

))−1

×
[

N−1∑

j1,j2=0;j1 6=j2

E
[
|u(t1, Aj1)|2

] (
E
[
u(t1, Aj1)u(t2, Aj2)

])2

+

N−1∑

j1,j2,j3=0;j2 6=j3 6=j1 6=j2

E
[
u(t1, Aj1)u(t1, Aj2)

]
E
[
u(t1, Aj2)u(t2, Aj3)

]
E
[
u(t2, Aj3)u(t1, Aj1)

]
]

=:
4

(2N)
3
2

(
1

4N

(
2t1 −

1

2N

))−2(
1

4N

(
2t2 −

1

2N

))−1 (
v
(1)
N + v

(2)
N

)
.

In Case |t1−t2| ≥ 1, we see E
[
Γ
(3)
i1,i2,i3

(FN,t)
]
= 0 by Corollary 1. In Case |t1−t2| < 1,

we are only considering the subsequence of (N)N∈N. By Lemma 8 (d) and (a), we
have

|v(2)N | <∼ O(N−2)×
∣∣∣∣

N−1∑

j1,j2,j3=0;j2 6=j3 6=j1 6=j2

∣∣∣∣E
[
u(t1, Aj2)u(t2, Aj3)

]
E
[
u(t2, Aj3)u(t1, Aj1)

]∣∣∣∣

= O(N−2)×
(
O(N2 ×N−2 ×N−2) +O(N ×N−1 ×N−1)

)
= O(N−3)

since the last sum is essentially one-dimensional. Therefore, v
(2)
N has no essential
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contribution in the limit. As for v
(1)
N , by Lemma 8 (c),

v
(1)
N =

N−1∑

j1,j2=0;j1 6=j2

E
[
|u(t1, Aj1)|2

] (
E
[
u(t1, Aj1)u(t2, Aj2)

])2

=

(
t1
2N

+O(N−2)

) N−1∑

j1,j2=0;j1 6=j2

(
E
[
u(t1, Aj1)u(t2, Aj2)

])2
.

Therefore,

4

(2N)
3
2

(
1

4N

(
2t1 −

1

2N

))−2(
1

4N

(
2t2 −

1

2N

))−1

v
(1)
N

=
4

2
3
2N1/2

(
1

4N

(
2t1 −

1

2N

))−1(
t1
2N

+O(N−2)

)
uN .

From (89), we obtain, with a from (90),

E
[
Γ
(3)
1.1.2(FN,t)

]
=

4

2
3
2N1/2

(
1

4N

(
2t1 −

1

2N

))−1(
t1
2N

+O(N−2)

)

×(1− |t1 − t2|)(t1 ∧ t2)2
2t1t2

(
2a2 − 2a+ 1

)
+ o(N−1/2)

=
(1− |t1 − t2|)(t1 ∧ t2)2√

2Nt1t2

(
2a2 − 2a+ 1

)
+ o(N−1/2)

Consequently, we obtained

E
[
Γ
(3)
i1,i2,i3

(FN,t)
]
= D1N

−1/2 + o(N−1/2) (91)

and this verifies [C](ii).
Similarly to the one-dimensional case, we can check [A1]−−[A2]. Recall that

Γ̃
(3)
i1,..,i3

(FN,t) =
22

(2N)
3
2

N−1∑

j1,j2,j3=0

I2((gti1 ,x,j1)⊗̃(gti2 ,x,j2))〈Aj2, Aj3〉Hti2
,ti3

〈Aj3, Aj1〉Hti3
,ti1

E
[
|u(ti1, Aj1)|2

]
E
[
|u(ti2, Aj2)|2

]
E
[
|u(ti3, Aj3)|2

]

for

Γ̃
(3)
i1,..,i3

(FN,t) = Γ
(3)
i1,..,i3

(FN,t)−E
[
Γ
(3)
i1,..,i3

(FN,t)
]
.
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Therefore,

E
[
|Γ̃(3)

i1,..,i3
(FN,t)|2

]

=

(
22

(2N)
3
2

)2 N−1∑

j1,j2,j3=0

j′
1
,j′
2
,j′
3
=0

{ 〈Aj1, Aj′1
〉Hti1

,ti1
〈Aj2, Aj′2

〉Hti2
,ti2

〈Aj2 , Aj3〉Hti2
,ti3

E
[
|u(ti1, Aj1)|2

]
E
[
|u(ti2, Aj2)|2

]
E
[
|u(ti3, Aj3)|2

]

×
〈Aj3, Aj1〉Hti3

,ti1
〈Aj′2

, Aj′3
〉Hti2

,ti3
〈Aj′3

, Aj′1
〉Hti3

,ti1

E
[
|u(ti1, Aj′1

)|2
]
E
[
|u(ti2, Aj′2

)|2
]
E
[
|u(ti3, Aj′3

)|2
]
}

+

(
22

(2N)
3
2

)2 N−1∑

j1,j2,j3=0

j′
1
,j′
2
,j′
3
=0

{ 〈Aj1, Aj′2
〉Hti1

,ti2
〈Aj2, Aj′1

〉Hti2
,ti1

〈Aj2, Aj3〉Hti2
,ti3

E
[
|u(ti1, Aj1)|2

]
E
[
|u(ti2, Aj2)|2

]
E
[
|u(ti3 , Aj3)|2

]

×
〈Aj3, Aj1〉Hti3

,ti1
〈Aj′2

, Aj′3
〉Hti2

,ti3
〈Aj′3

, Aj′1
〉Hti3

,ti1

E
[
|u(ti1, Aj′1

)|2
]
E
[
|u(ti2, Aj′2

)|2
]
E
[
|u(ti3, Aj′3

)|2
]
}

and hence

E
[
|Γ̃(3)

i1,..,i3
(FN,t)|2

]

<∼
∑

∗N3
N−1∑

j1,...,j6=0

{∣∣〈Aj1, Aj2〉Ht
i′
1
,t
i′
2

∣∣∣∣〈Aj2, Aj3〉Ht
i′
2
,t
i′
3

∣∣∣∣〈Aj3, Aj4〉Ht
i′
3
,t
i′
4

∣∣

×
∣∣〈Aj4, Aj5〉Ht

i′
4
,t
i′
5

∣∣∣∣〈Aj5, Aj6〉Ht
i′
5
,t
i′
6

∣∣∣∣〈Aj6, Aj1〉Ht
i′
6
,t
i′
1

∣∣
}

where
∑∗ is the sum for all permutations (i′1, ..., i

′
6) of (i1, i1, i1, i1, i2, i2, i2, i2, i3, i3, i3, i3).

By Lemma 8 (a), (c), (d), we conclude that there exists a constant K such that

sup
i=0,...,N−1

N−1∑

j=0

∣∣〈Ai, Aj〉Hta,tb

∣∣ ≤ KN−1

for any a, b ∈ {1, 2} and n ∈ N. By the Schwarz inequality and Lemma 8 (c), we have

∣∣〈Aj1, Aj2〉Hti1
,ti2

∣∣ ≤ max{t1, t2}
2N

(j1, j2 = 0, ..., N − 1; i1, i2 = 1, 2).

Then, by Lemma 11 below with Λ = {1, 2}2, we obtain

∥∥Γ̃(3)
i1,..,i3

(FN,t)
∥∥
2

= O(N−1),

in particular, [A2](ii). Since Γ̃
(3)
i1,..,i3

(FN,t) is in the second chaos, we obtain [A2](i) for
any ℓ1 ∈ N.
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Verification of [A1] can be done in a similar way. The components of FN,t

and Γ(2)(FN,t)− C are in the second chaos. First we can show supN∈N
‖FN,t‖2 < ∞

and ‖Γ(2)(FN,t) − C‖2 = O(N−1/2), and next use hypercontractivity to obtain Lr-
estimates for any r > 2. Condition [A1] is verified if we follow the same procedure
after applying the Malliavin operator ⌈(ℓ+ 1)/2⌉-times to these variables.

In conclusion, the asymptotic expansion for the multi-variate FN,t is valid for
p = 2 and γ = 1/2 as N → ∞ when |t1 − t2| ≥ 1, and so along a subsequence
satisfying (90) when |t1− t2| < 1. With more tedious computation, our approach can
be extended to any p ≥ 2.

In the above discussion, we used the following lemma.

Lemma 11. Let Λ and J be finite sets. Let aλ(j1, j2) ∈ R for λ ∈ Λ, j1, j2 ∈ J. Let
∆ ∈ R. Suppose that there exists a constant K such that

max
λ∈Λ

max
j1∈J

∑

j2∈J

∣∣aλ(j1, j2)
∣∣ ≤ K∆.

Let k ∈ N satisfying k ≥ 2. Let

S(j1;λ1, ..., λk) =
∑

j2,...,jk∈JN

aλ1(j1, j2)a
λ2(j2, j3) · · ·aλk−1(jk−1, jk)a

λk(jk, j1).

Let

T (λ1, ..., λk) =
∑

j1,j2,...,jk∈JN

aλ1(j1, j2)a
λ2(j2, j3) · · ·aλk−1(jk−1, jk)a

λk(jk, j1).

Let

∆′ = max
λ∈Λ

max
j1,j2∈J

∣∣aλ(j1, j2)
∣∣.

Then

(a) max
λ1,...,λk∈Λ

max
j1∈J

∣∣S(j1;λ1, ..., λk)
∣∣ ≤ Kk−1∆k−1∆′.

(b) max
λ1,...,λk∈Λ

∣∣T (λ1, ..., λk)
∣∣ ≤ Kk−1∆k−1∆′#J.

Proof. We may assume that aλ(j1, j2) ≥ 0. The property (b) follows from (a). We
will show (a). Let

S
(p−1)(j1) = max

λ1,...,λp∈Λ
max
j′1∈J

∑

j2,...,jp∈J

aλ1(j′1, j2)a
λ2(j2, j3) · · ·aλp−1(jp−1, jp)a

λp(jp, j1)
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for p = 2, 3, .... Then

S
(p−1)(j1)

= max
λ1,...,λp∈Λ

max
j′1∈J

∑

j2∈J

aλ1(j′1, j2)
∑

j3,...,jp∈J

aλ2(j2, j3) · · ·aλp−1(jp−1, jp)a
λp(jp, j1)

≤ max
λ1∈Λ

max
j′1∈J

∑

j2∈J

aλ1(j′1, j2)

× max
λ2,...,λp∈Λ

max
j′2∈J

∑

j3,...,jk∈J

aλ2(j′2, j3) · · · aλp−1(jp−1, jp)a
λp(jp, j1),

therefore

S
(p−1)
N (j1) ≤ K∆S

(p−2)(j1) (92)

for all j1 ∈ JN , N ∈ N and p ∈ {3, 4, ...}. By inductively applying (92), we obtain

S
(k−1)(j1) ≤ (K∆)k−2

S
(1)(j1). (93)

Moreover,

S
(1)(j1) = max

λ1,λ2∈Λ
max
j′1∈J

∑

j2∈JN

aλ1(j′1, j2)a
λ2(j2, j1)

≤ max
λ1,λ2∈Λ

max
j′1∈J

∑

j2∈J

aλ1(j′1, j2)max
j′2∈J

aλ2(j′2, j1)

≤ K∆max
λ2∈Λ

max
j′2∈J

aλ2(j′2, j1)

≤ K∆∆′. (94)

From (93) and (94), we conclude

max
j1∈J

S
(k−1)(j1) ≤ (K∆)k−1∆′.

Since S(j1; i1, ..., ik) ≤ S(k−1)(j1) by definition, we obtain the result.

6 Elements from Malliavin calculus

In this section, we recall the basics of the Mallaivin calculus. For complete
presentations, we refer to [11] or [10]. Consider H a real separable Hilbert space and
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(W (h), h ∈ H) an isonormal Gaussian process on a probability space (Ω,A, P ), which
is a centered Gaussian family of random variables such that E [W (ϕ)W (ψ)] = 〈ϕ, ψ〉H .

We denote by D the Malliavin derivative operator that acts on smooth func-
tions S of the form F = g(W (h1), . . . ,W (hn)) (g is a smooth function with compact
support and hi ∈ H)

DF =
n∑

i=1

∂g

∂xi
(W (h1), . . . ,W (hn))hi.

By iteration, we can also define DkF , the kth iterated Malliavin derivative. Let Dk,p

(for any natural number k and for any real number p ≥ 1) be the closure of S with
respect to the norm

‖F‖pk,p := E[|F |p] +
k∑

i=1

E
[
‖DiF‖p

H⊗i

]
.

The adjoint of D is denoted by δ and is called the divergence (or Skorohod) integral.
Its domain (Dom(δ)) coincides with the class of stochastic processes u ∈ L2(Ω× T )
such that ∣∣E

[
〈DF, u〉

]∣∣ ≤ c‖F‖2
for all F ∈ D1,2 and δ(u) is the element of L2(Ω) characterized by the duality rela-
tionship

E
[
(Fδ(u))

]
= E

[
〈DF, u〉H

]
. (95)

The chain rule for the Malliavin derivative (see Proposition 1.2.4 in [11]) will
be used several times. If ϕ : R → R is a continuously differentiable function having
bounded derivative and F ∈ D1,2, then ϕ(F ) ∈ D1,2 and

Dϕ(F ) = ϕ′(F )DF. (96)

Denote by In the multiple stochastic integral with respect to B (see [11]). This
mapping In is actually an isometry between the Hilbert space H⊙n(symmetric tensor
product) equipped with the scaled norm 1√

n!
‖ · ‖H⊗n and the Wiener chaos of order

n which is defined as the closed linear span of the random variables hn(W (h)) where
h ∈ H, ‖h‖H = 1 and hn is the Hermite polynomial of degree n ∈ N

hn(x) =
(−1)n

n!
exp

(
x2

2

)
dn

dxn

(
exp

(
−x

2

2

))
, x ∈ R.

The isometry of multiple integrals can be written as follows: form,n positive integers,

E [In(f)Im(g)] = n!〈f̃ , g̃〉H⊗n if m = n,

E [In(f)Im(g)] = 0 if m 6= n. (97)
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It also holds that In(f) = In
(
f̃
)
where f̃ denotes the symmetrization of f .

We recall that any square integrable random variable which is measurable with
respect to the σ-algebra generated by W can be expanded into an orthogonal sum of
multiple stochastic integrals

F =
∞∑

n=0

In(fn) (98)

where fn ∈ H⊙n are (uniquely determined) symmetric functions and I0(f0) = E [F ].

Let L be the Ornstein-Uhlenbeck operator

LF = −
∑

n≥0

nIn(fn)

if F is given by (98) and it is such that
∑∞

n=1 n
2n!‖fn‖2H⊗n <∞. Notice that

LF = L(F − EF ) and L−1F = L−1(F − EF ).

It holds that
δD(−L)−1F = F − EF. (99)

We recall the product formula for multiple integrals. It is well-known that for
f ∈ H⊙n and g ∈ H⊙m

In(f)Im(g) =
n∧m∑

r=0

r!

(
n
r

)(
m
r

)
Im+n−2r(f ⊗r g) (100)

where f ⊗r g means the r-contraction of f and g.
Another important property of finite sums of multiple integrals is the hyper-

contractivity. Namely, if F =
∑n

k=0 Ik(fk) with fk ∈ H⊗k then

E
[
|F |p

]
≤ Cp

(
E
[
F 2
])p

2 . (101)

for every p ≥ 2.
We can also define associated Sobolev spaces and Malliavin derivatives for

vector-valued random variables. Let V be an Hilbert space. Let SV denote the set

SV =

{
n∑

i=1

Fihi

∣∣∣F1, . . . , Fn ∈ S, h1, . . . , hn ∈ V, n ≥ 1

}
.

Then for u =
∑n

i=1 Fihi we can define Du :=
∑n

i=1DFi ⊗ hi and consider the norm

‖u‖k, p, V =

(
E[‖u‖2V ] +

k∑

i=1

E[‖Dku‖pH⊗i⊗V ]

) 1
p

.
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Now we can, just as for the space S, consider the closure of SV with respect to this
norm and call it Dk, p(V ).

References

[1] R. N. Bhattacharya and Manfred Denker (1990): Asymptotic statistics, vol. 14.
Springer

[2] R. N. Bhattacharya and R. R. Rao (2010): Normal approximation and
asymptotic expansions, vol. 64. SIAM.

[3] F. Götze and C. Hipp (1983): Asymptotic expansions for sums of weakly
dependent random vectors. Z. Wahrsch. Verw. Gebiete, 64(2), 211-239.

[4] P. Hall (1992): The bootstrap and Edgeworth expansion. Springer Series in
Statistics, Springer-Verlag: Berlin.

[5] M. Khalil, C.A. Tudor and M. Zili (2018): Spatial variation for the solution to
the linear wave equation driven by additive space-time white noise. Stochastics
and Dynamics 18(5), 20 pp.

[6] N. Kunitomo and A. Takahashi (2001): The asymptotic expansion approach to
the valuation of interest rate contingent claims. Math. Finance, 11(1), 117–151.

[7] S. Kusuoka and N. Yoshida: Malliavin calculus, geometric mixing, and expansion
of diffusion functionals. Probability Theory and Related Fields, 116(4), 457–484.

[8] S. N. Lahiri (2003): Resampling methods for dependent data. Springer, New
York.

[9] P. A. Mykland (1992): Asymptotic expansions and bootstrapping distributions
for dependent variables: a martingale approach. Ann. Statist. 20(2), 623-654.

[10] I. Nourdin and G. Peccati (2012): Normal Approximations with Malliavin
Calculus From Stein’s Method to Universality. Cambridge University Press.

[11] D. Nualart (2006): Malliavin Calculus and Related Topics. Second Edition.
Springer.

[12] D. Nualart and N. Yoshida (2017): Asymptotic expansion of Skorohod integrals.
Preprint, to appear in Electronic Journal of Probability.

55



[13] G. Peccati and C.A. Tudor (2004): Gaussian limits for vector-valued multiple
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