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Skorohod and rough integration with respect to the non-commutative

fractional Brownian motion

AURÉLIEN DEYA AND RENÉ SCHOTT

Abstract. We pursue our investigations, initiated in [8], about stochastic integration with respect
to the non-commutative fractional Brownian motion (NC-fBm). Our main objective in this paper
is to compare the pathwise constructions of [8] with a Skorohod-type interpretation of the integral.

As a first step, we provide details on the basic tools and properties associated with non-
commutative Malliavin calculus, by mimicking the presentation of Nualart’s celebrated treatise
[14]. Then we check that, just as in the classical (commutative) situation, Skorohod integration
can indeed be considered in the presence of the NC-fBm, at least for a Hurst index H > 1

4
.

This finally puts us in a position to state and prove the desired comparison result, which can
be regarded as an Itô-Stratonovich correction formula for the NC-fBm.

1. Introduction

This study can be seen as the continuation of our previous paper [8]. The two works share the
same general objective, namely to investigate integration issues related to the non-commutative
fractional Brownian motion (NC-fBm in the sequel). Let us first recall that this topic lies at the
intersection of three important fields (we will of course go back in detail to each of these points in
the sequel):

• the theory of fractional processes, which, as far as modeling is concerned, aims at more flexibility
than the usual Brownian noises;

• the theory of stochastic integration, or how to overcome, in a differential context, the difficulties
steming from the irregularity of the most interesting stochastic processes;

• the theory of non-commutative processes, that is the analysis of processes with values in a non-
commutative probability space.

Thus, through the subsequent study, we intend to bring a contribution - even a modest one - to
each of these general areas. Our objective is also to provide new elements of comparison, whether
similarities or differences, between the classical and the non-commutative probability settings.

The object at the center of the study is the NC-fBm, a process which first occurs in [13] within
a central-limit-theorem result. As its name suggests, the NC-fBm is the counterpart, in the non-
commutative probability framework, of the classical fractional Brownian motion. This analogy can
at least be justified along two (correlated) directions:

(i) First, the NC-fBm is a family of semicircular processes, the non-commutative analog of the
Gaussian processes. Just as Gaussian processes (in the classical world), semicircular processes play a
central role in the non-commutative probability theory, and they are also known to be characterized
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by their mean and covariance functions. The mean and covariance functions of the NC-fBm are
precisely those of the classical fBm, as can be seen in the subsequent Definition 3.1.

(ii) Secondly, let us recall that a fundamental feature of non-commutative probability theory is its
close links with random matrix theory. In his seminal paper [15], Voiculescu showed in particular that
the d-dimensional Hermitian Brownian motion (i.e. the family of (d × d)-Hermitian matrices with
upper-diagonal entries given by independent complex Brownian motions) converges, in the spectral
sense and as d → ∞, to the so-called free Brownian motion (i.e. the centered semicircular process
with covariance given by the standard Brownian covariance). It turns out that this convergence
property can be extended to the fractional situation: starting from a Hermitian fBm, the new limit
then precisely corresponds to the NC-fBm (see [5, Proposition 3.6] for more details).

The question of stochastic integration with respect to a non-commutative process was first raised
in the breakthrough paper [2] by Biane and Speicher, with the construction of an Itô-type integral
with respect to the free Brownian motion. These considerations (or at least a part of them) were
then extended to the NC-fBm in [8] using the so-called rough paths, or pathwise, approach developed
in [6] (we will report on those results in Section 3.2 below).

Beyond the interest for a “reasonable definition of the stochastic integral”, the study of inte-
gration issues often sheds new light on the properties and general behaviour of the process under
consideration. For instance, studying integration with respect to the free Brownian motion points
out the central role of the free independence property satisfied by its disjoint increments. In the
(non-commutative) fractional situation, where free independence is no longer available, such an
analysis tells us in particular that the infinitesimal variations of the process can be easily controlled
as long as the regularity coefficient H of the process is strictly larger than 1

2 , but then this control

requires sophisticated “second-order” tools as soon as H < 1
2 (note that the intermediate case H = 1

2
corresponds to the free Brownian motion). When H ≤ 1

4 , the process even happens to be “locally
too non-commutative” to allow a suitable control of infinitesimal increments, and accordingly the
exhibition of a stochastic integral (see [8, Remark 2.7 and Proposition 2.11]). In each of these situ-
ations, the construction also emphasizes the fundamental role of the semicircular property, with an
extensive use of the non-commutative Wick formula throughout the procedure (formula (8) below).

In this paper, we would like to go even further into this semicircular analysis, by considering
another general approach to stochastic integration, namely the Malliavin calculus approach, leading
to the so-called Skorohod integral.

A first part of the study (Section 2) will thus be devoted to the presentation of Malliavin calculus
in the non-commutative setting, for a given general semicircular process. The first developments on
“non-commutative Malliavin calculus” can be again traced back to the aforementioned paper [2] by
Biane and Speicher. Our below presentation will slightly differ from theirs (see Remarks 2.12 and
2.15 below), and in fact, our objective will be to stay as close as possible to the classical presentation
of Malliavin calculus (i.e., in the commutative setting), especially the presentation in [14]. We hope
that this similarity can make the introduction of these tools easily accessible to non “NC experts”.

The idea then will be to illustrate this approach through the NC-fBm example, so as to define
the Skorohod integral with respect to the NC-fBm, at least for a non-trivial class of integrands (see
Proposition 3.2).

In the classical probability setting, Skorohod integration is often considered as the natural ex-
tension of Itô integration, owing to its very “stochastic” nature, while the pathwise approaches are
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rather seen as extensions of the Stratonovich interpretation (see Remark 3.9 for more details). Fol-
lowing this idea, any comparison result between the Skorohod and the pathwise integral is classically
referred to as an Itô-Stratonovich (correction) formula. When dealing with a one-dimensional fBm
B of Hurst index H > 1

4 , the following comparison formula can for instance be found in [4] (see also
[14, Section 5.2.3]): for any f ∈ C∞(R;R) such that f and its derivatives are of polynomial growth,

∫ t

s

f(Bu) dBu =

∫ t

s

f(Bu) δBu + H

∫ t

s

f ′(Bu) u2H−1 du , (1)

where the integral in the left-hand side is understood in the pathwise “Stratonovich” sense, while the
integral in the right-hand side is understood in the Skorohod “Itô” sense. Observe that when H = 1

2 ,
that is when B is a standard Brownian motion, formula (1) reduces to the standard Itô-Stratonovich
formula.

Naturally, these correction formulas are closely related to the so-called “Itô formulas”, that ac-
count for the differential rule satisfied by Itô or Skorohod integral. Using (1), together with some
standard properties of the pathwise integral, we get for instance (see [1, Theorem 1]) that

f(Bt) − f(Bs) =

∫ t

s

f ′(Bu) δBu + H

∫ t

s

f ′′(Bu) u2H−1 du ,

provided H > 1
4 and f ∈ C∞(R;R), with derivatives of polynomial growth. A multidimensional

version of this result has also been established in [10] (note that, considering the above interpretation
(ii) of the NC-fBm, the multidimensional setting is clearly closer to the framework of the paper):
given B = (B1, . . . , Bd) a d-dimensional fBm of Hurst index H > 1

4 , one has, for any f ∈ C∞(Rd;R)
such that f and its partial derivatives are of polynomial growth,

f(Bt) − f(Bs) =

∫ t

s

〈∇f(Bu), δBu〉 + H

∫ t

s

∆f(Bu) u2H−1 du ,

with the usual notation ∇f(x) := (∂x1
f(x), . . . , ∂xd

f(x)) and ∆f(x) :=
∑d

i=1 ∂2
xi

f(x). Again, when

H = 1
2 , we immediately recover the classical Itô formula for the standard Brownian motion.

As we will see in the sequel, such a comparison between Skorohod and pathwise integrals is
still possible in the NC probability setting (when working with a NC-fBm), using a specific “non-
commutative refinement” of the correction term. This is the topic of Theorem 4.1 below, which can
be considered as the main result of the paper.

Before we can state and prove this formula, we will of course need to briefly remind the reader
with some preliminary existence results about the pathwise integral with respect to the NC-fBm,
as they are displayed in [8] (see Section 3.2 below). The key object behind these results is the
so-called “Lévy area” term X2, corresponding to the non-commutative counterpart of the genuine
Lévy area of rough paths theory, and providing the suitable correction to the usual Riemann sum
(see Proposition 3.7). As a natural consequence of this central role, the desired comparison between
Skorohod and pathwise integrals will first require a comparison result at the level of the Lévy area
term: this will be the purpose of Proposition 4.4, our main technical result in this analysis. The
strategy can here be compared with some of the arguments used in the recent study [3] by Cass and
Lim towards a general Itô-Stratonovich formula for the solutions of rough differential systems (in
the classical commutative setting).

The paper is organized in accordance with the previous description. In Section 2, we first recall
some basics about the non-commutative probability setting (Sections 2.1 and 2.2), and then go on
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with a slightly reshaped presentation (compared to the one in [2]) of the non-commutative Malliavin
calculus associated with a general semicircular process. From Section 3, we will restrict our attention
to the case of the NC-fBm (Definition 3.1). We will first check that the conditions ensuring the
existence of the Skorohod integral are indeed satisfied in this situation (Section 3.1), and also briefly
recall some previous results about pathwise integration (Section 3.2). This will naturally settle
the stage for our main result, stated in Section 4, that is the Itô-Stratonovich correction formula
(Theorem 4.1). Finally, Appendix A is devoted to the proof of our main technical property about
the “local approximation” of the Lévy-area term (Proposition 4.4).

Although the framework and the objects of this study are quite specific, we have tried to make their
presentation as self-contained as possible, and so (hopefully) accessible to a large audience.

Acknowledgements. We are deeply grateful to an anonymous reviewer for his/her very careful
reading and his/her highly detailed report. This report has led to several significant clarifications
in our study, and also entailed numerous improvements in the presentation of our results.

2. Skorohod integration with respect to a semicircular process

Before we can turn to the presentation of the non-commutative Malliavin calculus (and its asso-
ciated Skorohod integral), we first need to recall a few basics about the general framework of our
study: the non-commutative probability theory.

Note that, for the sake of conciness, we will often (not to say always) use the shortcut notation
NC for “non-commutative” in the sequel.

2.1. NC probability spaces: setting and notations.

Definition 2.1. A NC probability space consists of a pair (A, ϕ), where:

(i) A is a unital algebra over C, equipped with an antilinear ∗-operation X 7→ X∗ satisfying (X∗)∗ =
X and (XY )∗ = Y ∗X∗ for all X, Y ∈ A. Also, there must exist a norm ‖.‖ : A → [0, ∞[ which
makes A a Banach space, and such that ‖XY ‖ ≤ ‖X‖‖Y ‖ and ‖X∗X‖ = ‖X‖2, for all X, Y ∈ A.

(ii) ϕ : A → C (the “trace”, or “expectaction”) is a linear functional on A satisfying ϕ(1) = 1,
ϕ(XY ) = ϕ(Y X), ϕ(X∗X) ≥ 0 for all X, Y ∈ A, and ϕ(X∗X) = 0 ⇔ X = 0.

Once endowed with a NC probability space, we call any X ∈ A a NC random variable, and
accordingly any path X : [0, T ] → A, t 7→ Xt is a NC process.

Remark 2.2. This “NC probability space” terminology is in fact a simplification with respect to the
more specific vocabulary presented in [12]. Following the latter reference, the above structure should
rather be referred to as a tracial C⋆-probability space with faithful trace, and is a more restrictive
setting than the general non-commutative probability framework (as defined in [12, Definition 1.1]).

Remark 2.3. The “random variable” terminology can be further justified through the existence of
some underlying probability law having the same moments as X ∈ A (where the moments for X
are understood in the sense of the trace). Again, an exhaustive presentation of these features can
be found in [12].

Using the above points (i)-(ii), it is easy to see that the map

(X, Y ) 7→ 〈X, Y 〉L2(ϕ) := ϕ
(
XY ∗

)
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defines a (complex) inner product in A. As usual, we will denote the completion of A with respect to
〈., .〉L2(ϕ) as L2(ϕ), and somehow see this space as the NC analog of the classical L2(Ω)-space (note

however that A may be strictly contained in L2(ϕ)). Just as in the classical commutative case, the
L2(ϕ)-norm will be the reference topology in the subsequent developments on NC Malliavin calculus.

Besides, it can be shown (see [12, Proposition 3.17]) that the norm ‖.‖ in point (i) is necessarily
linked to ϕ through the relation

‖X‖ = lim
r→∞

ϕ
((

XX∗
)r) 1

2r . (2)

Based on this fundamental property, we will sometimes write the norm ‖.‖ as ‖.‖L∞(ϕ), so as to

make a clear distinction with the L2(ϕ)-topology.

When studying differential properties in a NC structure, the tensor product of the space is ex-
pected to play a central role. Here, starting from a NC probability space (A, ϕ), we can also endow
the (algebraic) tensor product A⊗A with a tracial structure. To this end, we first define the product,
resp. the ∗-operation, through the bilinear, resp. linear, extension of the formulas

(F1 ⊗ F2) · (G1 ⊗ G2) := (F1G1) ⊗ (F2G2) , resp. (F1 ⊗ F2)∗ := F ∗
1 ⊗ F ∗

2 ,

and then consider the trace ϕ × ϕ defined as the linear extension of
(
ϕ × ϕ

)(
F1 ⊗ F2

)
:= ϕ(F1)ϕ(F2) . (3)

The fact that the so-defined form ϕ×ϕ is indeed a trace on A⊗A (in the sense of Definition 2.1, item
(ii)) is not immediate, but it can be shown for instance through the use of orthonormal elements of
(A, ϕ). Note that the resulting pair (A ⊗ A, ϕ × ϕ) is not exactly a NC probability space (in the
sense of Definition 2.1), due its lack of completeness.

Of course, the above construction of a tracial structure can then be extended to any tensor product
A⊗k, k ≥ 3.

On the other hand, the following operation, that we will occasionally use in the sequel, is specific
to A ⊗ A: namely, we set, for all F1, F2, G ∈ A,

(
F1 ⊗ F2)♯G := F1GF2 (4)

and then linearly extend this definition to all F ∈ A ⊗ A and G ∈ A.

With this notation in hand, one can check that for any polynomial function P (x) :=
∑d

k=0 ak xk,

lim
ε→0

1

ε

{
P (X + εY ) − P (X)

}
= ∂P (X)♯Y , (5)

where the tensor derivative ∂P (X) is the element in A ⊗ A defined as

∂P (X) :=
d∑

k=1

ak

k−1∑

i=0

X i ⊗ Xk−1−i . (6)

Extending such a property at second order (which we shall use in the sequel) naturally leads us to
the consideration of the second-order tensor derivative: namely, we set

∂2P (X) :=

d∑

k=2

ak

∑

i,j≥0
i+j≤k−2

X i ⊗ Xj ⊗ Xk−2−i−j ∈ A ⊗ A ⊗ A . (7)



6 AURÉLIEN DEYA AND RENÉ SCHOTT

2.2. Semicircular processes.

Let us first recall that for every m ≥ 1, a pairing of {1, . . . , 2m} is a partition of the latter set
into m disjoint pairs.

Now, in NC probability theory, special attention is paid to the non-crossing pairings: those are
the pairings π for which there are no elements {p1, q1}, {p2, q2} ∈ π with p1 < p2 < q1 < q2. In the
sequel, we will denote by NC2(r) the set of the non-crossing pairings of {1, . . . , r}. This set appears
in particular in the definition of the following central family of (NC) random variables:

Definition 2.4. Given a NC probability space (A, ϕ), a (centered) semicircular family is a collection
{Xi}i∈I of self-adjoint elements in A (i.e. X∗

i = Xi) such that, for every even integer r ≥1 and all
i1, . . . , ir ∈ I, one has the identity

ϕ
(
Xi1

· · · Xir

)
=

∑

π∈NC2(r)

∏

(p,q)∈π

ϕ
(
Xip

Xiq

)
, (8)

and ϕ
(
Xi1

· · · Xir

)
= 0 whenever r is an odd integer.

Semicircular processes are nothing but the NC analog of the Gaussian processes, as can be seen
from the so-called free central limit theorem (see e.g. [12, Theorem 8.7]), where (classical) indepen-
dence of random variables is replaced with the fundamental free independence property. It turns out
that we will never appeal to this freeness property in the subsequent considerations, and therefore
we refrain from elaborating on it.

In the sequel, we will also be led to use the following convenient notation: for all X1, . . . , X2m ∈ A
and for every pairing π of {1, . . . , 2m},

ϕπ

(
X1, . . . , X2m

)
:=

∏

(p,q)∈π

ϕ
(
XpXq

)
,

which allows us to rewrite the NC Wick formula (8) as

ϕ
(
Xi1

· · · Xir

)
=

∑

π∈NC2(r)

ϕπ

(
Xi1

, . . . , Xir

)
. (9)

Let us also label the following immediate consequence of (8) for further reference:

Proposition 2.5. Given a (centered) semicicular vector (X1, . . . , Xr) in a NC probability space
(A, ϕ), one has, for every i = 1, . . . , r,

ϕ
(
X1 · · · Xr

)
=

∑

j<i

ϕ
(
XiXj

)
ϕ(X1 · · · Xj−1Xi+1 · · · Xr

)
ϕ

(
Xj+1 · · · Xi−1

)

+
∑

j>i

ϕ
(
XiXj)ϕ

(
X1 · · · Xi−1Xj+1 · · · Xr

)
ϕ

(
Xi+1 · · · Xj−1

)
.

2.3. NC Malliavin calculus.

Let us observe first that in [2] (or in [11]), the introduction of NC Malliavin calculus strongly
leans on the possible representation, in law, of any semicircular process as a path with values in the
so-called full Fock space. In particular, the basic derivative and divergence operators are therein
defined as maps acting on this full Fock space (see [2, Definitions 5.1.1 and 5.1.2] or [11, Definition
3.3]).

For the reader’s convenience, and also to make the analogy with classical Malliavin calculus even
more obvious, we have here preferred to reformulate the whole presentation independently of any
particular representation of the process.
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Therefore, from now on and for the rest of Section 2, we fix a general NC probability space (A, ϕ),
as well as a generic centered semicircular process {Xt, t ∈ [0, T ]} on A, for some finite time horizon
T > 0.

Let us also specify that we will essentially restrict our attention to the unital subalgebra AX of A
generated by {Xt, t ∈ [0, T ]}.

Just as in the classical Malliavin calculus theory, we will focus on the Hilbert space H associated
with X , that is H is the completion of the space of elementary functions with respect to the product

〈1[0,s], 1[0,t]〉H = ϕ
(
XsXt

)
. (10)

For more clarity, we will henceforth denote the space of elementary functions by

E([0, T ];R) :=
{

h =

r∑

i=1

αi1[ai,bi) , r ≥ 1 , αi ∈ R , 0 ≤ ai < bi ≤ T
}

,

and then, for any algebra E (whether AX , AX ⊗ AX ,...), we set

E([0, T ]; E) :=
{

t 7→
r∑

i=1

xihi(t) , r ≥ 1 , xi ∈ E , hi ∈ E([0, T ];R)
}

,

E([0, T ]2; E) :=
{

(s, t) 7→
r∑

i=1

xihi(s)ki(t) , r ≥ 1 , xi ∈ E , hi, ki ∈ E([0, T ];R)
}

.

For any h =
∑r

i=1 αi1[ai,bi) ∈ E([0, T ];R), we set as usual

X(h) :=

r∑

i=1

αi(Xbi
− Xai

) .

Finally, we extend the product 〈., .〉H along the following natural rules: for all x, y ∈ E and h1, h2 ∈
E([0, T ];R),

〈xh1, h2〉H = 〈h1, xh2〉H := x〈h1, h2〉H ∈ E ,

〈xh1; yh2〉H := xy〈h1, h2〉H ∈ E .

Taking the elementary differentiation identity (5) into account, the following definition for the
“NC derivative operator” logically arises :

Definition 2.6. The derivative operator DX on AX is defined as the linear map D : AX →
E([0, T ]; AX ⊗ AX) such that DX1 = 0 and, if F := X(h1) · · · X(hm) ∈ AX ,

DXF :=
m∑

i=1

[(
X(h1) · · · X(hi−1)

)
⊗

(
X(hi+1) · · · X(hm)

)]
hi ,

using the convention X(h1) · · · X(h0) = X(hm+1) · · · X(hm) := 1.

Note that, along this formalism, one has in particular DXX(h) = (1⊗1) h, as well as the expected
derivation rules

DXP (X(h)) = ∂P (X(h)) h , DX(FG) = DXF · G + F · DXG , (11)

where the product · in the latter identity must naturally be understood through (the linear extension
of) the formulas

(F1 ⊗ F2) · F3 := F1 ⊗ (F2F3) , F1 · (F2 ⊗ F3) := (F1F2) ⊗ F3 .
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If F1, F2 ∈ AX , we also define the partial derivatives DX
i (F1 ⊗ F2) ∈ E([0, T ]; A⊗3

X ) (i = 1, 2) as
the linear extension of the formulas

DX
1

(
F1 ⊗ F2

)
:= DXF1 ⊗ F2 , DX

2

(
F1 ⊗ F2

)
:= F1 ⊗ DXF2 ,

and then set

DX
(
F1 ⊗ F2

)
:= DX

1

(
F1 ⊗ F2

)
+ DX

2

(
F1 ⊗ F2

)
∈ E([0, T ]; A⊗3

X ) .

Just as in classical Malliavin calculus, the next challenge is to find a suitable candidate for
the “dual operator” of DX , or otherwise stated the divergence operator. Remember that in the
commutative setting, the divergence operator δcom can be defined on elementary processes as follows
(see [14, Identity (1.44)]): given a smooth (classical) random variable F : Ω → R and a path
h ∈ E([0, T ];R),

δcom(F h) := FX(h) − 〈DcomF, h〉H , (12)

where Dcom refers to the standard derivative operator (in the commutative setting).

The NC version of (12) now reads as follows:

Definition 2.7. For all F ∈ A⊗2
X and h ∈ E([0, T ];R), we define the divergence (or Skorohod

integral) of F h with respect to X by the formula

δX
(
F h

)
:= F♯X(h) −

(
Id × ϕ × Id

)(
〈DXF, h〉H

)
, (13)

and then linearly extend this definition to any U ∈ E([0, T ]; A⊗2
X ). Note that the operator Id ×ϕ× Id

refers here to the extension of the formula
(
Id × ϕ × Id

)(
F1 ⊗ F2 ⊗ F3

)
:= ϕ

(
F2

)
F1F3 . (14)

Remark 2.8. The notation in (14) follows the simplified convention that we have initiated in (3), i.e.
we use the symbol × for the product operation. To be more specific, using the standard notations

(Id ⊗ ϕ ⊗ Id)(F1 ⊗ F2 ⊗ F3) := F1 ⊗ ϕ(F2) ⊗ F3 and m : A ⊗ A → A, F ⊗ G 7→ FG ,

one has here

Id × ϕ × Id = m ◦ (Id ⊗ ϕ ⊗ Id) .

Remark 2.9. Consider for instance the case where T = 1 and H = L2([0, 1]). Then, for every
polynomials P, Q and taking h := 1[0,1], identity (13) reads as

δX
(
P (X1) ⊗ Q(X1)1[0,1]

)
= P (X1)X1Q(X1) −

(
Id × ϕ × Id

)(
∂P (X1) ⊗ Q(X1) + P (X1) ⊗ ∂Q(X1)

)
,

where we recall that the operator ∂ has been defined in (6). This shows that, in the non-dynamic
setting, Definition 2.7 is in accordance with the result of [16, Proposition 4.6].

As expected, the above definition (13) of δX is fully justified by a dual formula. Remember that
in classical probability, the dual formula can be roughly stated (see [14, Formula (1.42)]) as

E
[
Y δcom(U)

]
= E

[
〈DcomY, u〉H

]
.

The NC version of the identity takes a very similar shape:

Proposition 2.10. For all Y ∈ AX and U ∈ E([0, T ]; A⊗2
X ), it holds that

ϕ
(
Y δX

(
U

)∗)
=

(
ϕ × ϕ

)(
〈DXY ; U∗〉H

)
. (15)

Proof. See Section 2.4. �
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Remark 2.11. Identity (15) actually corresponds to a characterization of the divergence operator δX :
E([0, T ]; A⊗2

X ) → AX introduced in Definition 2.7. In other words, for every fixed U ∈ E([0, T ]; A⊗2
X ),

δX(U) is the unique element in AX such that identity (15) is satisfied for every Y ∈ AX . Indeed,
if an element ZU also satisfies this property, we get in particular that ϕ

(
Y (δX(U) − ZU)∗

)
= 0 for

every Y ∈ AX , and so, choosing Y := δX(U) − ZU, we can then use the non-degeneracy property
of ϕ to conclude that ZU = δX(U).

Remark 2.12. The previous Definition 2.6 of the derivative operator immediately coincides with
the one provided in [2] (see in particular [2, Proposition 5.2.1]). On the other hand, in the latter
reference, the definition of the divergence operator δX is only done through the identification of AX

with a subspace of the full Fock space (see [2, Definition 5.1.2]). Our Definition 2.7 is thus more
intrinsic, and closer to the classical definition of the divergence operator in the commutative case.
This remark holds true for the dual formula (15) as well.

Our next objective is to exhibit some possible isometry property for the (NC) Skorohod integral.
In other words, we are here looking for the NC analog of the classical formula (see [14, Formula
(1.45)])

E
[
δcom(U)δcom(V )

]
= E

[
〈U, V 〉H

]
+ E

[
Tr(DcomU ◦ DcomV )

]
, (16)

where U and V are both smooth (classical) random variables. Let us recall that, in (16), DcomU
and DcomV are identified as random Hilbert-Schmidt operators from H to H: the notation ◦ then
stands for the composition of operators, while the notation Tr refers to the usual trace of operators.

Here is now the desired NC counterpart of formula (16):

Proposition 2.13. For all elementary biprocesses U, V ∈ E([0, T ]; A⊗2
X ), it holds that

ϕ
(
δX

(
U

)
δX

(
V

)∗)
=

(
ϕ × ϕ

)(
〈U; V∗〉H

)
+

(
ϕ × ϕ × ϕ

)(
TH(U, V

))
, (17)

where the operator TH : E([0, T ]; A⊗2
X ) × E([0, T ]; A⊗2

X ) → A⊗3
X is defined as (the bilinear extension

of)

TH

(
F h, G k

)
:= 〈DX

1 F, k〉H · 〈(DX
2 G)∗, h〉H + 〈DX

2 F, k〉H · 〈(DX
1 G)∗, h〉H .

Proof. See Section 2.5. �

Remark 2.14. To make the analogy between formulas (16) and (17) even more clear, let us notice
that in the commutative setting, and when taking U = F h, V = G k, with F, G two smooth random
variables and h, k ∈ H, one has

Tr(DcomU ◦ DcomV ) = 〈DcomF, k〉H〈DcomG, h〉H .

Remark 2.15. The above Proposition 2.13 corresponds to the extension of the result of [2, Proposition
5.4.2] (which only applies to the free Brownian motion, and in the specific Wigner chaos setting) to
a general semicircular process.

Let us finally recall that in the commutative setting, formula (16) immediately provides us with
the classical (and very useful) continuous inclusion “D1,2(H) ⊂ Dom δcom” (see [14, Proposition
1.3.1]). Our final objective in this preliminary section is to exhibit a similar continuous inclusion for
the NC setting, starting from formula (17). For a compact expression of the desired bound, let us
set, for all elementary biprocesses U, V ∈ E([0, T ]; A⊗2

X ),

〈U, V〉L2(ϕ×ϕ;H) :=
(
ϕ × ϕ

)(
〈U; V∗〉H

)
,
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and for all elementary triprocesses U(1),V(1),U(2),V(2) ∈ E([0, T ]2; A⊗3
X ), define

〈 (
U

(1)

V
(1)

)
,

(
U

(2)

V
(2)

) 〉
L2(ϕ×ϕ×ϕ;H⊗H)2

:=
(
ϕ × ϕ × ϕ

)(〈
U

(1)
,U

(2)
〉

H⊗H

)
+

(
ϕ × ϕ × ϕ

)(〈
V

(1)
,V

(2)
〉

H⊗H

)
,

where the inner product 〈., .〉H⊗H refers to (the multilinear extension of)
〈(

(s, t) 7→ Fhs kt

)
,
(
(s, t) 7→ G ℓs mt

)〉
H⊗H

:=
(
F · G∗

)
〈h, ℓ〉H〈k, m〉H .

Finally, for every elementary biprocess U ∈ E([0, T ]; A⊗2
X ), let us set

∇XU :=

(
DX

1 U

DX
2 U

)
∈ E([0, T ]2; A⊗3

X )2 .

We are now ready to state the expected estimate (see [14, Estimate (1.47)] for the commutative
counterpart of this property):

Corollary 2.16. For every elementary biprocess U ∈ E([0, T ]; A⊗2
X ), it holds that

∥∥δX(U)
∥∥

L2(ϕ) ≤
∥∥U

∥∥
D1,2(H) , (18)

where
∥∥U

∥∥
D1,2(H) is defined as

∥∥U
∥∥2
D1,2(H) :=

∥∥U
∥∥2

L2(ϕ×ϕ;H) +
∥∥∇XU

∥∥2
L2(ϕ×ϕ×ϕ;H⊗H)2 . (19)

Proof. See Section 2.6. �

Before we turn to the details of the proofs of the above properties, and as a conclusion to this
presentation, let us adapt the classical definition of Skorohod integrability to the NC setting, along
the following simple formulation:

Definition 2.17. For all 0 ≤ s ≤ t ≤ T , we will say that a biprocess U : [0, T ] → AX ⊗ AX is
Skorohod-integrable with respect to X on [s, t] if, for any subdivision ∆st := {s = r0 < . . . < rn = t}
with mesh |∆st| tending to 0, and setting

U∆st :=

n−1∑

i=0

Uri
1[ri,ri+1) , (20)

the sequence δX
(
U∆st

)
converges in L2(ϕ) as |∆st| → 0. In this case, we will denote the limit by

δX
s,t

(
U

)
.

As an immediate consequence of Corollary 2.16, we derive the following practical integrability
criterion (the analog of the classical continuous inclusion “D1,2(H) ⊂ Dom δcom”):

Proposition 2.18. Consider a biprocess U : [0, T ] → AX ⊗ AX , and 0 ≤ s ≤ t ≤ T . If, for
any subdivision ∆st := {s = r0 < . . . < rn = t} with mesh |∆st| tending to 0, the approximation
U∆st (defined by (20)) is a Cauchy sequence with respect to ‖.‖D1,2(H) (defined by (19)), then U is
Skorohod-integrable with respect to X on [s, t].
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2.4. Proof of Proposition 2.10.

Consider Y = X(h1) · · · X(hm) and U = Fh, with F = F1 ⊗ F2, F1 = X(f1) · · · X(fn), F2 =
X(fn+1) · · · X(fn+p). Then one has

δX(U) = F1X(h)F2 −
(
Id × ϕ × Id

)(
〈DXF, h〉H

)
,

with the explicit expansion
((

Id × ϕ × Id
)(

〈DXF, h〉H

))∗

=

( n∑

j=1

ϕ
(
X(fj+1) · · · X(fn)

)[(
X(f1) · · · X(fj−1)

)
F2

]
ϕ

(
X(fj)X(h)

)

+

p∑

k=1

ϕ
(
X(fn+1) · · · X(fn+k−1)

)[
F1

(
X(fn+k+1) · · · X(fn+p)

)]
ϕ

(
X(fn+k)X(h)

))∗

=

n∑

j=1

ϕ
(
X(fn) · · · X(fj+1)

)[
F ∗

2

(
X(fj−1) · · · X(f1)

)]
ϕ

(
X(fj)X(h)

)

+

p∑

k=1

ϕ
(
X(fn+k−1) · · · X(fn+1)

)[(
X(fn+p) · · · X(fn+k+1)

)
F ∗

1

]
ϕ

(
X(fn+k)X(h)

)
. (21)

Using the NC Wick formula (and more specifically the result of Proposition 2.5), we can write

ϕ
(
Y F ∗

2 X(h)F ∗
1

)
= ϕ

((
X(h1) · · · X(hm)

)(
X(fn+p) · · · X(fn+1)

)
X(h)

(
X(fn) · · · X(f1)

))

=
m∑

i=1

ϕ
(
X(hi)X(h)

)
ϕ

((
X(h1) · · · X(hi−1)

)
F ∗

1

)
ϕ

((
X(hi+1) · · · X(hm)

)
F ∗

2

)

+

p∑

k=1

ϕ
(
X(fn+k)X(h)

)
ϕ

(
Y

(
X(fn+p) · · · X(fn+k+1)

)
F ∗

1

)
ϕ

(
X(fn+k−1) · · · X(fn+1)

)

+
n∑

j=1

ϕ
(
X(fj)X(h)

)
ϕ

(
Y F ∗

2

(
X(fj−1) · · · X(f1)

))
ϕ

(
X(fn) · · · X(fj+1)

)

and so, by comparing this expansion with (21), we deduce

ϕ
(

Y δX
(
U

)∗
)

= ϕ
(
Y F ∗

2 X(h)F ∗
1

)
− ϕ

(
Y

((
Id × ϕ × Id

)(
〈DXF, h〉H

))∗)

=

m∑

i=1

ϕ
(
X(hi)X(h)

)
ϕ

((
X(h1) · · · X(hi−1)

)
F ∗

1

)
ϕ

((
X(hi+1) · · · X(hm)

)
F ∗

2

)

=
(
ϕ × ϕ

)( m∑

i=1

((
X(h1) · · · X(hi−1)

)
F ∗

1

)
⊗

((
X(hi+1) · · · X(hm)

)
F ∗

2

)
〈hi, h〉H

)

=
(
ϕ × ϕ

)(〈 m∑

i=1

[(
X(h1) · · · X(hi−1)

)
⊗

(
X(hi+1) · · · X(hm)

)]
hi;

(
F ∗

1 ⊗ F ∗
2

)
h

〉

H

)

=
(
ϕ × ϕ

)(
〈DXY ; U∗〉H

)
,

which corresponds to the desired identity (15).

�
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2.5. Proof of Proposition 2.13.

It suffices to prove formula (17) for elements U, V of the form

U := (F1 ⊗ F2) h , V := (G1 ⊗ G2) k ,

with

F1 := X(f1) · · · X(fm) , F2 := X(fm+1) · · · X(fm+M ) ,

and

G1 := X(g1) · · · X(gn) , G2 := X(gn+1) · · · X(gn+N) ,

for some elementary functions h, f1, . . . fm+M and k, g1, . . . , gn+N .

We can first apply the dual formula (15) to write

ϕ
(
δX(U)δX(V)∗

)
=

(
ϕ × ϕ

)(
〈DXδX(U); V∗〉H

)
. (22)

Let us then recall that

δX(U) = F1X(h)F2 −
(
Id × ϕ × Id

)(
〈DX(F1 ⊗ F2), h〉H

)
.

Using the derivation rules in (11), we get that

DX(F1X(h)F2) = DXF1 · (X(h)F2) + (F1 ⊗ F2)h + (F1X(h)) · DXF2 ,

which yields the decomposition

DXδX(U) = U + R(U) ,

with R(U) := R1(U) − R2(U),

R1(U) := DXF1 · (X(h)F2) + (F1X(h)) · DXF2

and

R2(U) := DX
[(

Id × ϕ × Id
)(

〈DX(F1 ⊗ F2), h〉H

)]
.

Going back to (22), we see that we are now left with the proof of the identity
(
ϕ × ϕ

)(
R(U); V∗〉H

)
=

(
ϕ × ϕ × ϕ

)(
TH(U, V

))
. (23)

On the one hand, using only the very definition of DX , one gets the expansion
(
ϕ × ϕ

)(
〈R1(U); V∗〉H

)

=

m∑

i=1

ϕ(X(fi)X(k))ϕ
(
X(f1) · · · X(fi−1)G∗

1

)
ϕ

(
X(fi+1) · · · X(fm)X(h)F2G∗

2

)

+

M∑

j=1

ϕ(X(fm+j)X(k))ϕ
(
F1X(h)X(fm+1) · · · X(fm+j−1)G∗

1

)
ϕ

(
X(fm+j+1) · · · X(fm+M )G∗

2

)
,

and applying the NC Wick formula (as stated in Proposition 2.5) to the expectation terms

ϕ
(
X(fi+1) · · · X(fm)X(h)F2G∗

2

)
and ϕ

(
F1X(h)X(fm+1) · · · X(fm+j−1)G∗

1

)
,

we derive the decomposition
(
ϕ × ϕ

)(
〈R1(U); V∗〉H

)
= I + II , (24)
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with

I :=

m∑

i=1

m∑

i′=i+1

ϕ(X(fi)X(k))ϕ(X(fi′)X(h))ϕ
(
X(f1) · · · X(fi−1)G∗

1

)

ϕ
(
X(fi+1) · · · X(fi′−1)F2G∗

2

)
ϕ

(
X(fi′+1) · · · X(fm)

)

+

m∑

i=1

M∑

j=1

ϕ(X(fi)X(k))ϕ(X(h)X(fm+j))ϕ
(
X(f1) · · · X(fi−1)G∗

1

)

ϕ
(
X(fi+1) · · · X(fm)X(fm+j+1) · · · X(fm+M )G∗

2

)
ϕ

(
X(fm+1) · · · X(fm+j−1)

)

+

m∑

i=1

N−1∑

k=0

ϕ(X(fi)X(k))ϕ(X(h)X(gn+N−k))ϕ
(
X(f1) · · · X(fi−1)G∗

1

)

ϕ
(
X(fi+1) · · · X(fm)X(gn+N−k−1) · · · X(gn+1)

)
ϕ

(
F2X(gn+N ) · · · X(gn+N−k+1)

)

and

II :=

M∑

j=1

m∑

i=1

ϕ(X(fm+j)X(k))ϕ(X(fi)X(h))ϕ
(
X(fm+j+1) · · · X(fm+M )G∗

2

)

ϕ
(
X(f1) · · · X(fi−1)X(fm+1) · · · X(fm+j−1)G∗

1

)
ϕ

(
X(fi+1) · · · X(fm)

)

+

M∑

j=1

j−1∑

j′=1

ϕ(X(fm+j)X(k))ϕ(X(h)X(fm+j′))ϕ
(
X(fm+j+1) · · · X(fm+M )G∗

2

)

ϕ
(
F1X(fm+j′+1) · · · X(fm+j−1)G∗

1

)
ϕ

(
X(fm+1) · · · X(fm+j′−1)

)

+

M∑

j=1

n−1∑

ℓ=0

ϕ(X(fm+j)X(k))ϕ(X(h)X(gn−ℓ))ϕ
(
X(fm+j+1) · · · X(fm+M )G∗

2

)

ϕ
(
F1X(gn−ℓ−1) · · · X(g1)

)
ϕ

(
X(fm+1) · · · X(fm+j−1)X(gn) · · · X(gn−ℓ+1)

)
.
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On the other hand, using again the very definition of DX , we can readily expand the second
quantity

(
ϕ × ϕ

)(
〈R2(U); V∗〉H

)
as

(
ϕ × ϕ

)(
〈R2(U); V∗〉H

)

=
m∑

i=1

i−1∑

i′=1

ϕ(X(fi)X(h))ϕ(X(fi′)X(k))ϕ
(
X(fi+1) · · · X(fm)

)

ϕ
(
X(f1) · · · X(fi′−1)G∗

1

)
ϕ

(
X(fi′+1) · · · X(fi−1)F2G∗

2

)

+

m∑

i=1

M∑

j=1

ϕ(X(fi)X(h))ϕ(X(fm+j)X(k))ϕ
(
X(fi+1) · · · X(fm)

)

ϕ
(
X(f1) · · · X(fi−1)X(fm+1) · · · X(fm+j−1)G∗

1

)
ϕ

(
X(fm+j+1) · · · X(fm+M )G∗

2

)

+

M∑

j=1

m∑

i=1

ϕ(X(fm+j)X(h))ϕ(X(fi)X(k))ϕ
(
X(fm+1) · · · X(fm+j−1)

)

ϕ
(
X(f1) · · · X(fi−1)G∗

1

)
ϕ

(
X(fi+1) · · · X(fm)X(fm+j+1) · · · X(fm+M )G∗

2

)

+
M∑

j=1

M∑

j′=j+1

ϕ(X(fm+j)X(h))ϕ(X(fm+j′)X(k))ϕ
(
X(fm+1) · · · X(fm+j−1)

)

ϕ
(
F1X(fm+j+1) · · · X(fm+j′−1)G∗

1

)
ϕ

(
X(fm+j′+1) · · · X(fm+M)G∗

2

)
.

Comparing the latter expansion with (24), we easily get that
(
ϕ × ϕ

)(
〈R(U); V∗〉H

)
=

(
ϕ × ϕ

)(
〈R1(U); V∗〉H

)
−

(
ϕ × ϕ

)(
〈R2(U); V∗〉H

)
= Q1 + Q2 ,

with

Q1 :=

m∑

i=1

N−1∑

k=0

ϕ
(
X(f1) · · · X(fi−1)G∗

1

)
ϕ

(
X(fi+1) · · · X(fm)X(gn+N−k−1) · · · X(gn+1)

)

ϕ
(
F2X(gn+N) · · · X(gn+N−k+1)

)
〈fi, k〉H〈h, gn+N−k〉H

=

N−1∑

k=0

(
ϕ × ϕ

)(
〈DXF1, k〉H · (G∗

1 ⊗ (X(gn+N−k−1) · · · X(gn+1)))
)

ϕ
(
F2X(gn+N ) · · · X(gn+N−k+1)

)
〈h, gn+N−k〉H

=
(
ϕ × ϕ × ϕ

)(
〈DXF1 ⊗ F2, k〉H · 〈G∗

1 ⊗ (DXG2)∗, h〉H

)
,

and similarly

Q2 :=

M∑

j=1

n−1∑

ℓ=0

ϕ
(
F1X(gn−ℓ−1) · · · X(g1)

)
ϕ

(
X(fm+1) · · · X(fm+j−1)X(gn) · · · X(gn−ℓ+1)

)

ϕ
(
X(fm+j+1) · · · X(fm+M )G∗

2

)
〈fm+j , k〉H〈h, gn−ℓ〉H

=
(
ϕ × ϕ × ϕ

)(
〈F1 ⊗ DXF2, k〉H · 〈(DXG1)∗ ⊗ G∗

2, h〉H

)
.

This corresponds to the desired formula (23).

�
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2.6. Proof of Corollary 2.16.

First, observe that

TH

(
U, U

)
= T̃H

(
∇XU

)
(25)

where T̃H is defined as (the multilinear extension of)

T̃H

(
(s, t) 7→ Fhs kt

(s, t) 7→ G ℓs mt

)
:=

[
F · G∗ + G · F∗

]
〈h, m〉H〈ℓ, k〉H .

Now, for all Us,t :=
∑

i F
i hi

s ki
t and V :=

∑
j G

j ℓj
s mj

t ,

(
ϕ × ϕ × ϕ

) (
T̃H

(
U

V

))
=

∑

i,j

(
ϕ × ϕ × ϕ

)(
F

i ·
(
G

j
)∗

+ G
j ·

(
F

i
)∗)

〈hi, mj〉H〈ℓj , ki〉H

=
∑

i,j

〈
F

i,Gj
〉

L2(ϕ×ϕ×ϕ)〈h
i, mj〉H〈ki, ℓj〉H +

∑

i,j

〈
G

j ,Fi
〉

L2(ϕ×ϕ×ϕ)〈m
j , hi〉H〈ℓj , ki〉H

=
∑

i,j

〈
F

i ⊗ hi ⊗ ki,Gj ⊗ mj ⊗ ℓj
〉

L2(ϕ×ϕ×ϕ)⊗H⊗H

+
∑

i,j

〈
G

j ⊗ mj ⊗ ℓj ,Fi ⊗ hi ⊗ ki
〉

L2(ϕ×ϕ×ϕ)⊗H⊗H

=
〈
U,V

〉
L2(ϕ×ϕ×ϕ)⊗H⊗H

+
〈
V,U

〉
L2(ϕ×ϕ×ϕ)⊗H⊗H

,

and so ∣∣∣∣
(
ϕ × ϕ × ϕ

) (
T̃H

(
U

V

)) ∣∣∣∣

≤ 2
∥∥U

∥∥
L2(ϕ×ϕ×ϕ)⊗H⊗H

∥∥V
∥∥

L2(ϕ×ϕ×ϕ)⊗H⊗H

≤
∥∥U

∥∥2
L2(ϕ×ϕ×ϕ)⊗H⊗H

+
∥∥V

∥∥2
L2(ϕ×ϕ×ϕ)⊗H⊗H

=
∥∥

(
U

V

) ∥∥
L2(ϕ×ϕ×ϕ;H⊗H)2 .

Combining the latter estimate with formulas (17) and (25) yields the desired bound (18).

�

3. Integration with respect to the non-commutative fractional Brownian motion

From now on and for the rest of the paper, we will specialize our analysis to the case of the NC
fractional Brownian motion (NC-fBm in the sequel).

This model was already at the core of our considerations in [8] (see also [5]), and it provides
us with a natural extension of the celebrated free Brownian motion. For the sake of completeness,
let us briefly recall that the NC-fBm is a specific family of (centered) semicircular processes. As
such, these processes are fully characterized by their covariance function (just as centered Gaussian
processes in the classical setting), and we can therefore fully describe the model as follows:

Definition 3.1. Fix a NC probability space (A, ϕ), as well as a finite time horizon T > 0. For
every H ∈ (0, 1), we call a NC fractional Brownian motion (NC-fBm) of Hurst index H any cen-
tered semicircular process {Xt}t∈[0,T ] in (A, ϕ) whose covariance function is given by the classical
fractional formula

ϕ
(
XsXt

)
= RH(s, t) :=

1

2

{
s2H + t2H − |t − s|2H

}
, s, t ∈ [0, T ] . (26)
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Following this definition, it is easy to see that the NC-fBm of Hurst index 1
2 is nothing but the

celebrated free Brownian motion, for which NC stochastic calculus was originally developed (in [2]).
Let us also recall that as soon as H 6= 1

2 , the fundamental free independence property of the disjoint
increments is lost, leaving us with major technical difficulties regarding integration with respect to
the NC-fBm. In particular, we can no longer rely on the Itô-type arguments used in [2].

In this context, and with the considerations of the previous section in mind, our first objective
will be to show that the Skorohod approach (i.e. Definition 2.17) can still be applied in the presence
of the NC-fBm, at least for any Hurst index H > 1

4 and for a class of simple (but non-trivial)
integrands, providing us with a possible natural interpretation of the integral in this case.

In fact, in the rest of the paper, and for obvious technical reasons, we will restrict our attention
to polynomial integration, that is we consider integrands of the form t 7→ P (Xt) ⊗ Q(Xt), for two
polynomials P, Q. Note that this restriction already prevailed in [8].

3.1. Skorohod integration with respect to the NC-fBm.

The main statement in this setting should not come as a surprise:

Proposition 3.2. Assume that {Xt, t ∈ [0, T ]} is a NC-fBm of Hurst index H ∈ (1
4 , 1), in a given

NC probability space (A, ϕ). Then, for all 0 ≤ s ≤ t ≤ T and all polynomials P, Q, the biprocess
u 7→ P (Xu) ⊗ Q(Xu) is Skorohod-integrable with respect to X on [s, t] (in the sense of Definition
2.17).

As the reader might expect it, our strategy to prove Proposition 3.2 will rely on the use of the
practical criterion exhibited in Proposition 2.18. A first step here consists in the estimation of the
abstract norms

∥∥.
∥∥

L2(ϕ×ϕ;H) and
∥∥.

∥∥
L2(ϕ×ϕ×ϕ;H⊗H) (involved in the definition (19) of

∥∥.
∥∥
D1,2(H)) in

terms of more explicit quantities, depending on H only. To this end, we shall in fact lean on similar
bounds as in the commutative case, as detailed in Lemma 3.3 below.

For the sake of conciseness, we will assume for the whole proof of Proposition 3.2 (and therefore
for the rest of Section 3.1) that H ≤ 1

2 . However, it is not hard to check that the proof in the

(easier) case H ∈ (1
2 , 1) can be derived from minor adaptations of Lemma 3.3 below (according to

the estimates in [14, Chapter 5] for the fractional kernel KH).

Lemma 3.3. Fix H ∈ (0, 1
2 ], and let H be the space associated with the NC-fBm of Hurst index

H (through (10)). Then there exists a constant cH > 0 such that, for every elementary biprocess
U ∈ E([0, T ]; A⊗2), one has

∥∥U
∥∥
D1,2(H) ≤ cH

{∥∥U
∥∥

1;T,H,ϕ
+

∥∥DX
1 U

∥∥
2;T,H,ϕ

+
∥∥DX

2 U
∥∥

2;T,H,ϕ

}
, (27)

where

∥∥U
∥∥2

1;T,H,ϕ
:=

∫ T

0
du |T − u|2H−1

∥∥Uu

∥∥2
L2(ϕ×ϕ) +

∫ T

0
du

( ∫ T

u

dv |v − u|H− 3
2

∥∥Uv − Uu

∥∥
L2(ϕ×ϕ)

)2
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and, for every U ∈ E([0, T ]2; A⊗3),

∥∥U
∥∥2

2;T,H,ϕ
:=

∫

[0,T ]2

du1du2 |T − u1|2H−1|T − u2|2H−1
∥∥Uu1,u2

∥∥2
L2(ϕ×ϕ×ϕ)

+

∫

[0,T ]2

du1du2 |T − u1|2H−1
( ∫ T

u2

dv |v − u2|H− 3
2

∥∥Uu1,v − Uu1,u2

∥∥2
L2(ϕ×ϕ×ϕ)

)2

+

∫

[0,T ]2

du1du2 |T − u2|2H−1
( ∫ T

u1

dv |v − u1|H− 3
2

∥∥Uv,u2
− Uu1,u2

∥∥2
L2(ϕ×ϕ×ϕ)

)2

+

∫

[0,T ]2

du1du2

( ∫ T

u1

dv1

∫ T

u2

dv2 |v1 − u1|H− 3
2 |v2 − u2|H− 3

2

∥∥Uv1,v2
− Uv1,u2

− Uu1,v2
+ Uu1,u2

∥∥2
L2(ϕ×ϕ×ϕ)

)2

.

Proof. Just as in the classical commutative case, the bound relies on the consideration of the
kernel KH defined in [14, Proposition 5.1.3], and which satisfies, for all elementary functions
h, k ∈ E([0, T ];R),

〈h, k〉H = 〈K∗
H,T h, K∗

H,T k〉L2([0,T ]) (28)

with

(K∗
H,T h)(u) := KH(T, u)h(u) +

∫ T

u

dv
∂KH

∂v
(v, u){h(v) − h(u)} ,

as well as

|KH(v, u)| ≤ cH |v − u|H− 1
2 ,

∣∣∣
∂KH

∂v
(v, u)

∣∣∣ ≤ cH |v − u|H− 3
2 , (29)

for all 0 ≤ u < v ≤ T and for some constant cH > 0.

In our setting, and given U ∈ E([0, T ]; A⊗2), we can use the isometry (28) to write
∥∥U

∥∥2
L2(ϕ×ϕ;H)

as

∥∥U
∥∥2

L2(ϕ×ϕ;H) =

∫ T

0
du KH(T, u)2(

ϕ × ϕ
)(

Uu · U∗
u

)

+

∫ T

0
du KH(T, u)

∫ T

u

dv
∂KH

∂v
(v, u)

(
ϕ × ϕ

)(
Uu ·

(
Uv − Uu

)∗
)

+

∫ T

0
du KH(T, u)

∫ T

u

dv
∂KH

∂v
(v, u)

(
ϕ × ϕ

)((
Uv − Uu

)
· U∗

u

)

+

∫ T

0
du

∫ T

u

dv
∂KH

∂v
(v, u)

∫ T

u

dṽ
∂KH

∂v
(ṽ, u)

(
ϕ × ϕ

)((
Uv − Uu

)
·
(
Uṽ − Uu

)∗
)

.

The desired bound
∥∥U

∥∥
L2(ϕ×ϕ;H) ≤ cH

∥∥U
∥∥

1;H,T,ϕ
is then a straightforward consequence of the

Cauchy-Schwarz inequality (for ϕ × ϕ), combined with the two estimates in (29).

Similar arguments can then be used in order to show that
∥∥U

∥∥
L2(ϕ×ϕ×ϕ;H⊗H)

≤ cH

∥∥U
∥∥

2;H,T,ϕ
,

for every U ∈ E([0, T ]2; A⊗3). �

As a second step toward Proposition 3.2, and with the result of Lemma 3.3 in mind, consider a
general Banach space (E, ‖.‖E) and for any path x : [0, T ] → E, let us define the quantity ‖x‖1;H,T,E

by replacing U with x and ‖.‖L2(ϕ×ϕ) with ‖.‖E in the definition of ‖.‖1;H,T,ϕ. In the same vein,
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and for any path x : [0, T ]2 → E, let us define the quantity ‖x‖2;H,T,E by replacing U with x and
‖.‖L2(ϕ×ϕ×ϕ) with ‖.‖E in the definition of ‖.‖2;H,T,ϕ.

Our second technical result now reads as follows:

Lemma 3.4. (i) If H ∈ (1
4 , 1

2 ] and if x : [0, T ] → E is a H-Hölder path, then for all 0 ≤ s ≤ t ≤ T ,
it holds that

‖x 1[s,t] − x∆st‖1;H,T,E
|∆st|→0

−→ 0

for any subdivision ∆st = {s = r0 < r1 < · · · < rn = t} of [s, t] whose mesh |∆st| tends to 0, and

where we have set x∆st
u :=

∑n−1
i=0 xri

1[ri,ri+1)(u).

(ii) If H ∈ (1
4 , 1

2 ] and if x : [0, T ] → E is a H-Hölder path, then for all 0 ≤ s ≤ t ≤ T , one has

‖xs,t − x∆st‖2;H,T,E
|∆st|→0

−→ 0

for any subdivision ∆st = {s = r0 < r1 < · · · < rn = t} of [s, t] whose mesh |∆st| tends to 0, and

where we have set xs,t
v,u := xv 1[s,t](v)1[0,v)(u) and x∆st

v,u :=
∑n−1

i=0 xri
1[ri,ri+1)(v)1[0,ri)(u).

Proof. It is only a matter of standard fractional estimates (see e.g. [1, Section 8]). For instance, if
[s, t] = [0, T ], and picking ε ∈ (0, 2H − 1

2 ), we can use the H-Hölder regularity of x to write, for any
subdivision ∆ = {0 = r0 < r1 < · · · < rn = T } of [0, T ],

∫ T

0
du

( ∫ T

u

dv |v − u|H− 3
2

∥∥xv − x∆
v − xu + x∆

u ‖E

)2

≤ cx,H,T

[ n−1∑

i=0

∫ ri+1

ri

du

( ∫ ri+1

u

dv |v − u|2H− 3
2

)2

+ |∆|2ε
n−1∑

i=0

∫ ri+1

ri

du

( ∫ T

ri+1

dv |v − u|H− 3
2

{
|v − u|H−ε + |u − ri|

H−ε
})2]

≤ cx,H,T

[ n−1∑

i=0

∫ ri+1

ri

du |ri+1 − u|4H−1

+ |∆|2ε
n−1∑

i=0

∫ ri+1

ri

du |T − u|4H−1−2ε + |∆|2ε
n−1∑

i=0

∫ ri+1

ri

du |u − ri|
2H−2ε|ri+1 − u|2H−1

]

≤ cx,H,T

[
|∆|4H−1 + |∆|2ε + |∆|2ε

n−1∑

i=0

|ri+1 − ri|
4H−2ε

]
≤ cx,H,T

[
|∆|4H−1 + |∆|2ε

]
,

where the constant cx,H,T > 0 may of course change from one line to another. �

Proof of Proposition 3.2.

Combining inequalities (18) and (27), it suffices to check that the paths U := P (X) ⊗ Q(X),
DX

1 U and DX
2 U meet the requirements of Lemma 3.4.

The result for U is an immediate consequence of the regularity of X , which is known to be
H-Hölder with respect to the L∞(ϕ)-norm (see e.g. [8, Lemma 2.1]).

As for DX
1 U and DX

2 U, observe for instance that

(DX
1 U)v,u = Yv 1[0,v)(u) with Yv := ∂P (Xv) ⊗ Q(Xv) ,
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and, with the notation of Lemma 3.4 (point (ii)), (DX
1 U∆st)v,u = (DX

1 U)∆st
v,u . The convergence

property

∥∥DX
1 U∆st − (DX

1 U)s,t
∥∥

2;T,H,ϕ

|∆st|→0
−→ 0

is thus again a consequence of the H-Hölder roughness of X (for the L∞(ϕ)-norm). �

Let us conclude Section 3.1 with the following identification result: in brief, the Skorohod integral
defined via Proposition 3.2 merges with the Itô integral (as defined in [2, Corollary 3.1.2]) when
H = 1

2 , that is when working with the free Brownian motion. This is of course the (partial) NC
counterpart of the classical Skorohod/Itô identification result (see e.g. [14, Proposition 1.3.11]). The
property can be stated as follows:

Proposition 3.5. When H = 1
2 , one has, for all 0 ≤ s ≤ t ≤ T ,

δX
s,t

(
P (X) ⊗ Q(X)

)
=

∫ t

s

P (Xu)dXuQ(Xu) ,

where the integral in the right-hand side is the (NC) Itô integral defined in [2, Corollary 3.1.2].

Proof. When H = 1
2 , it is a well-known fact that the space H under consideration reduces to

H = L2([0, T ]), and 〈., .〉H = 〈., .〉L2([0,T ]).

Now let us set Ur := P (Xr) ⊗ Q(Xr) for every r ∈ [0, T ], and, for a given subdivision ∆st :=
{s = r0 < . . . < rn = t} with mesh |∆st| tending to 0, let us define U∆st along (20).

We can first apply the very definition (13) of δX to write

δX
(
U∆st

)
=

n−1∑

i=0

δX
(
Uri

1[ri,ri+1)
)

=
n−1∑

i=0

{
P (Xri

){Xri+1
− Xri

}Q(Xri
) − (Id × ϕ × Id)(〈DXUri

, 1[ri,ri+1)〉L2([0,T ])

}
.

Observe that in this situation, we have the explicit expression

DXUri
=

{
∂P (Xri

) ⊗ Q(Xri
) + P (Xri

) ⊗ ∂Q(Xri
)
}

1[0,ri) ,

and therefore we simply end up with

δX
(
U∆st

)
=

n−1∑

i=0

P (Xri
){Xri+1

− Xri
}Q(Xri

) =

∫ t

s

U∆st
r ♯dXr .

According to [2, Corollary 3.1.2], it remains us to check that

∫ t

s

∥∥Ur − U∆st
r

∥∥2
L2(ϕ×ϕ) dr

|∆st|→0
−→ 0 ,

but this property is of course a straightforward consequence of the H-Hölder regularity of X (for
the L∞(ϕ)-norm), which achieves the proof of our assertion.

�
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3.2. Pathwise integration with respect to the NC-fBm.

As we announced it in the introduction, our objective in the next section will be to compare the
previous Skorohod approach with the pathwise constructions of [8].

For the reader’s convenience, we propose to briefly recall how pathwise integrals with respect to
the NC-fBm can be defined. Therefore, let {Xt, t ∈ [0, T ]} be NC-fBm of Hurst index H > 1

3 , in
a given NC probability space (A, ϕ). For the sake of conciseness, we will henceforth denote the
increments of X as Xs,t := Xt − Xs.

Just as in the classical commutative case, we need to separate the two cases H > 1
2 and H ≤ 1

2
in the presentation of the results.

Proposition 3.6 (Proposition 2.5 in [8]). Assume that H > 1
2 . Then, for all polynomials P, Q, all

times 0 ≤ s ≤ t ≤ T and every subdivision ∆st = {s = r0 < r1 < . . . < rℓ = t} of [s, t] with mesh
|∆st| tending to 0, the Riemann sum

ℓ−1∑

i=0

P (Xri
)Xri,ri+1

Q(Xri
) (30)

converges in A (i.e. for the L∞(ϕ)-norm) as |∆st| → 0. We call the limit the Young integral of

P (X) ⊗ Q(X) with respect to X on [s, t], and we denote it by
∫ t

s
P (Xu)dXuQ(Xu) or

∫ t

s
(P (Xu) ⊗

Q(Xu))♯dXu (following the notation in (4)). Besides, one has

P (Xt) − P (Xs) =

∫ t

s

∂P (Xu)♯dXu . (31)

In order to go one step further and handle the so-called rough case, that is the situation where
H ∈ (1

3 , 1
2 ], let us introduce, along the ideas of [8], the approximation (X(n))n≥0 of X given by

X
(0)
t = tX1 , X

(n)
t := Xtn

i
+ 2n(t − tn

i )Xtn
i

,tn
i+1

for n ≥ 1 and t ∈ [tn
i , tn

i+1] , (32)

where (tn
i ) stands for the dyadic partition of [0, T ], that is tn

i := iT
2n , i = 0, . . . , 2n. Then define the

sequence of approximated product Lévy areas by the formula: for all n ≥ 0,

X
2,n
s,t [U ] :=

∫ t

s

X(n)
s,u UdX(n)

u , 0 ≤ s ≤ t ≤ T , U ∈ A , (33)

where the integral is here interpreted as a classical Lebesgue integral. In other words, if s ∈ [tn
k , tn

k+1]
and t ∈ [tn

ℓ , tn
ℓ+1],

X
2,n
s,t [U ] :=

2n

( ∫ tn
k+1

s

X(n)
s,u du

)
UXtn

k
,tn

k+1
+

ℓ−1∑

i=k+1

2n

( ∫ tn
i+1

tn
i

X(n)
s,u du

)
UXtn

i
,tn

i+1
+ 2n

( ∫ t

tn
ℓ

X(n)
s,u du

)
UXtn

ℓ
,tn

ℓ+1
.

Proposition 3.7 (Proposition 2.8 and 2.9 in [8]). Assume that H ∈ (1
3 , 1

2 ]. Then:

(i) For all 0 ≤ s ≤ t ≤ T and U ∈ As, the sequence X
2,n
st [U ] converges in L∞(ϕ) as n → ∞. We

denote its limit by X2
st[U ], and then set, for all U, V ∈ As,

(U ⊗ V )♯X2
st := UX

2
st[V ] , X

2,∗
st ♯(U ⊗ V ) := X

2
st[U

∗]∗V .

(ii) For all polynomials P, Q, all 0 ≤ s ≤ t ≤ T and every subdivision ∆st = {s = r0 < r1 < . . . <
rℓ = t} of [s, t] with mesh |∆st| tending to 0, the corrected Riemann sum

ℓ−1∑

i=0

{
P (Xri

)Xri,ri+1
Q(Xri

) + (∂P (Xri
)♯X2

ri,ri+1
)Q(Xri

) + P (Xri
)(X2,∗

ri,ri+1
♯∂Q(Xri

))
}

(34)
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converges in A (i.e. for the L∞(ϕ)-norm) as |∆st| → 0. We call its limit the rough integral

of P (X) ⊗ Q(X) with respect to (X,X2) (on [s, t]), and denote it by
∫ t

s
P (Xu)(◦ dXu)Q(Xu) or∫ t

s
(P (Xu) ⊗ Q(Xu))♯(◦ dXu).

(iii) For every polynomial P and all 0 ≤ s ≤ t ≤ T , it holds that

P (Xt) − P (Xs) =

∫ t

s

∂P (Xu)♯(◦ dXu) . (35)

Remark 3.8. The above respective definitions of the Young and rough integrals are known to be
consistent with each other, in the sense that if H ∈ (1

2 , 1), one has
∫ t

s

P (Xu)(◦ dXu)Q(Xu) =

∫ t

s

P (Xu)dXuQ(Xu) .

This is due to the “(2H − ε)-regularity” of X2 (see [8, Proposition 2.8] for a precise statement of this
regularity property).

Remark 3.9. The above Young and rough integrals can both be seen as natural fractional extension
of the Stratonovich integral. Indeed, let us recall that these integrals can also be obtained (in a less
“intrinsic” way) as the limit in A of the sequence of classical Lebesgue integrals

∫ t

s

P (X(n)
u ) dX(n)

u Q(X(n)
u ) .

When H = 1
2 , this limit corresponds precisely to the Stratonovich integral (see e.g. [6, Proposition

5.5]), just as in the classical commutative framework.

4. An Itô-Stratonovich formula

We are now in a position to state the main result of our study, namely a specific comparison
formula between the Skorohod and the pathwise integrals with respect to the NC-fBm (as defined
in Sections 3.1 and 3.2, respectively). With the identifications of Proposition 3.5 and Remark 3.9 in
mind, such a property can legitimately be regarded as a (NC) Itô-Stratonovich correction formula.

Theorem 4.1. Fix T > 0 and let {Xt, t ∈ [0, T ]} be a NC-fBm of Hurst index H ∈ (1
3 , 1), in a

given NC probability space (A, ϕ). Then, for all 0 ≤ s ≤ t ≤ T and all polynomials P, Q, it holds
that

∫ t

s

P (Xu)(◦ dXu)Q(Xu) = δX
s,t

(
P (X) ⊗ Q(X)

)

+ H

∫ t

s

du u2H−1(
Id × ϕ × Id

)[
∂P (Xu) ⊗ Q(Xu) + P (Xu) ⊗ ∂Q(Xu)

]
.

(36)

Combining the differential rules (31) and (35) with the decomposition (36), we immediately deduce
the following Itô-type formula for the Skorohod integral:

Corollary 4.2. Fix T > 0 and let {Xt, t ∈ [0, T ]} be a NC-fBm of Hurst index H ∈ (1
3 , 1), in a

given NC probability space (A, ϕ). Then, for all 0 ≤ s ≤ t ≤ T and for every polynomial P , it holds
that

P (Xt) − P (Xs) = δX
s,t

(
∂P (X)

)
+ H

∫ t

s

du u2H−1(
Id × ϕ × Id

)(
∂2P (Xu)

)
, (37)

where the notation ∂2P (for the second-order tensor derivative) has been introduced in (7).
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Formula (37) is nothing but the extension, to every H ∈ (1
3 , 1), of the (NC) Itô formula exhibited

in [6, Section 5.1] for the particular free Brownian case H = 1
2 . In the same way, Theorem 4.1

corresponds to the fractional extension of the result of [6, Proposition 5.6], at least when working
with polynomial integrands.

As for the comparison with the classical commutative framework, observe for instance that Corol-
lary 4.2 can be seen as the NC counterpart of the result of [14, Theorem 5.2.2], while (36) is morally
the NC version of identity (1) (see also [4] for similar fractional formulas). A remarkable feature to
be noticed here is the specific involvement of ϕ in the “trace” terms of (36) and (37). Of course,
such an involvement could not be guessed from the corresponding commutative formula (it could
rather be guessed from the definition (13) of the NC divergence operator).

In order to prove Theorem 4.1, and in accordance with the splitting used in Section 3.2, we will
need to treat the two situations H > 1

2 and H ≤ 1
2 separately.

Remark 4.3. As a particular consequence of formula (36), we can assert that the Skorohod integral
δX

s,t

(
P (X) ⊗ Q(X)

)
actually belongs to A (= L∞(ϕ)), and not only L2(ϕ), because

∫ t

s

P (Xu)(◦ dXu)Q(Xu) and

∫ t

s

du u
2H−1

(
Id × ϕ × Id

)[
∂P (Xu) ⊗ Q(Xu) + P (Xu) ⊗ ∂Q(Xu)

]

both belong to A. The fact that δX
s,t

(
P (X) ⊗ Q(X)

)
∈ A was not obvious at first sight, if we only

refer to Definition 2.17 and Proposition 3.2.

4.1. Proof of Theorem 4.1 in the Young case H > 1
2 .

Let us set U := P (X) ⊗ Q(X). Then, using the very definition (13) of δX , as well as the first
identity in (11), we get, for any subdivision ∆st := {s = r0 < r1 < . . . < rℓ = t},

δX
(
U∆st

)
=

ℓ−1∑

i=0

δX
(
P (Xri

) ⊗ Q(Xri
) 1[ri,ri+1)

)

=
ℓ−1∑

i=0

P (Xri
)Xri,ri+1

Q(Xri
)

−
ℓ−1∑

i=0

(
Id × ϕ × Id

)[
∂P (Xri

) ⊗ Q(Xri
) + P (Xri

) ⊗ ∂Q(Xri
)
]
〈1[0,ri), 1[ri,ri+1)〉H . (38)

Now, setting fH(t) := 1
2 |t|2H , it is easy to check that

〈1[0,ri), 1[ri,ri+1)〉H =
{

fH(ri+1) − fH(ri)
}

− fH(ri+1 − ri) ,

and since H > 1
2 , one has here

fH(ri+1 − ri) =
1

2
|ri+1 − ri|

2H ≤
1

2
|ri+1 − ri||∆st|

2H−1 .
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As a result,

ℓ−1∑

i=0

(
Id × ϕ × Id

)[
∂P (Xri

) ⊗ Q(Xri
) + P (Xri

) ⊗ ∂Q(Xri
)
]
〈1[0,ri), 1[ri,ri+1)〉H

=
ℓ−1∑

i=0

(
Id × ϕ × Id

)[
∂P (Xri

) ⊗ Q(Xri
) + P (Xri

) ⊗ ∂Q(Xri
)
]{

fH(ri+1) − fH(ri)
}

−
ℓ−1∑

i=0

(
Id × ϕ × Id

)[
∂P (Xri

) ⊗ Q(Xri
) + P (Xri

) ⊗ ∂Q(Xri
)
]
fH(ri+1 − ri)

with
∥∥∥∥

ℓ−1∑

i=0

(
Id × ϕ × Id

)[
∂P (Xri

) ⊗ Q(Xri
) + P (Xri

) ⊗ ∂Q(Xri
)
]
fH(ri+1 − ri)

∥∥∥∥
L∞(ϕ)

≤
1

2
|∆st|

2H−1|t − s| sup
u∈[s,t]

∥∥(
Id × ϕ × Id

)[
∂P (Xu) ⊗ Q(Xu) + P (Xu) ⊗ ∂Q(Xu)

]∥∥
L∞(ϕ)

|∆st|→0
−→ 0 .

This shows that
ℓ−1∑

i=0

(
Id × ϕ × Id

)[
∂P (Xri

) ⊗ Q(Xri
) + P (Xri

) ⊗ ∂Q(Xri
)
]
〈1[0,ri), 1[ri,ri+1)〉H

|∆st|→0
−→

∫ t

s

du f ′
H(u)

(
Id × ϕ × Id

)[
∂P (Xu) ⊗ Q(Xu) + P (Xu) ⊗ ∂Q(Xu)

]
in L∞(ϕ) .

Going back to (38) and letting |∆st| tend to 0, we can use the result of Proposition 3.6 to deduce
both the convergence of δX

(
U∆st

)
in L∞(ϕ) (with limit δX

s,t

(
U

)
) and the decomposition (36), which

completes the proof of Theorem 4.1 in the case H > 1
2 .

4.2. Proof of Theorem 4.1 in the rough case H ∈ (1
3 , 1

2 ].

In this situation, we additionally have to consider the second-order elements involved in (34), that
is the Lévy-area terms. The cornerstone toward Theorem 4.1 will thus be the following approximation
property for the sum of these terms:

Proposition 4.4. Assume that H ∈ (1
3 , 1

2 ], and for every n ≥ 1, consider the dyadic partition

tn
i := iT

2n , 0 ≤ i ≤ 2n. Then, for all 0 ≤ s < t ≤ T and d, d1, d2 ≥ 0, one has

2n−1∑

i=0

Xd1

tn
i

{
X

2
tn

i
,tn

i+1

[
Xd

tn
i

]
−

1

2
ϕ

(
Xd

tn
i

)
|tn

i+1 − tn
i |2H

}
Xd2

tn
i

n→∞
−→ 0 in L2(ϕ) . (39)

For the sake of clarity, we have postponed the (technical) proof of this assertion to the subsequent
Appendix A. Let us now see how the property will lead to our main statement.

Proof of Theorem 4.1 when 1
3 < H ≤ 1

2 .

We will focus on the situation where s = 0 and t = T , but it is easy to see that the case of a
general interval [s, t] could be handled along similar arguments (we leave these modifications, and
especially the adaptation of Proposition 4.4, as an exercise to the reader).

Just as in Section 4.1, let us set U := P (X) ⊗ Q(X). Also, let us define Un := U∆n
0T , where

∆n
0T = (tn

i ) refers to the dyadic approximation of [0, T ], that is tn
i := iT

2n .
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Now observe that

δX
(
Un

)
=

2n−1∑

i=0

δX
(
P (Xtn

i
) ⊗ Q(Xtn

i
) 1[tn

i
,tn

i+1
)
)

=

2n−1∑

i=0

P (Xtn
i
)Xtn

i
,tn

i+1
Q(Xtn

i
)

−
2n−1∑

i=0

(
Id × ϕ × Id

)[
∂P (Xtn

i
) ⊗ Q(Xtn

i
) + P (Xtn

i
) ⊗ ∂Q(Xtn

i
)
]
〈1[0,tn

i
), 1[tn

i
,tn

i+1
)〉H

=

2n−1∑

i=0

[
P (Xtn

i
)Xtn

i
,tn

i+1
Q(Xtn

i
) +

(
∂P (Xtn

i
)♯X2

tn
i

,tn
i+1

)
Q(Xtn

i
) + P (Xtn

i
)
(
X

2,∗
tn

i
,tn

i+1
♯∂Q(Xtn

i
)
)]

−
1

2

2n−1∑

i=0

(
Id × ϕ × Id

)[
∂P (Xtn

i
) ⊗ Q(Xtn

i
) + P (Xtn

i
) ⊗ ∂Q(Xtn

i
)
]{

|tn
i+1|2H − |tn

i |2H
}

− Rn , (40)

where we have set Rn := R1
n + R2

n, with

R1
n :=

2n−1∑

i=0

[(
∂P (Xtn

i
)♯X2

tn
i

,tn
i+1

)
Q(Xtn

i
) −

1

2

(
Id × ϕ × Id

)[
∂P (Xtn

i
) ⊗ Q(Xtn

i
)
]
|tn

i+1 − tn
i |2H

]

and

R2
n :=

2n−1∑

i=0

[
P (Xtn

i
)
(
X

2,∗
tn

i
,tn

i+1
♯∂Q(Xtn

i
)
)

−
1

2

(
Id × ϕ × Id

)[
P (Xtn

i
) ⊗ ∂Q(Xtn

i
)
]
|tn

i+1 − tn
i |2H

]
.

Assuming for simplicity that P (x) := xp and Q(x) := xq, we can write R1
n as

R1
n =

p−1∑

k=0

2n−1∑

i=0

Xk
tn

i

[(
X

2
tn

i
,tn

i+1

[
Xp−1−k

tn
i

]
−

1

2
ϕ

(
Xp−1−k

tn
i

)
|tn

i+1 − tn
i |2H

]
Xq

tn
i

,

and thus, by Proposition 4.4, we can assert that R1
n → 0 in L2(ϕ) as n → ∞.

The same argument clearly applies to R2
n.

Since U is known to be Skorohod integrable (by Proposition 3.2), we can now let n tend to infinity
in both sides of (40) (considering the L2(ϕ)-norm), which, together with the convergence result of
Proposition 3.7 (item (ii)), yields the desired decomposition (36).

�

Appendix A. Proof of Proposition 4.4

According to [8, Proposition 2.8], we know that the product Lévy area X2 is (2H − ε)-Hölder
regular, in the following specific sense: for every polynomial expression P (say of r arguments), there
exists a constant cP > 0 such that for all 0 ≤ s < t ≤ T and u1, . . . , ur ∈ [0, s],

∥∥X2
s,t

[
P (Xu1

, . . . , Xur
)
]∥∥

L∞(ϕ) ≤ cP |t − s|2H−ε .

Unfortunately, such a regularity property is clearly not sufficient to deduce the desired local approx-
imation (39). We will thus need to go deeper into the properties of X2, and accordingly into the
properties of X .

In fact, just as in the commutative situation (see e.g. the proof of [3, Proposition 5.1]), we will be
led to exploit, at some point of our analysis, the 2D-regularity properties of the fractional covariance
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RH (defined in (26)). In order to state these properties, let us recall first that for any function
f : [0, T ]2 → R, and setting

f

(
s t
u v

)
:= f(t, v) − f(t, u) − f(s, v) + f(s, u) ,

we define, for every ρ ≥ 1, the (2D) ρ-variation of f on I × J ⊂ [0, T ]2 as

‖f‖ρ−var;I×J := sup
(si)∈PI ,(tj)∈PJ

( ∑

i,j

∣∣∣∣f
(

si si+1

tj tj+1

) ∣∣∣∣
ρ) 1

ρ

If ‖f‖ρ−var;[0,T ]2 < ∞, then we say that f is of finite (2D) ρ-variation on [0, T ]2, and in this case,
we know that the map

ωf,ρ(I × J) := ‖f‖ρ
ρ−var;I×J , I, J ⊂ [0, T ] ,

defines a 2D-control on [0, T ]2, that is: for all rectangles R1, R2, R ⊂ [0, T ]2 such that R1 ∩ R2 = ∅
and R1 ∪ R2 ⊂ R,

ωf,ρ(R1) + ωf,ρ(R2) ≤ ωf,ρ(R) .

With these preliminaries in mind, the specific regularity properties that we shall use in the sequel
can be stated as follows (see e.g. [9, Proposition 14] for a proof of these results):

Proposition A.1. Let RH stand for the fractional covariance of Hurst index H (see (26)), and
assume that H ∈ (1

3 , 1
2 ]. Then it holds that

∥∥RH

∥∥
1

2H
−var;[0,T ]2 < ∞ , (41)

and for all 0 ≤ s < t ≤ T and u ∈ [0, T ], one has
∣∣RH(t, u) − RH(s, u)

∣∣ ≤ cH |t − s|2H . (42)

Proof of Proposition 4.4.

Throughout the proof, we will use the notation A . B in order to signify that there exists an
irrelevant constant c such that A ≤ cB.

For each n ≥ 1, let us first rewrite the quantity under consideration, that is

2n−1∑

i=0

Xd1

tn
i

{
X

2
tn

i
,tn

i+1

[
Xd

tn
i

]
−

1

2
ϕ

(
Xd

tn
i

)
ϕ

(
X2

tn
i

,tn
i+1

)}
Xd2

tn
i

,

as the limit in L∞(ϕ), and as N → ∞, of the sequence

2n−1∑

i=0

Xd1

tn
i

{
X

2,N
tn

i
,tn

i+1

[
Xd

tn
i

]
−

1

2
ϕ

(
Xd

tn
i

)
ϕ

(
X2

tn
i

,tn
i+1

)}
Xd2

tn
i

, (43)

where X2,N stands for the approximation of X2 given by (33). Thus, in the sequel, we will search
for a bound of (43) (in L2(ϕ)) that is uniform in N and converges to 0 as n → ∞. To this end, let
us consider, for every N ≥ n, the telescopic decomposition

X
2,N
tn

i
,tn

i+1

[
Xd

tn
i

]
= X

2,n
tn

i
,tn

i+1

[
Xd

tn
i

]
+

N−1∑

m=n

{
X

2,m+1
tn

i
,tn

i+1

[
Xd

tn
i

]
− X

2,m
tn

i
,tn

i+1

[
Xd

tn
i

]}
,
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which allows us to expand the quantity in (43) as

2n−1∑

i=0

Xd1

tn
i

{
X

2,n
tn

i
,tn

i+1

[
Xd

tn
i

]
−

1

2
ϕ

(
Xd

tn
i

)
ϕ

(
X2

tn
i

,tn
i+1

)}
Xd2

tn
i

+

2n−1∑

i=0

N−1∑

m=n

Xd1

tn
i

{
X

2,m+1
tn

i
,tn

i+1

[
Xd

tn
i

]
− X

2,m
tn

i
,tn

i+1

[
Xd

tn
i

]}
Xd2

tn
i

=: In + IIN,n . (44)

For the sake of clarity, let us set from now on

Y
(m)

j := Xtm+1

j
,tm+1

j+1

for all m ≥ 1 and j = 0, . . . , 2m+1 − 1 . (45)

A.1. Bound for In. The whole point here is that X
2,n
tn

i
,tn

i+1

[
Xd

tn
i

]
actually reduces to

X
2,n
tn

i
,tn

i+1

[
Xd

tn
i

]
=

1

2
Y

(n−1)
i Xd

tn
i
Y

(n−1)
i ,

and so

∥∥In

∥∥2
L2(ϕ)

=
1

4

2n−1∑

i1,i2=0

ϕ

({
Xd1

tn
i1

[
Y

(n−1)
i1

Xd
tn

i1

Y
(n−1)

i1
− ϕ

(
Xd

tn
i1

)
ϕ

((
Y

(n−1)
i1

)2)]
Xd2

tn
i1

}

·
{

Xd2

tn
i2

[
Y

(n−1)
i2

Xd
tn

i2

Y
(n−1)

i2
− ϕ

(
Xd

tn
i2

)
ϕ

((
Y

(n−1)
i2

)2)]
Xd1

tn
i2

})

=
1

4

2n−1∑

i1,i2=0

[
ϕ

(
Xd1

ti1
Yi1

Xd
ti1

Yi1
Xd2

ti1
Xd2

ti2
Yi2

Xd
ti2

Yi2
Xd1

ti2

)

− ϕ
(

Xd1

ti1
Yi1

Xd
ti1

Yi1
Xd2

ti1
Xd2

ti2
Xd1

ti2

)
ϕ

(
Xd

ti2

)
ϕ

(
Y 2

i2

)

− ϕ
(

Xd1

ti1
Xd2

ti1
Xd2

ti2
Yi2

Xd
ti2

Yi2
Xd1

ti2

)
ϕ

(
Y 2

i1

)
ϕ

(
Xd

ti1

)

+ ϕ
(

Xd1

ti1
Xd2

ti1
Xd2

ti2
Xd1

ti2

)
ϕ

(
Xd

ti1

)
ϕ

(
Xd

ti2

)
ϕ

(
Y 2

i1

)
ϕ

(
Y 2

i2

)]
, (46)

where, for more clarity, we have deliberately omitted the dependence on n in the latter sum (in

particular, each Yi must be read as Y
(n−1)

i ).
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Let us focus on the first term of this sum: according to the NC Wick formula (9), and setting
D := 2(d + d1 + d2) + 4, this term can be expanded as

ϕ
(

Xd1

ti1
Yi1

Xd
ti1

Yi1
Xd2

ti1
Xd2

ti2
Yi2

Xd
ti2

Yi2
Xd1

ti2

)

=
∑

π∈NC2(D)

ϕπ

(
Xti1

, . . . , Xti1︸ ︷︷ ︸
d1 occur.

, Yi1
, Xti1

, . . . , Xti1︸ ︷︷ ︸
d occur.

, Yi1
, Xti1

, . . . , Xti1︸ ︷︷ ︸
d2 occur.

,

Xti2
, . . . , Xti2︸ ︷︷ ︸

d2 occur.

, Yi2
, Xti2

, . . . , Xti2︸ ︷︷ ︸
d occur.

, Yi2
, Xti2

, . . . , Xti2︸ ︷︷ ︸
d1 occur.

)
(47)

=
∑

π∈NC2(D)
(d1+1,d1+d+2)/∈π

(D−(d1+d+1),D−d1)/∈π

ϕπ

(
. . .

)
+

∑

π∈NC2(D)
(d1+1,d1+d+2)∈π

ϕπ

(
. . .

)

+
∑

π∈NC2(D)
(D−(d1+d+1),D−d1)∈π

ϕπ

(
. . .

)
−

∑

π∈NC2(D)
(d1+d+1,d1+d+2)∈π

(D−(d1+d+1),D−d1)∈π

ϕπ

(
. . .

)
, (48)

noting that the pair (d1 + 1, d1 + d + 2), resp. (D − (d1 + d + 1), D − d1), is the one that “connects”
the two occurrences of the variable Yi1

, resp. Yi2
, in the quantity ϕπ

(
. . .

)
under consideration here.

Using the NC Wick formula again, it is easy to see that the last three sums actually correspond to

∑

π∈NC2(D)
(d1+1,d1+d+2)∈π

ϕπ

(
. . .

)
= ϕ

(
Xd1

ti1
Xd2

ti1
Xd2

ti2
Yi2

Xd
ti2

Yi2
Xd1

ti2

)
ϕ

(
Y 2

i1

)
ϕ

(
Xd

ti1

)
,

∑

π∈NC2(D)
(D−(d1+d+1),D−d1)∈π

ϕπ

(
. . .

)
= ϕ

(
Xd1

ti1
Yi1

Xd
ti1

Yi1
Xd2

ti1
Xd2

ti2
Xd1

ti2

)
ϕ

(
Xd

ti2

)
ϕ

(
Y 2

i2

)

and
∑

π∈NC2(D)
(d1+d+1,d1+d+2)∈π

(D−(d1+d+1),D−d1)∈π

ϕπ

(
. . .

)
= ϕ

(
Xd1

ti1
Xd2

ti1
Xd2

ti2
Xd1

ti2

)
ϕ

(
Xd

ti1

)
ϕ

(
Xd

ti2

)
ϕ

(
Y 2

i1

)
ϕ

(
Y 2

i2

)
.

Therefore, combining (46) and (48), we end up with the formula

∥∥In

∥∥2
L2(ϕ) =

1

4

2n−1∑

i1,i2=0

∑

π∈NC2(D)
(d1+1,d1+d+2)/∈π

(D−(d1+d+1),D−d1)/∈π

ϕπ

(
. . .

)
,

where ϕπ

(
. . .

)
stands (again) for the quantity described in (47).

Now, given π ∈ NC2(D) such that (d1 + 1, d1 + d + 2) /∈ π and (D − (d1 + d + 1), D − d1) /∈ π,
and considering ϕπ

(
. . .

)
in (47), we know that the two occurrences of Yi1

cannot be connected via
π, and the same is true for the two occurrences of Yi2

, which easily leads us to the estimate

∥∥In

∥∥2
L2(ϕ)

.

2∑

a,b,c,d=1

2n−1∑

i1,i2=0

{∣∣ϕ
(
Yi1

Yi2

)∣∣2
+

∣∣ϕ
(
Yi1

Yi2

)
ϕ

(
Yi1

Xtia

)
ϕ

(
Yi2

Xtib

)∣∣

+
∣∣ϕ

(
Yi1

Xtia

)
ϕ

(
Yi1

Xtib

)
ϕ

(
Yi2

Xtic

)
ϕ

(
Yi2

Xtid

)∣∣
}

, (49)
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where the proportional constant in . depends on d, d1, d2 and supu∈[0,T ] ‖Xu‖L∞(ϕ), but not on n.

As far as the first summand is concerned, we have, by (41),

2n−1∑

i1,i2=0

∣∣ϕ
(
Yi1

Yi2

)∣∣2
=

2n−1∑

i1,i2=0

∣∣∣∣R
(

tn
i1

tn
i1+1

tn
i2

tn
i2+1

) ∣∣∣∣

1
2H ∣∣ϕ

(
Yi1

Yi2

)∣∣2− 1
2H . 2−nε

∥∥R
∥∥ 1

2H
1

2H
−var;[0,T ]2 , (50)

for some ε > 0. Then, for any fixed a, b ∈ {1, 2},

2n−1∑

i1,i2=0

∣∣ϕ
(
Yi1

Yi2

)
ϕ

(
Yi1

Xtia

)
ϕ

(
Yi2

Xtib

)∣∣

≤

( 2n−1∑

i1,i2=0

∣∣ϕ
(
Yi1

Yi2

)∣∣2
)1/2( 2n−1∑

i1,i2=0

∣∣ϕ
(
Yi1

Xtia

)∣∣2∣∣ϕ
(
Yi2

Xtib

)∣∣2
)1/2

.

(
2−nε

∥∥R
∥∥ 1

2H
1

2H
−var;[0,T ]2

)1/2( 2n−1∑

i1,i2=0

|ti1+1 − ti1
|4H |ti2+1 − ti2

|4H

)1/2

. 2−nε , (51)

where we have used the bound (50) and the estimate (42). Finally, for any fixed a, b, c, d ∈ {1, 2},
and with the same arguments as above,

2n−1∑

i1,i2=0

∣∣ϕ
(
Yi1

Xtia

)
ϕ

(
Yi1

Xtib

)
ϕ

(
Yi2

Xtic

)
ϕ

(
Yi2

Xtid

)∣∣

≤

( 2n−1∑

i1,i2=0

∣∣ϕ
(
Yi1

Xtia

)∣∣2∣∣ϕ
(
Yi2

Xtic

)∣∣2
)1/2( 2n−1∑

i1,i2=0

∣∣ϕ
(
Yi1

Xtib

)∣∣2∣∣ϕ
(
Yi2

Xtid

)∣∣2
)1/2

.

2n−1∑

i1,i2=0

|ti1+1 − ti1
|4H |ti2+1 − ti2

|4H . 2−nε . (52)

Injecting (50), (51) and (52) into (49), we get the desired bound: for some ε > 0,
∥∥In

∥∥
L2(ϕ) . 2−nε . (53)

A.2. Bound for IIN,n. First, it can be checked that the following simplication occurs: for every
m ≥ n,

X
2,m+1
tn

i
,tn

i+1

[
Xd

tn
i

]
− X

2,m
tn

i
,tn

i+1

[
Xd

tn
i

]
=

1

2

∑

j∈Sm,n

i

[
Y

(m)
2j Xd

tn
i
Y

(m)
2j+1 − Y

(m)
2j+1Xd

tn
i
Y

(m)
2j

]
,

where Y
(m)

j is the notation introduced in (45), and Sm,n
i := {j ≥ 0 : i 2m−n ≤ j ≤ (i+1)2m−n −1}.

Consequently,
∥∥IIN,n

∥∥2
L2(ϕ)

=
1

4
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i1,i2=0

N−1∑
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i2

ϕ
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Y
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]
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}

·
{

Xd2
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i2

[
Y

(m2)
2j2+1Xd
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Y
(m2)

2j2
− Y

(m2)
2j2
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Y
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]
Xd1

tn
i2

})
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Using the NC Wick formula (9), we then get

∥∥IIN,n

∥∥2
L2(ϕ) =

1

4

2n−1∑

i1,i2=0

N−1∑

m1,m2=n

∑

j1∈S
m1,n

i1

∑

j2∈S
m2,n

i2

∑

π∈NC2(D)

Φπ(i1, i2, m1, m2, j1, j2) , (54)

where D := 2(d + d1 + d2) + 4 (just as in (47)) and

Φπ(i1, i2, m1, m2, j1, j2)

=
[
ϕi1,i2,m1,m2

π (2j1, 2j1 + 1, 2j2 + 1, 2j2) − ϕi1,i2,m1,m2

π (2j1, 2j1 + 1, 2j2, 2j2 + 1)

− ϕi1,i2,m1,m2

π (2j1 + 1, 2j1, 2j2 + 1, 2j2) + ϕi1,i2,m1,m2

π (2j1 + 1, 2j1, 2j2, 2j2 + 1)
]

,

with

ϕi1,i2,m1,m2

π (k1, ℓ1, k2, ℓ2)

:= ϕπ

(
Xtn

i1

, . . . , Xtn
i1︸ ︷︷ ︸

d1 occur.

, Y
(m1)

k1
, Xtn

i1

, . . . , Xtn
i1︸ ︷︷ ︸

d occur.

, Y
(m1)

ℓ1
, Xtn

i1

, . . . , Xtn
i1︸ ︷︷ ︸

d2 occur.

,

Xtn
i2

, . . . , Xtn
i2︸ ︷︷ ︸

d2 occur.

, Y
(m2)

k2
, Xtn

i2

, . . . , Xtn
i2︸ ︷︷ ︸

d occur.

, Y
(m2)

ℓ2
, Xtn

i2

, . . . , Xtn
i2︸ ︷︷ ︸

d1 occur.

)
.

At this point, the key observation is that for any π ∈ NC2(D) such that (d1 + 1, d1 + d + 2) ∈ π

or (D − (d1 +d+1), D −d1) ∈ π, one has Φπ(i1, i2, m1, m2, j1, j2) = 0 (just because ϕ(Y
(m)

2j Y
(m)

2j+1) =

ϕ(Y
(m)

2j+1Y
(m)

2j )), and therefore we can restrict the sum over NC2(D) in (54) to a sum over the set

{π ∈ NC2(D) : (d1 + 1, d1 + d + 2) /∈ π and (D − (d1 + d + 1), D − d1) /∈ π}.

Based on this observation, we easily get that

∥∥IIN,n

∥∥2
L2(ϕ) .

2n−1∑

i1,i2=0

N−1∑

m1,m2=n

∑

j1∈S
m1,n

i1

∑

j2∈S
m2,n

i2

2∑

a,b,c,d=1

{[∣∣ϕ
(
Y

(m1)
2j1

Y
(m2)

2j2

)∣∣∣∣ϕ
(
Y

(m1)
2j1+1Y

(m2)
2j2+1

)∣∣ +
∣∣ϕ

(
Y

(m1)
2j1

Y
(m2)

2j2+1

)∣∣∣∣ϕ
(
Y

(m1)
2j1+1Y

(m2)
2j2

)∣∣
]

(55)

+
∣∣ϕ

(
Y

(m1)
2j1

Xtn
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)∣∣∣∣ϕ
(
Y

(m1)
2j1+1Xtn
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)∣∣∣∣ϕ
(
Y

(m2)
2j2

Xtn
ic

)∣∣∣∣ϕ
(
Y

(m2)
2j2+1Xtn

id

)∣∣

+
[∣∣ϕ

(
Y

(m1)
2j1

Y
(m2)

2j2

)∣∣∣∣ϕ
(
Y

(m1)
2j1+1Xtn

ia

)∣∣∣∣ϕ
(
Y

(m2)
2j2+1Xtn

ib

)∣∣

+
∣∣ϕ

(
Y

(m1)
2j1

Y
(m2)

2j2+1

)∣∣∣∣ϕ
(
Y

(m1)
2j1+1Xtn

ia

)∣∣∣∣ϕ
(
Y

(m2)
2j2

Xtn
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)∣∣ (56)

+
∣∣ϕ

(
Y

(m1)
2j1+1Y

(m2)
2j2

)∣∣∣∣ϕ
(
Y

(m1)
2j1

Xtn
ia

)∣∣∣∣ϕ
(
Y

(m2)
2j2+1Xtn

ib

)∣∣ (57)

+
∣∣ϕ

(
Y

(m1)
2j1+1Y

(m2)
2j2+1

)∣∣∣∣ϕ
(
Y

(m1)
2j1

Xtn
ia

)∣∣∣∣ϕ
(
Y

(m2)
2j2

Xtn
ib

)∣∣
]}

. (58)

For all fixed i1, i2, m1, m2, it holds that
∑

j1∈S
m1,n

i1

∑

j2∈S
m2,n

i2

∣∣ϕ
(
Y

(m1)
2j1

Y
(m2)

2j2

)∣∣∣∣ϕ
(
Y

(m1)
2j1+1Y

(m2)
2j2+1

)∣∣

≤

( ∑

j1∈S
m1,n

i1

∑

j2∈S
m2,n

i2

∣∣ϕ
(
Y

(m1)
2j1

Y
(m2)

2j2

)∣∣2
)1/2( ∑

j1∈S
m1,n

i1

∑

j2∈S
m2,n

i2

∣∣ϕ
(
Y

(m1)
2j1+1Y

(m2)
2j2+1

)∣∣2
)1/2

.
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Now

∑

j1∈S
m1,n

i1

∑

j2∈S
m2,n

i2

∣∣ϕ
(
Y

(m1)
2j1

Y
(m2)

2j2

)∣∣2
≤

∑

j1∈S
m1,n

i1

∑

j2∈S
m2,n

i2

∣∣∣∣RH

(
tm1

2j1
tm1

2j1+1
tm2

2j2
tm2

2j2+1

) ∣∣∣∣

1
2H ∣∣ϕ

(
Y

(m1)
2j1

Y
(m2)

2j2

)∣∣2− 1
2H

. 2−m1ε2−m2ε
∥∥RH

∥∥ 1
2H

1
2H

−var;[tn
i1

,tn
i1+1

]×[tn
i2

,tn
i2+1

] ,

and, with the same arguments,

∑
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∑
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∣∣ϕ
(
Y
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. 2−m1ε2−m2ε
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∥∥ 1
2H

1
2H

−var;[tn
i1

,tn
i1+1

]×[tn
i2

,tn
i2+1

] .

Therefore, remembering that the map ωH(I × J) :=
∥∥RH

∥∥ 1
2H

1
2H

−var;I×J
defines a 2D-control, we get

2n−1∑

i1,i2=0

N−1∑

m1,m2=n

∑

j1∈S
m1,n

i1

∑

j2∈S
m2,n

i2

∣∣ϕ
(
Y
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2j1

Y
(m2)

2j2

)∣∣2
. 2−nε

∥∥RH

∥∥ 1
2H

1
2H

−var;[0,T ]2 . (59)

The very same arguments (and the very same resulting bound) clearly remain valid for the sum of
the second term on line (55).

Then, for any fixed a, b, c, d ∈ {1, 2}, we have by (42)
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∑

j2∈S
m2,n

i2

2−4Hm1 2−4Hm2 . 2−2n2−m1(4H−1)2−m2(4H−1) ,

and thus
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.

N−1∑

m1,m2=n

2−m1(4H−1)2−m2(4H−1) . 2−2n(4H−1) . (60)
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Finally, for any fixed a, b ∈ {1, 2}, we can first combine the above intermediate bounds to get that

∑
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m1,n

i1

∑

j2∈S
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,tn
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)1/2
,

for some ε > 0, and as a result
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∑
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. 2−2nε
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∥∥ 1
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1
2H

−var;[0,T ]2 . (61)

The very same arguments (and the very same resulting bound) clearly remain valid for the terms
on lines (56), (57) and (58).

Combining (59), (60) and (61), we end up with the desired bound, namely
∥∥IIN,n

∥∥
L2(ϕ)

. 2−nε , (62)

where the proportional constant in . depends neither on n, nor on N .

A.3. Conclusion. By injecting (53) and (62) into the decomposition (44), we obtain that
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. 2−nε ,

where the proportional constant in . depends neither on n, nor on N . We can thus let N tend to
infinity (for fixed n) and use Proposition 3.7 (point (i)) to assert that
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which immediately yields the convergence property (39).
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