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Abstract Currently, Video on Demand (VoD) is the heaviest data-driven service
among various multimedia services. Therefore, predicting the popularity of mul-
timedia contents, particularly video contents, in order to supply their proactive
caching is a crucial issue. Mobile Edge Computing is proposed as a general solution
for the upcoming 5G-based networks to allow computation and storage capabilities
at the edge of Radio Access Network. Henceforth, applications and services can be
deployed near the end-user, improving the backhaul resources utilization, energy
consumption, and users Quality of Experience thanks to the reduction of traffic
latency. Therefore, the pivotal problem addressed in this paper is to find the most
appropriate prediction methods from a large set of predefined methods, able to
forecast, with high accuracy, the multimedia content popularity. A real YouTube
dataset was used for simulations. The proposed Recommendation System frame-
work is very flexible because it can be extended to different time-series prediction
contexts. It also displays good scalability and can be dynamically adapted for
analyzing huge sets of time-series with large sets of predictors.

1 Introduction

Data traffic explosion, stemming from mobile multimedia services [3], social net-
works, and over-the-top applications such as YouTube, has imposed a huge chal-
lenge to 5G and beyond-5G networks for providing ever more backhaul resources
[44]. By 2023, it is expected to have 1 billion 5G subscriptions, and the mobile data
traffic (of which 73% is forecast as mobile video traffic) could increase up to 107
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exarbytes per month (seven-fold growth in 2017 mobile data traffic) [8]. Mobile
Edge Computing (MEC), currently standardized by ETSI [33], is part of the effort
toward a general solution for 5G-based network architectures. MEC allows com-
putation and storage capabilities at the edge of Radio Access Network (RAN) [1],
based on which new tasks such as mobile big data analytics and context-aware
services can be implemented for performance optimization. Applications and ser-
vices can be deployed and popular content items can be cached near end-users.
This can help improve the backhaul offloading and enhance users’ Quality of Ex-
perience (QoE) owing to traffic latency reduction.

Video on Demand is the heaviest data-driven multimedia service causing up
to 80% of backhaul traffic by the year 2020 [24]. In the near future, immersive
format videos such as 360-degree YouTube videos would consume four-to-five times
more bandwidth than the standard video streams with the same resolution [8].
Therefore, it is vital to predict the popularity of multimedia contents, particularly
videos, for their proactive caching.

The popularity profile of a multimedia content is explicitly indicated by the
number of daily solicitations. Since the solicitation evolution of a multimedia con-
tent is represented as time-series data, the prediction of the popularity profile
is basically a time-series prediction. Many previous works [18, 19, 42] have tack-
led this problem. However, most of devised solutions are based only on a single
prediction approach which is generally not well-adapted for this kind of big-data
application containing billions of multimedia contents such as YouTube. For in-
stance, exponential smoothing approach [18,43], Auto Regressive Integrated Mov-
ing Average (ARIMA) [17, 19], Neural Network (NN) and Recurrent Neural Net-
work (RNN) [9, 20, 28, 30, 45], tree-based regressors [42], etc., were used for pre-
dicting such kind of time-series. The performance of these methods varies widely
regarding the same time-series. Hence, finding the mechanism that optimally ac-
tivates the most efficient prediction algorithm for a given context is paramount.
Combinations of several forecasters in order to formulate a universal predictor
keeping individual forecasters’ advantages have been proposed in several previous
works [5, 7, 12, 15, 16, 21]. Ensemble techniques such as Bagging technique, e.g.,
Random Forest Algorithm [21], and Boosting technique, e.g., AdaBoost [14] or
Gradient Boosting method [15], are used for the aggregation process. However,
these methods only exploit the internal relation of weak predictors on different
samples of the original dataset. The external relation between elements of the
dataset for selecting appropriate predictors, was wrongly overlooked. To the best
of our knowledge, this is the first work on combining different types of predictors
for big data analytics.

In our previous work [37], we have proposed a recommendation framework
for adaptively and dynamically selecting suitable prediction methods for time-
series content profile. Although the presented framework is well-adapted and well-
performing, the scalability issue of the adopted recommendation system [25] is a
big challenge when applied to large time-series datasets. To overcome this problem,
in this work, we propose a light recommendation framework for time-series pre-
dictors. This framework is based on the evaluation of various time-series similarity
against a reference-set of time-series. The diversity of several prediction methods
is exploited to enhance the prediction accuracy. We will consider two approaches.
In the first one, a set of the most appropriate predictors are selected for each
time-series. The predicted output will then be the aggregation of the selected pre-
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dictors. In the second approach, several similarity-evaluating methods are adopted
to propose multiple predictors for the output aggregation.

The remainder of the paper is organized as follows. In Section 2, we define
the problem of multimedia content popularity prediction, the YouTube dataset
that we put to test, and the developed methodology. In Section 3, we focus on a
selected set of single prediction methods. In Section 4, we present our proposed
recommendation system for selecting appropriate predictors for time-series. In
Section 5, we present the simulation context and performance results. Finally, in
Section 6, we conclude the study and mention its perspectives.

2 Problem statement

In this work, we address the problem of selecting the most appropriate predic-
tor from a set of well-known methods to predict the popularity evolution of each
multimedia content from a huge collection of contents (e.g. offered by a Content
Delivery Network (CDN)). The predicted popularity can be used to supply a proac-
tive caching of the most popular contents close to requesting users, but this issue
is outside the scope of this paper.

A large set of prediction methods going along with several configurable pa-
rameters lead to a huge number of predictors. Applying all available predictors to
each item of a very large catalog of contents (such as YouTube), in order to single
out the best one, is intractable. To overcome this problem, we propose hereafter a
recommendation framework able to recommend a suitable predictor for each mul-
timedia content profile of a given catalog. The most appropriate predictor will be
identified based on (1) the computed prediction accuracy of all methods on a ref-
erence set, composed by a low number of content profiles and (2) the similarities
between the content profiles in the catalog and the reference set. A multimedia
content profile popularity represents the number of daily requests for this content
and the associated characteristics (e.g., number of likes). The number of daily
requests for a content impacts explicitly the decision of caching it to the nearby
servers in 5G MEC. Because the number of daily requests represents basically
time-series data, we focus on time-series prediction, that we deem in the rest of
the paper multimedia content profile or just content profile.

With the complexity of sequences’ dependencies and without any restrictions
on the distribution, on the frequency or on the amplitude of a time-series data,
the sequential prediction is difficult but is an important methodology applied to
a wide range of problems. Therefore, the problem considered in this paper can be
extended to different time-series prediction contexts.

2.1 YouTube dataset - Contents Profile Popularity

In this study, the dataset is composed of real traces crawled from the YouTube
site. A trace associated with a multimedia content includes the content uploading
date, the subscribers’ number, the shares’ number and its daily solicitation until
the crawling day. The list of YouTube videos is extracted from the YouTube-
8M dataset [2], composed of approximately 8 million videos. The crawled dataset
includes contents’ traces having at least 10000 total solicitations. For this study,
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we randomly selected traces of 200 contents having over 1.5 million requests and
at least 500 solicitations per day. Fig.1 displays the number of daily solicitations
for our selected videos (the legend shows their YouTube’s IDs). The traces start
at the uploading time (after 2007) and end at the crawling time (Sept. 2017).

20
07

20
09

20
11

20
13

20
15

20
17

0

200000

400000

600000

800000

1000000

N
um

be
r o

f S
ol

ici
ta

io
ns

oSCcspcm13c
OBWf4EZyUDo
xyJOBUcnQAo
OBa7tVHE_dc
bcP-nC0lWTc
7ov6MGU7i4Q
iAzVfCsD_ww
OgERyWoSlNU
v-SCZZfDmOk
...
...
...
g2JvHqC7Cew

Fig. 1 YouTube content solicitation traces

Training period

Testing period W

Validating period

Fig. 2 Content profile period splitting

Each content profile in the selected set is divided into three periods as shown
in Fig.2. The training period, constituted of several consecutive days, represents
the training data. The testing period composed of consecutive days that directly
follow the first one. Finally, the validation period composed of several consecutive
days and separated from the testing period by a window W of variable length.
The separating window W is used to ensure the objectivity of the validation.
The training period is kept as long as possible in order to preserve the possibly
seasonal relations among solicitation traces. This is the usual operating mode in
any time-series prediction problem.

2.2 Prediction accuracy evaluation

Performances of prediction methods are evaluated based on the following error
metrics:



Title Suppressed Due to Excessive Length 5

– Mean Squared Error: MSE =
1

N

∑N
i=1 (yi − pi)2

– Mean Absolute Error: MAE =
1

N

∑N
i=1 |yi − pi|

– Mean Absolute Percentage Error:

MAPE =
1

N

N∑
i=1

|yi − pi|
|yi|+ |pi|

× 100%

where N is the number of total predicted samples of a time-series, and yi and pi
denote the real value and the predicted one, respectively.

MSE and MAE provide the accuracy of the output while MAPE, slightly dif-
ferent, provides the relative value of the error prediction, which reveals the quality
of the predictor. For example, with the same MAE = 1, the predictor in yi = 10
has lower quality than the predictor in yi = 100. To evaluate the quality of vari-
ous predictors for the recommendation system, we mainly use MAPE through its
complement, defined by:

– Accuracy: ACC = 100%−MAPE

2.3 Distance Measures For Time-Series

In this work, we use various kinds of distance measures for evaluating the sim-
ilarity between time-series. Given two time-series X = {x0, x1, ..., xN−1} and
Y = {y0, y1, ..., yN−1}, the investigated distances, presented in this section, are
defined in the following set: {dLp

, dMAN , dEUCL, dDTW , dDTW W , dJAC , dDIS ,
dPDIS , dCID, dACF , dPACF , dCORR }.

2.3.1 Lp Distance

The Lp distance (dLp
) [REF] is given by:

dLp
=


∑N−1
i=0 |xi − yi| p = 1

p

√∑N−1
i=0 (xi − yi)

1
p 1 < p <∞

maxi=0,...,N−1 |xi − yi| p =∞
(1)

We consider two cases with p = 1 and p = 2 which correspond to Manhattan
Distance (dMAN ) and Euclidean Distance (dEUCL), respectively.

2.3.2 Dynamic Time Warping Distance

The Dynamic Time Warping distance (dDTW ) [27] is relative to time-series com-
parison. This allows a non-linear mapping of two vectors by minimizing the dis-
tance between them.

Given two vectors with different lengths:X = x0, ..., xn−1 and Y = y0, ..., ym−1,
a cost matrix C, size [n×m], containing the distances (usually Euclidean distance)
between two points xi, 0 ≤ i < n and yj , 0 ≤ j < m is established. A time warping
path P = {p0, ..., pK−1}, where max(m,n) ≤ K < m+ n− 1, is formulated based
on the following conditions:
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– Boundary: p1 = C(1, 1) and pK−1 = C(n,m);
– Monotonicity: given pk = C(ik, jk) and pk−1 = C(ik−1, jk−1), then i ≥ ik−1

and j ≥ jk−1;
– Step size: given pk = C(ik, jk) and pk−1 = C(ik−1, jk−1), then ik − ik−1 ≤ 1

and jk − jk−1 ≤ 1.

Many paths satisfying the above conditions could be found. However, only the
warping path that minimizes the cost is considered as dDTW distance:

dDTW = min


√√√√K−1∑

k=0

pk

 (2)

The computational cost of Dynamic Time Warping algorithm dedicated to
finding the path of minimal cost is the main drawback of such kind of distance.
To overcome this difficulty, the ”Sakoe-Chiba band” [40], which defines the set
of points available for associating the warping path, is adopted. The Sakoe-Chiba
band runs along the main diagonal, i.e., i = j = ι, and constraints the range of
warping as specified by the fixed width W , W < max(m,n). The upper and lower
boundaries of the band is given by:

|ik − ι| ≤W, |jk − ι| ≤W

where ι is the corresponding coordinate at the main diagonal and k indicates the
k-th point of the warping path. We denote by dDTW W the DTW derivative with
Sakoe-Chiba band.

2.3.3 Jaccard Distance

Jaccard distance (dJAC) [29] is given by:

dJAC = 1− |X ∩ Y ||X ∪ Y | (3)

where |.| is the set cardinality.

2.3.4 Dissimilarity Distance

Canberra Dissimilarity distance (dDIS), a weighted version of L1 (Manhattan)
distance, is given by:

dDIS =
1

N

N−1∑
i=0

|xi − yi|
|xi| − |yi|

(4)

A derivative of Dissimilarity distance is the Peak Dissimilarity distance (dPDIS)
which is defined by:

dPDIS =
1

N

N−1∑
i=0

|xi − yi|
2 max(|xi| , |yi|)

(5)
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2.3.5 Complexity-Invariant Distance

Complexity-Invariant distance (dCID) [4] was introduced to adjust an existing
dissimilarity measure by a correction factor (CF) computed based on information
about complexity difference between two series. We consider CID distance based
on Euclidian distance as follows:

dCID = dEUCL(X,Y )× CF (X,Y ) (6)

where CF (X,Y ) =
max (CE(X), CE(Y ))

min (CE(X), CE(Y ))
and CE(X) is a complexity estimate

of time-series X, given by: CE(X) =
√∑

t=0 (xt+1 − xt)2.

2.3.6 Feature-based distances

In this distance category, the similarity between extracted features (such as Fourier,
Wavelet, Correlation coefficients, etc.) of time-series is utilized instead of their raw
values. For this kind of distance, we consider distance measures of features achieved
by Autocorrelation function (ACF) and Partial correlation function (PACF) [34]:

d(P )ACF =

√√√√ L∑
l=1

(ρX − ρY )2 (7)

where ρX and ρY are the ACF/PACF coefficients of time-series X and Y , whereas
L is the lag number.

We also investigate energy distances through Pearson’s Correlation distance
(dPC) [23] and Correlation distance (dCORR) [41]. The Pearson’s Correlation dis-
tance is given by:

dPC = 1−
∑N−1
i=0 (xi − x)(yi − y)√∑N−1

i=0 (xi − x)
√∑N−1

i=0 (yi − y)
(8)

where N is the sample size, and x is the sample mean.

The dPC is sensitive to the linear relationship between two variables. However,
it can be zero for dependent variables.

The dCORR [41] was introduced to address the deficiency of dPC . The dCORR
is zero if and only if the random vectors are independent. In other words, dCORR
measures both linear and nonlinear association between two random variables or
random vectors. This is in contrast with Pearson’s correlation, which can only
detect linear association between two random variables. The dCORR is given by:

dCORR =
ν2 (X,Y )√
ν2 (X) ν2 (X)

(9)

where ν2(X,Y ) is the distance covariance, and ν2(X) and ν2(Y ) are the distance
variance of X and Y , respectively.
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3 Individual Predictors

In this section, we present the theoretical basis of two categories of learning predic-
tion methods which can predict without retraining requirement: tree-based regres-
sors and RNN-based predictor. Decision tree, Random Forest, AdaBoost, Gradient
Boosting regressors are the selected predictors among several ones of the former
type. Long Short Term Memory (LSTM) and Gate Recurrent Unit (GRU) are the
two selected units for constructing the second type.

3.1 Tree-based regressors

Tree-based learning algorithms are one of the most widely used supervised learning
methods. They can be used for solving either classification or regression problems
as analyzed in Classification And Regression Tree (CART) [6]. Tree-based learning
uses predictive models in a tree form, i.e., flowchart-like form, called decision trees.
Decision trees that are given continuous output values allow to deal with prediction
problems, hence, are the prediction tools of this study. Learning a decision tree is
essentially a process of splitting a training dataset based on recursive algorithms
such as CHAID [26], ID3 [38], C4.5 [39] and CART.

In prediction problems, the system is composed of an input variable X and
an output variable Y. Given a training dataset D = {x(i), y(i)}, i = 1, ...,m, the
objective is to find an estimation or a hypothesis function h that maps X to Y.
Learning a decision tree t is to find ht : X → Y based on one of the above
algorithms.

Due to their simplicity, decision trees have high execution speed. Still, they
cannot be generalized for an arbitrary problem with possible unseen data. For
improving flexibility and diversity, Random Forest [21] uses multiple decision trees
{t}, t = 1, ..., T , constructed based on several randomly selected subspaces St of
the training dataset D, i.e., St ⊂ D. After individually training {ht}, the output
prediction for an input x′ is computed by a discriminant function given by:

HT
(
x′
)

=
1

T

T∑
t=1

ht(x
′) (10)

The discriminant function is essentially an averaging function and the final pre-
dictor generalizes the predictions aggregately.

Instead of using a simple averaging function, boosting algorithms [5, 14, 16]
provide us with more complex frameworks by combining weak or base learners,
e.g., decision trees. AdaBoost [14], which stands for Adaptive Boosting, performs
weak learners repeatedly over multiple rounds t = 1, ..., T . The detailed AdaBoost
algorithms is presented in Algorithm 1. For each round t, the weak learner ht is
trained, the predicting error εt is computed and used to update weights for inputs

of the next round w
(i)
t+1 and weights of weak learners αt. w

(i)
t is initialized equally,

but the weights of incorrect learning inputs, i.e., w
(i)
t of x(i) with ht

(
x(i)

)
6= y(i),

get larger on each round. Thus, the weak learner has to concentrate on the ’hard’
inputs in the training set. In contrast, the weight αt increases as the predicting
error εt decreases. This means more contribution is assigned to ht because the
final output is based on a weighted voting of weak learners.
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Algorithm 1: The AdaBoost algorithm [13]

Data: Training set of m labeled samples D = {(x(i), y(i))}, i = 1, ...,m

Initialize: w
(i)
1 ← 1/m ∀ i = 1, ...,m ;

for t = 1, ..., T do
ht ←WeakLearn(D,wt);
εt ←

∑m
i=1 w

(i)
t 1[ht(x(i)) 6= y(i)];

for i=1,...,m do

wt+1
(i) ← w

(i)
t
2
×
{

1
εt

if ht
(
x(i)

)
6= y(i)

1
1−εt

if ht
(
x(i)

)
= y(i)

end

αt ← 1
2

ln
(

1−εt
εt

)
end

Result: Final classifier: HT (x) = sign
(∑T

t=1 αtht(x)
)

The Gradient Boosting method [15] is a more general boosting approach than
AdaBoost. With the same input data set D, the goal is to reconstruct the function
H∗,

H∗(x) = argmin
H
E[L(y,H(x))],

such that the loss function L is minimized. Gradient Boosting approximates H∗(x)
by a weighted sum of weak learners h(x, ρ):

H(x) =
T∑
t=1

αtht(x).

The steepest-descent algorithm is adapted for finding this approximation as
presented in Algorithm 2.

Algorithm 2: The Gradient Boosting algorithm [15]

Data: Training set of m labeled example D = {(x(i), y(i))}, i = 1, ...,m,

a differentiable loss function L(y,H(x)). Initialize: H0 (x) = argmin
α

∑m
i=1 L

(
y(i), α

)
;

for t = 1, ..., T do
1. Compute pseudo-residuals: ;

r
(i)
t = −

[
∂L
(
y(i), H(x(i))

)
/∂H(x(i))

]
H(x)=Hm−1(x)

, i = 1, ...,m;

2. Fit weak learner ht(x) to pseudo-residuals;

ht(x)←WeakLearn
({(

x(i), r
(i)
t

)})
, i = 1, ...,m;

3. αt = argmin
α

∑m
i=1 L

(
y(i), Hm−1(x(i)) + αht(x(i))

)
;

4. Ht(x) = Ht−1(x) + αtht(x);

end
Result: Final classifier: HT (x)
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3.2 RNN-based predictors

Recurrent Neural Networks have been adopted in a wide range of machine learning
tasks, particularly, when they require handling time-related data in either input
or output, such as image captioning, music generation, speech recognition, hand-
writing recognition, machine translation and times-series prediction [31,35]. RNNs
are suitable for capturing the relationship between sequential data points owing to
their recurrent structures. In detail, recurrent hidden states depend on both the
current input and the network states at the previous time steps, instead of only
the current input as in a conventional feed-forward neural network. This structure
is demonstrated by a simple RNN unit in Fig. 3a. The update of the recurrent
hidden state of the simple RNN unit is given by:

ht = g (xtWxh + ht−1Whh + bh) (11)

where g is the activation function, xt is the t-th input, bh is the bias of the simple
hidden unit, Wxh is the input weight matrix, and Whh is the recurrent weight
matrix.

The simple unit outputs a distribution of the next element of the sequence
data which is a composition of its previous state and its current input. Thus, this
model is able to capture the sequence probability of the input time-series data.
Indeed, given a sequence x = (x1, x2, ..., xT ), the sequence probability is given by:

p(x1, x2, ..., xT ) = p(x1)p(x2|x2)...p(xT |x1, ..., xT−1). (12)

The simple RNN model provides an output which is equivalent to:

ht ∼ p(xt|x1, ..., xt−1) (13)

Therefore, RNN is efficient in dealing with time-series data. However, due to the
difficulties of training RNN for capturing long-term dependencies when gradients
tend to vanish or explode, alternative units has been proposed. LSTM [22] and
GRU [10] are the most popular ones, and are considered in this study.

LSTM unit is illustrated in Fig. 3b and is formulated by the following equations:

it = σ (xtWxi + ht−1Whi + ct−1Wci + bi) (14a)

ft = σ (xtWxf + ht−1Whf + ct−1Wcf + bf ) (14b)

ĉt = tanh (xtWxc + ht−1Whc + bc) (14c)

ct = ftct−1 + itĉt (14d)

ot = σ (xtWxo + ht−1Whi + ctWci + bo) (14e)

ht = ot tanh (ct) (14f)

By introducing input gate it, forget gate ft and output gates ot, the memory
content ct, and the output and current state of LSTM unit ht are controlled. In
detail, ot controls the amount of memory content exposure ct at the output ht in
Eq. (14f). ft and it decide the updating amount of the new memory content ĉt and
the forgetting amount of the old one ct−1 on the memory content ct in Eq.(14d).
GRU unit is similar to LSTM unit with the use of gating blocks for adjusting the
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flows inside the unit, but does not include memory cells [11]. GRU unit is depicted
in Fig. 3c and is formulated by the following equations:

rt = σ (xtWxr + ht−1Whr + br) (15a)

ut = σ (xtWxu + ht−1Whu + bz) (15b)

ĥt = σ (xtWxh + rtht−1Whh + bh) (15c)

ht = (1− ut)ht−1 + utĥt (15d)

In a GRU unit, the update gate ut adjusts the updates of its content ht via Eq.
(15d), whereas the reset gate rt, similar to the forget gate in LSTM unit, decides
to what extent the previous state ht−1 should be memorized in Eq. (15c).
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4 Recommendation systems for time-series predictions

The prediction methods may perform differently regarding the same time-series.
Typically, for selecting a suitable predictor for a given time-series, one needs to
find out the performances of all predictors, each one being a couple of a prediction
method and a set of parameters values. Hence, given a huge number of time-
series and a very large number of prediction methods, finding the mechanism that
optimally pins down the most efficient prediction algorithm for each time-series
is a real hurdle. Hence, we propose to adopt a Recommendation System (RS) for
dynamically selecting the most appropriate prediction methods.

In Section 4.1, we briefly present Imputation-Boosted Collaborative-Filtering
based Recommending Prediction Method (IBCF-RPM), proposed in our previous
work [36]. This recommendation method is designed for selecting the most appro-
priate predictor for small or medium size collection of time-series. In sections 4.2
and 4.3, we propose a new solution for recommending the best predictors and to
aggregate them in order to operate on a huge collection of time-series. In section
5.5, we put forward a complexity comparison between these two proposals. We
recall that, in our framework, the time-series represent the multimedia content
profiles.

4.1 IBCF Recommending Prediction Method

In this section, we briefly introduce the recommendation method called IBCF-
RPM proposed in [36], able to recommend an appropriate prediction method for
a given profile, based on the estimation of prediction accuracy of similar contents.

For each time-series associated with a content in a catalog T , IBCF-RPM pro-
poses to train and measure the prediction accuracy for a ratio of randomly chosen
predictors during the test period. The accuracy of other predictors is estimated
thanks to the CF technique. The method includes the following steps:

(i) For each time-series i from T , define Pi as a set of ratios of prediction meth-
ods, randomly selected from the initial set of predictors. For each profile i
and each method m from Pi, compute the sparse accuracy matrix ACCm,i.
The non-estimated elements in the matrix correspond to unselected predic-
tors.

(ii) For each couple of profiles u and v, a similarity matrix sim (u, v) is computed
by using the Pearson correlation coefficient. This matrix allows to identify
for each time-series i, the most similar contents in the initial set, according
to the prediction methods for which the accuracy was computed.

(iii) For each profile i, the set of the K most similar profiles, denoted Top−K,
will contribute to estimate the previous non-estimated values ACCm,i in the
accuracy matrix MACC , as thoroughly explained in [36].

(iv) For each profile i, the recommended prediction method will be the method
having the highest estimated accuracy in the accuracy matrix MACC com-
puted at the previous step.
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4.2 Proposed Recommendation System Framework for Prediction Methods
Selection
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Method 2

Method 3

Method 4
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Method 2

Method 1

Target trace: Ti
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R3
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R4

R2

R3

Estimated ACC

distance

Fig. 4 Recommendation system framework for prediction method selection

Typically, some predictors could perform well when used for a given set of time-
series. Determining appropriate predictors for each time-series in a large dataset
like that of YouTube by investigating all available predictors is not a viable op-
tion. In this work, we propose a recommendation framework for facilitating this
task. The process of the proposed framework is illustrated in Fig. 4 and have the
following steps:

(i) Select a subsetR = { Rj} of reference contents profile having enough various
profiles.

(ii) Investigate the predicting performances of all prediction methods on R.
Then, a reference accuracy matrix MACC relative to all methods applied to
traces on R will be obtained.

(iii) For a new content profile Ti outside R, compute the similarity vector VSim
between Ti and reference profiles Rj in R.
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(iv) Through MACC and VSim, estimate the accuracy of all prediction meth-
ods applied to Ti. The estimated accuracy of a method m applied to Ti is
calculated by what follows:

ÃCCm,i =

∑
j∈K

1
di,j

ACCm,j∑
j∈K

1
di,j

(16)

where K is the set of the k most similar time-series of Ti from the reference
set R, and di,j is the similarity distance between Ti and Rj .

The proposed Recommendation System framework provides the estimated ac-
curacy ÃCCm,i of all prediction methods m on the profile Ti. In the next section,
we explain how to select the best estimated predictors and aggregate them.

4.3 Proposed Multi-recommended Predictors Aggregation

The estimated accuracy of the investigated predictors able to estimate the solic-
itation evolution of a given content provide us with a descending accurate list
of predictors. The best predictor or the top-N best ones could be selected for
the content at hand. On the other hand, the distance that measures the similar-
ity between a new content and the ones in the reference set impacts the value
of estimated accuracy. The recommended predictors based on different distance
measures could have different performances. Therefore, to enhance the proposed
framework by having recourse to a diversity of recommendations, we propose to
aggregate multi-recommended predictors based on the two following approaches:

– Top-N Best Predictors Aggregation (Top-N BPA): The Recommenda-
tion System utilizes only one suitable distance measure for each given
content. Accordingly, the top-N highest ACC predictors are selected. The pre-
dicting output of recommended predictors are aggregated by their mean pre-
dicted value.

– Multi-Distances Best Predictors Aggregation (MD-BPA): Multiple
distance measures are adopted to estimate the accuracy of predictors for a
given content. The best predictor for each distance measure is chosen. Aggre-
gating predicting outputs is also based on their predicted mean value.

5 Performance analysis

For evaluating the effectiveness of the proposed methods, Top-N BPA and MD-
BPA, we perform the following simulations, based on the YouTube profiles dataset,
presented in Section 2.1.

5.1 Context of simulation

For predicting daily access number to YouTube contents, we use the slicing win-
dow prediction method. The number of access to a YouTube video for the next
day is predicted based on the historical access information extracted from a look
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back window of Wlb preceding days. For example, with Wlb = 3, the predicting
output at day t is estimated based on the real data at day t−3, t−2, and t−1. In
our simulation, the value of Wlb is selected in the set of {1, 2, 3, 5, 7, 14, 30} day(s).

From the huge dataset of Youtube, we selected 288 content profiles which were
separated randomly into two parts: 88 profiles for establishing the reference set
and the rest (200 contents) for formulating the target set . The target set is used
for evaluating the effectiveness of the proposed RS framework.

In this paper, an individual predictor is defined as a couple of a prediction
method and an appropriate set of parameters values. Without loss of generality,
the parameters values for individual prediction methods are loosely chosen because
we aim for the RS that is able to recommend the most appropriate method for
a content. The selected parameters given in Table 1 combined with the 7 above
cases of Wlb give 28 tree-based predictors and 84 RNN-based predictors.

Table 1 Predictor parameters

RNN-based predictors Tree-based regressors
No. of Unit Max. No. of

Config. Layer 1 Layer 2 depth Estimators
C1 1 0
C2 7 0 Decision Tree 4 1
C3 14 0 AdaBoost 4 20
C4 1 2 GradientBoosting 4 300
C5 7 14 Random Forest 4 300
C6 14 28

5.2 Performance of Individual Predictors

We evaluate the performances of the individual predictors on the YouTube dataset
presented in Section 2.1. For each content profile, we evaluate the performance
of all investigated predicting methods by training, testing and validating on the
training, testing and validating periods, respectively.

Accuracy The average accuracy on training, testing and validation periods of
the investigated prediction methods, when Wlb = 7, are given in Fig. 5.

It can be seen that RNN-based predictors have better performances then Tree-
based methods. Their accuracy at training, testing and validating periods are quite
consistent while those of Tree-based predictors are not. Tree-based predictors are
over-fitted when they have higher training accuracy but have worse testing and
validating accuracy. For this reason, we should not perform the recommendation
based on the training accuracy. Instead, resorting to testing accuracy is more
appropriate.

History and configurations impact. Fig. 6 shows the average MAE and
MSE of predictors applied on the testing content set. It can be seen that the trends
of MAE and MSE are consistent. With the same W , LSTM-based and GRU-based
predictors have lower errors than tree-based predictors. Among tree-based predic-
tors, the Random Forest predictor is the best. Within the RNN-based predic-
tors, the C3 configuration with only one layer is better than the C6 configuration
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Fig. 5 Average prediction accuracy of individual predictors with Wlb = 7 days

with two-unit layers. With the same configuration and W , the predicting errors
of LSTM-based and GRU-based predictors are almost similar. Decision Tree and
Random Forest predictors, which are simpler, have increasing errors with larger
W , whereas AdaBoost and Gradient Boosting show little difference when the error
in W = 30 is smaller than the error in W = 14. For RNN-based predictor, the
error in W = 30 is the smallest one.

Fig. 6 Average testing errors of individual predictors

Simulation time. Fig. 7 depicts the simulation time for the selected predic-
tors during training and validation phases for different values of the loop-back
Window Wlb. The most time consuming phase is the training phase for both pre-
dictors categories. For Tree-based predictors, the simulation time of Decision Tree
predictor is almost negligible (∼ 0.1 s) and that of other methods is also very small
(between ∼ 8 and ∼ 80 s). For RNN-based predictors, simulation time is an issue
because it is very high compared to that of tree-based predictors: it is comprised
between 600 and 1800 s. Indeed, the major time consumer is the training phase of
the Neural Network, which obviously changes according to the number of recurrent
units, compared to the validation time which is negligible. In our applicative con-
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text, this aspect isn’t a drawback because the training process is always an off-line
one. The simulation time of GRU net is slightly larger than LSTM net though in
principle GRU unit has less parameters than LSTM unit. This effect is related to
the time-series profiles. We can also see that the general trend of the predictors
simulation time is incremental with the value of Wlb. The increase in simulation
time is the price paid for the higher accuracy that RNN-based predictors achieve
compared to tree-based predictors.

Fig. 7 Average execution time of individual predictors for different values of Wlb

5.3 Performance of Top-N BPA

In order to analyze the performance of the proposed recommendation framework
based on the aggregation of top-N best predictors, we consider two popular dis-
tance measures including Euclidean and Dynamic Time Warping (DTW) dis-
tances. Since the original DTW requires heavy computation, we consider DTW-W
with a ”Sakoe-Chiba band” width that equals 30.

For each distance measure, we draw the average validating ACC of our pro-
posed top-N best predictors aggregation according to several cases of top-N (the
most accurate N methods) and top-K (the most similar K contents). The results
are displayed in Fig. 8. To unravel the effect of the recommending mechanism, we
investigate separately RNN-based predictors pool and Tree-based predictors pool
because lower individual accuracy makes the Tree-based predictors less recom-
mended if we consider both types of predictors (i.e., ACC < 92% and < 94% for
Tree-based predictors and RNN-based predictors, respectively). There are different
types of impact that can be seen here.
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– The impact of the distance measure: The accuracy values given by Top-N BPA
with both tested Euclidean and DTW-W distance measures are very similar,
with an improvement of around 0.2% for Euclidean distance.

– The impact of Top-N value: i) For the RNN-based predictors, we can observe
a general trend in which the accuracy increases along with the increase of the
Top-N value. With Euclidean distance, increasing the number of aggregated
predictors Top-N from 3 to 19 produces an increase of 0.2% in the estimated
accuracy. With DTW-W distance, there is a little difference when Top-K = 5.
However, the general increasing trend for this case is almost similar. Many good
RNN-based predictors have small discrepancies in their performance. This is
the main reason why the range for best predictor aggregation can be very high
(up to 19 predictors) in the case of RNN-based predictors pool. ii) For tree-
based predictors, the increase of Top-N value implies an increase followed by
a decrease of the accuracy. The best prediction accuracy is obtained for the
aggregation of 3− 5 predictors. Aggregating more than 5 predictors produces
a decrease in the estimated accuracy. A lower number of good predictors with
a higher gap among their accuracy is the reason behind the existence of a low
optimal value of Top-N (∼ 5 predictors).

– The impact of Top-K value: We can see in brief that Top-K value should be
small (5 or 10) in the case of RNN-based predictors pool and should be high
(15 or 20) in the case of Tree-based predictor pool. The reason for this effect
is that RNN-based predictors are well-trained and have a higher sensitivity to
the evolution of the content profiles; contrary to Tree-based predictors that are
less sensitive to them because of the training over-fitting. Therefore, combining
more suggestions from reference profiles in the case of Tree-based predictors
provides more reliability and hence more accuracy.

5.4 Performance of MD-BPA

In this subsection, we investigate our second devised aggregation framework.

5.4.1 Distance measure analysis

Similarity measures between target and reference profiles provide the output of
the estimated ACC. Therefore, selecting a good distance measure is the key point
here. To select the most appropriate measure, the analysis of different distance
measures is needed.

Standardization impact for time-series values. For some distance mea-
sures such as EUCL, the computed distance values are very sensitive to the am-
plitude of time-series. Therefore, to remove the influence of noise and evolution
trend of time-series, their value standardization is adopted. The standardization
for a time-series X = xi is given by:

x̂i =
xi − µX
σX

(17)

where µX and σX are the mean and standard deviation of X, respectively.
We consider the impact of standardization on the computed accuracy in the

proposed recommendation framework. The average accuracy of several distance
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(b) RNN-based with EUCL

1 3 5 7 9 11 13 15 17 19

Top N

91.0

91.2

91.4

91.6

91.8

92.0

AC
C 

[%
]

Top K = 5
Top K = 10
Top K = 15
Top K = 20

(c) Tree-based with DTW-W

1 3 5 7 9 11 13 15 17 19

Top N

93.5

93.6

93.7

93.8

93.9

94.0

94.1
AC

C 
[%

]

Top K = 5
Top K = 10
Top K = 15
Top K = 20

(d) RNN-based with DTW-W

Fig. 8 Accuracy vs. Top-N predictors aggregation
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Fig. 9 Impact of time-series values standardization
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measures in the original and standardized cases of the content profiles are given
in Fig.9. Both RNN-based and Tree-based sets of individual predictors are investi-
gated. We select Top-N=5 and Top-K=10 which are appropriate values according
to the results given in Section 5.3.

We can see that for both predictors set, the standardization improves the per-
formance of our proposed framework for all distance measures except dCORR,
dACF and dPACF . The reason is that they are feature-based distances and stan-
dardization does not influence the feature extraction (i.e., the covariance feature
for dCORR, and the autocorrelation feature for dACF and dPACF ). Therefore, the
accuracy values remain unchanged.

Distance measure correlation. As mentioned in section 2.3, there are nu-
merous types of distance measures that could be found in the literature. The idea
here is to form a set of distances so that the diversity of prediction methods is
taken into account. Accordingly, the distance within the selected set should not
be strongly correlated.

In order to evaluate the correlation between distance measures, the Mantel
test [32] is used. The latter enables us to measure the correlation between distance
matrices. We compute the distance matrix DdR = {Ddi,j} of time-series in the
reference subset R for each kind of distance measures d. Then, correlation test
statistic is r =

∑
i<j

∑
Ddi,jD

d′

i,j and per mutational correlation test statistic is

{r̃} =
{∑

i<j

∑
D̃di,jD

d′

i,j

}
, where D̃dR are random permutation matrices of DdR =

{Ddi,j} that are used to derive the Mantel test score.
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Fig. 10 Correlation Matrix of Distances

Fig. 10 shows the correlation score of the investigated distances. It can be
seen that there are two highly correlated groups of distance measures including
{dEUCL, dPC , dCID, dMAN , dDTW , dDTW−W } and {dDIS , dPDIS , dJAC}, the
other ones {dCORR}, {dACF }, {dPACF } are not correlated.
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Fig. 11 Accuracy vs. Distance combination with Tree-based predictors

Fig. 12 Accuracy vs. Distance combination with RNN-based predictors

5.4.2 MD-BPA performance

According to the result of distance measures correlation given in the previous
subsection 5.4.1, we select five representative distance measures dCORR, dEUCL,
dPDIS , dJAC , and dPACF for investigating the effectiveness of different combina-
tions of multiple distance types. The other ones are ignored due to their correlation
with the selected distance measures.

Fig. 11 and Fig. 12 show the accuracy of the proposed MD-BPA with tree-based
predictors pool and with RNN-based predictors pool, respectively. Combination
of 2, 3 and 4 different distances are compared with individual distance measures,
while the number of similar contents varies between 1 and 15. The aggregation per-
formances are compared with those of the optimal predictor in term of prediction
accuracy. In the case of Tree-based predictors, the post-best predictor improves the
accuracy of the prior-best one by 0.1%; while in the case of the RNN-based predic-
tors, the improvement is of 0.5%. For both predictor types, combination of at least
2 different distances improves the prediction accuracy when K ≥ 5. For Tree-based
predictors, the PACF distance improves the accuracy in aggregates of 2, 3 or 4 dis-
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tances. When K ≥ 5, these combinations realize performances that are very close
or even better than those of the post-best predictor. For RNN-based predictors,
when K ≥ 3, the PDIS distance improves the accuracy of aggregates close to the
accuracy of the post-best predictor. The same distance combinations increase the
aggregates accuracy from 0.5% to 2.8%, e.g. (dCORR, dEUCL), (dCORR, dPDIS),
(dCORR, dJAC), (dCORR, dEUCL, dPACF ), (dCORR, dEUCL, dPDIS , dPACF ),
(dCORR, dPDIS , dJAC , dPACF ), etc.

Three different effects of the adopted parameters are observed as follows.

– The effect of Top-K : For a certain set of distance measures, the accuracy of MD-
BPA increases along with the value of Top-K. However, the estimated accuracy
value varies insignificantly when Top-K is larger than 5 in both predictor pools.

– The effect of different sets of distance measures: For the same value of Top-
K, the distance measures sets which include EUCL and/or PACF in tree-
based predictors pool and include PACF in RNN-based predictors pool, tend
to perform better than the others, which means that these distance measures
are more suitable for these kinds of predictors.

– The effect of the number of distance measures: There is an obvious increment
of the MD-BPA accuracy with the increase of the number of combined distance
measures. With approximately 2 distance measures used by at most three pre-
dictors for a content profile, we can achieve the accuracy of the optimal best
predictor (i.e., the best predictor when the future is known, and indicated by
”post-best predictor”) on both predictor pools. It should be also noticed that,
in both cases of predictor types, the MD-BPA achieves higher accuracy than
the best recommended predictor (i.e., the best recommended predictor based
only on historical performances is indicated by ”prior-best proposed”).

5.5 Complexity comparison

In this subsection, we analyze the complexity of the proposed aggregations Top-N
BPA and MD-BPA, and we compare them with the complexity of IBCF-RPM.
For all of the above methods, there are three computational costs:

– Training predictors
– Computing similarities
– Aggregating several predictors

First, we have the complexity of training predictors, which varies depending on
their nature. If we consider the same set of predictors, the computational cost for
the training process is the same. So, we will not consider it for the present com-
parison. Lastly, we have the computational cost of the aggregation process which
is the same for Top-N BPA and MD-BPA for each content, and is equivalent to
the cost of collaborative filtering in IBCF-RPM. However, this cost is dismissible
compared to that of similarities computation. In other words, the complexity of
the investigated methods is mainly due to the similarity computational cost.

Assume that M methods are considered to estimate the popularity of V con-
tents, and each content consists of the same historical data of the p previous days.
For IBCF-RPM, the cost for training predictors depends on the running ratio
r, 0 < r < 1. rM methods are trained for all of V contents. Whereas, for proposed
MD-BPA and Top-N BPA, r′V, 0 < r′ < 1 contents are selected as the reference
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set and trained with all considered methods M . Therefore, in order to identify the
training costs of the considered approaches, the running must be identical with the
selecting ratio r′. Given that, the number of training predictors for IBCF-RPM,
Top-N BPA and MD-BPA are now identically given by rVM .

With those assumptions, the comparison of the complexity of IBCF-RPM,
Top-N BPA and MD-BPA reduces to the comparison of the similarity compu-
tation costs. For performing collaborative filtering in IBCF-RPM, one needs to
compute the similarity of all pairs of contents in the set of V contents on a vec-
tor of M predictors’ accuracies. Thus, the complexity for computing the similar-
ity of IBCF-RPM is O

(
V 2M

)
. For Top-N BPA, every content in the predicting

set (1 − r)V is compared with all contents in the reference set rV for comput-
ing similarities. Therefore, the complexity for computing the similarity of Top-N
BPA is O

(
r(1− r)V 2p

)
. For MD-BPA, a similar process to that of Top-N BPA

is needed for computing the similarities for each distance type. Hence, for m se-
lected distance types, the complexity for computing the similarity of MD-BPA is
O
(
mr(1− r)V 2p

)
.

The number of methods, M , could span from hundred to thousand which is
also the range of p, i.e., some months to years, whereas r < 1. Therefore, the
proposed Top-N BPA and MD-BPA are simpler than IBCF-RPM. For example,
with p = M , m = 3 and the running ratio r = 0.3, the complexity of Top-N
BPA and MD-BPA is now equal to 21% and 63% of the IBCF-RPM complexity,
respectively.

6 Summary and Future Work

In summary, we have addressed, in this paper, the crucial issue of being able to pre-
dict with large accuracy the popularity of multimedia contents in order to ensure
a proactive caching in 5G MEC, close to the end-users. As daily requests evolution
of multimedia content is represented as time-series data, time-series prediction was
focused on. We proposed a recommendation framework able to estimate the accu-
racy of a high number of prediction methods applied to a large set of time-series.
The proposed framework is a general one which can be used in various appli-
cations modeled by time-series. It also enjoys very good scalability, as it adapts
dynamically to analyze huge sets of time-series and large sets of predictors.

Real traces of the popularity evolution of YouTube videos were considered as
the study case. From the entire catalog, we defined a reference set of time-series
to which the prediction accuracy of all investigated predictors were stored. The
accuracy of each predictor given to any content outside the reference set will be
estimated based on the stored accuracy of the most similar subset of the refer-
ence set. The most similar reference time-series with the new content is selected
according to the carefully chosen distance measures. The framework recommends
the predictors having the best estimated accuracy.

Our finding is that the individual RNN-based predictors have always better
average performances than tree-based predictors during the validation phase for
an equivalent prediction time. The maximum performance gain is around 5% in
the context of our simulation. However, the training time of RNN-based predictors
is about 10 times higher than that of tree-based predictors. The complexity issue
can be alleviated by performing training offline. The main concern of predictors
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accuracy, which is closely related to time-series characteristics, has been considered
by the proposed recommendation framework. It enables us both to select more
appropriate predictors for each time-series and to aggregate them to improve the
prediction performances. Two predictor aggregation methods, called Top-N BPA
and MD-BPA, have been proposed.

For a given time-series, Top-N BPA aggregates the N highest accurate pre-
dictors, identified by the most K similar contents based on one distance measure,
whereas MD-BPA aggregates the M most accurate predictors determined by M
considered distance measures. Simulation results have shown the effectiveness of
the aggregation method in term of accuracy improvement. We also showed that
the complexity of the proposed recommendation methods is drastically reduced
compared to our previous work deemed IBCF-RPM. In detail, the complexity is
reduced by 79% and 37% for Top-N BPA and MD-BPA, respectively. This makes
these recommendation frameworks appropriate for prediction problems involving
a huge number of time-series and a large number of predictors.

For future work, we need to assess the effectiveness of the proposed recommen-
dation system for content caching in comparison with classical caching algorithms.
The generality of the proposed recommendation framework and its performances
should be investigated in diverse contexts where data is represented as time-series.
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