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ABSTRACT: Electrostatic directed assembly of colloidal particles on charged patterns, that is, nanoxerography, has proven to find innovative applications in plasmonics, anticounterfeiting, or particle sorting. However, this technique was restricted to dispersions of nanoparticles whose diameters are typically below 100 nm. The combination of experiments and simulations shows that this limitation is due to an uncontrolled dewetting of the substrate and to the low mobility of large particles. The "convective nanoxerography" process developed in this work overcomes this limit and allows making selective and dense assemblies of micrometer-sized particles expanding by a factor 40 the size range foreseeable.

INTRODUCTION

Methods to direct the assembly of colloidal particles on flexible or solid substrates have been developed1−6 over the past decades in order to benefit from their original properties (mechanical, optical, and chemical...) into functional devices. Among all the existing directed assembly methods, the nanoxerography technique, based on the trapping of charged or polarizable particles on an electrostatically patterned substrate, offers the possibility to make 1D to 3D7−10 particle assemblies with high resolution in a few seconds. Applications were found in plasmonics,11 anti-counterfeiting,7,12 or particle sorting.13 Interestingly, when considering nanoxerography of objects with at least one dimension above 500 nm, very little work has been done and it has been mainly related to highly anisotropic objects with one small dimension,10,14 or particles dispersed in nonpolar solvents.15,16 Particle patterns were not precisely defined otherwise. Besides, few theoretical works have been devoted to describe the kinetics of particle assemblies by nanoxerography.

In this work, an improved method named "convective nanoxerography" has been developed in combination to numerical simulations to understand and overcome the limits of nanoxerography for micrometer-sized particle assemblies.

EXPERIMENTAL SECTION

Conventional Nanoxerography Process. Figure 1a presents the process of conventional nanoxerography, composed of two steps (i) and (ii):

(i) The electrostatic charge writing step onto a polymethylmetacrylate (PMMA)18 thin film. In the frame of this work, this step was carried out by electric microcontact printing (e-μCP):17 a 25 mm² network of 250 μm width, positively charged snowflake patterns were generated by putting into contact an electrically polarized flexible stamp featuring the snowflake structures with the PMMA thin film. Details on the e-μCP protocol are given in page S2 of the Supporting Information. The large global dimensions of the patterns (nevertheless including micrometric features), were chosen accordingly to match with the full size range of particles (100 nm to 10 μm) to be assembled.

(ii) The development step which consists in immersing the charged substrate in the colloidal dispersion of interest during a "static" contact time tsc (typically 5−45 s), followed by a manual withdrawal of the substrate and a subsequent natural drying in air. "Dynamic" contact time tdc is defined as the sum of the time required for pulling the substrate out of the dispersion and the time required for drying the residual thin film of the solvent. tdc is typically a few seconds only. This process ends with colloidal particles electrostatically and selectively assembled onto the charged patterns. In this study, negatively charged latex particles (carboxylate functionalized, fluorescent) dispersed in isopropanol (IPA) solvent at a typical concentration range of 10⁷ particles per mL, were chosen as model particles to be assembled on positively charged patterns.

DOI: 10.1021/acs.jpcc.8b08981
By adjusting the bulk colloidal dispersion density $\rho_b$, $t_{sc}$, and the surface potential of the charged patterns $\Psi_s$, the nanoxerography technique allows directing the assembly of a wide range of submicrometer colloidal particles.\textsuperscript{7,10,19} As an example, monolayered assemblies of 100 nm latex particles were performed by nanoxerography with a good “pattern density” $\rho_p$ (average surface density of particles deposited on charged patterns) and a good “selectivity” defined as $S = 1 - \rho_{bg}/\rho_p$ in our fixed-pattern geometry, where $\rho_{bg}$ is the average surface density of particles deposited outside charged patterns (Figure 1b). Note that we consider the pattern density to be good when the particle pattern is clearly identifiable (in the Figure 1b case, $\rho_p = 6.6 \times 10^6$ mm$^{-2}$). Furthermore, the selectivity is considered to be good when the pattern is easily distinguishable from the background which implies that $S$ has to be superior to 0.8 (in the Figure 1b case, $S > 0.9$).

As previously mentioned, nanoxerography has been rarely applied to dispersions of micrometer-sized particles. However, understanding and tackling this size limitation would allow enlarging the capabilities of the technique and giving insights in the corresponding assembly kinetics. To investigate it, 1 μm latex particle assembly trials were carried out using the nanoxerography protocol described above. The solution was manually stirred for a few seconds before the development step. It appears that a static contact time at least 10 times longer than the one used for 100 nm particle assemblies was required in combination with a slow and careful manual withdrawal of the substrate to start obtaining some 1 μm particle assemblies but their density and selectivity were very poor (Supporting Information, Figure S1). Indeed, inhomogeneous dewetting of the substrate occurs during uncontrolled solvent evaporation, leading, sometimes, to particle aggregation at locations uncorrelated to those of charged patterns. This example reveals that both $t_{sc}$ and the way the solvent evaporates strongly impact microparticle assemblies by nanoxerography.

**Convective Nanoxerography Process.** To gain new insights into the key mechanisms involved in the nanoxerography assembly of micrometric particles, a better control over solvent evaporation was required. Therefore, instead of immersing the whole charged substrate in a colloidal dispersion bath, a 10−15 μL drop of the colloidal dispersion was deposited on the substrate for an initial period of time $t_{sc}$. The meniscus formed by the dispersion drop on the substrate was then dragged by translating a temperature regulated stage (20 °C) at a fixed speed $v$, called the dragging speed (between 5 and 100 μm·s$^{-1}$) under a fixed glass blade (Scheme 1). A camera mounted on a vertical optical microscope positioned just above the glass blade allowed recording real-time videos of the particle-assembly kinetics. All experiments were conducted at a constant ambient temperature.

**Figure 1.** (a) Schematic representation of the conventional nanoxerography process with electrostatic charge writing using e-μCP and development by manual immersion with a static contact time $t_{sc}$ and a dynamic contact time $t_{dc}$. (b) dark field optical microscopy images of a 100 nm latex particle assembly forming snowflake patterns obtained by nanoxerography with $t_{sc} = 30$ s, $t_{dc} = 1 - 2$ s, $\rho_b = 4.55 \times 10^{10}$ mL$^{-1}$, $\Psi_s \approx 2$ V in air (left and middle); and zoom-in on a pattern by scanning electron microscopy (right).

**Scheme 1.** Schematic Representation of the Convective Flow Development with an Initial Period of Static Contact Time $t_{sc}$, with a Motionless Substrate, and a Second Step of Meniscus Dragging by Substrate Translation at the Dragging Speed $v$ Associated to a Dynamic Contact Time $t_{dc}$.
temperature of 20 °C and a humidity ratio of 40%. More details on the set up are reported in Supporting Information pages S3 and S4.

### RESULTS AND DISCUSSION

**Assembly Mechanisms in Conventional Nanoxerography Applied to 1 μm Particles.** The application of the conventional nanoxerography process in the case of 1 μm particles is reported in Figure 2a. Note that to gain reproducibility the set up described in Scheme 1 was used for the development step but with a high dragging speed \( v \) fixed at 80 μm·s\(^{-1} \) (\( t_\text{sc} = 31 \text{s} \)) and fluorescent optical microscopy images of corresponding assemblies. (b) Scaled pattern particle density as a function of \( \sqrt{t_{\text{sc}}} \) in nanoxerography simulations (black); short-time model (3) (violet); long-time model (4) (blue). Inset: simulated dimensionless potential \( \psi \) (colormap) and particle trajectories (white lines) at the final time. Dashed lines materialize a distance \( l_0 \) around particles. \( \rho_b = 6.825 \times 10^8 \text{mL}^{-1} \) in every experiment and simulation.

\[
\Delta \psi = \kappa^2 \psi
\]

(1)

where \( \psi \) is the electric potential scaled by \( kT/e, k \) is Boltzmann’s constant, \( T = 293 \text{K} \) is the absolute temperature, \( e \) is the unit charge, and \( \kappa \) is the inverse of the Debye length \( l_D \). Even for highly charged surfaces, the DH equation is valid at large distances because of the decay of the potential. It can therefore match predictions of the nonlinear PB equation provided the boundary conditions are modified. For constant surface potentials, the latter are termed “effective” surface potentials. In the present work, both the particles and the substrate obey constant effective potential conditions. On the particle surfaces, it stems from a special case of charge regulation as shown in Supporting Information (see pages S7 and S8). An effective surface potential value \( \psi_s = -3.41 \) and an effective screening length \( l_0 \approx 10 \mu m \) were measured by electrophoresis. On the charged pattern, the constant effective potential condition \( \psi_s \approx 4 \) comes from the effective surface charge saturation phenomenon observed for very large surface charge densities. The solution of the DH eq 1 with effective surface potential conditions is expected to be close to that of the full nonlinear PB theory with true surface potentials or charge densities when the distances between charged surfaces are larger than \( O(l_0) \). The dispersions considered here are dilute everywhere but on the charged pattern so the particle layer structuration on the pattern is only qualitative but the migration of particles in the dispersion is quantitative.

The DH equation was solved numerically with a finite-difference scheme modified with the so-called level-set/ghost fluid method to enforce the boundary conditions on the moving surfaces of the particles. The grid used to discretize the space contained 1200 × 800 × 16 cells, which was enough to obtain particle trajectories independent of the grid size. More details on the numerical solver can be found in refs. 20, 21.
Note that the experiments reported in Figure 2a were carried out pulling the stage at a speed of 80 \( \mu m \cdot s^{-1} \) and that convection was not included in the simulations. This is not a problem because at these large dragging speeds the hydrodynamic flow is parallel to the substrate, inducing advective flows of particles parallel to the substrate, whereas assembly on the substrate is driven by particle flows essentially normal to the substrate (diffusion and electrostatic repulsions).

Numerical results corresponding to the experimental conditions of Figure 2a are reported in Figure 2b. Here, the pattern density is scaled by \( \rho_b l_0 \). Note that because these simulations are quasi-2D, the electrostatic field generated by the charged pattern is stronger and longer-ranged than the experimental one, so the numerical value of \( \rho_b \) cannot be compared directly to its experimental counterpart. Simulations allow nonetheless to understand the mechanisms at play in the experiments. They reveal in particular the existence of two successive phases in the particle migration process, as shown in Figure 2b. These two regimes can be understood by considering the 1D transport equation for the particle density above a charged surface

\[
\frac{\partial \rho}{\partial t} = D(\rho) \frac{\partial^2 \rho}{\partial x^2} - \rho m \cdot F
\]

(2)

The “diffusion” term includes both the effects of Brownian motion and of particle–particle interactions through the collective diffusion coefficient \( D(\rho) \) which can be computed from the generalized Stokes–Einstein relation and the PB cell model as detailed in Supporting Information page S9. The second term accounts for the migration of particles with mobility \( m \) due to the electrostatic force exerted by the charged substrate \( F(y) \). Note that particle sedimentation is neglected in this model. This will be discussed hereafter.

During the first and fast phase, particles placed at a distance from the charged pattern comparable to or smaller than the screening length \( l_0 \) interact with the charged substrate with an energy much larger than \( kT \) so the diffusion term in eq 2 is negligible compared to the migration term (see the quasi-“ballistic” trajectories of these particles in the insert of Figure 2b). Using a Derjaguin–Landau–Verwey–Overbeek-like force model for \( F(y) \) (Supporting Information, Figure S5), the solution of (eq 2) is

\[
\rho = \rho_b \left( \frac{t}{\tau} \right)^{1/2} e^{-y/l_0} + 1
\]

where \( \rho = \rho_b l_0/(mF(0)) \) is the characteristic migration time over the distance of influence of electrostatics. Integrating in time the flux density \( pm \cdot F \) evaluated on the substrate then yields the density of adsorbed particles at short times

\[
\rho_p = \rho_b l_0 \ln(1 + t/\tau)
\]

(3)

The good agreement between this result and the simulation reported in Figure 2b supports the idea that particle transport is dominated by electrostatic effects in the first phase.

During the second phase, particle adsorption on the charged patterns is much slower as the particles remaining in the solvent must first diffuse toward the zone \( y < l_0 \) before being captured by electrostatic forces. Mass transport is thus dominated by diffusion in the region \( y > l_0 \) and the last term in eq 2 can be neglected. Calculations of the collective diffusion coefficient as reported in page S9 of Supporting Information lead to a quasi-constant value for the range of volume fractions investigated \( (D \in [220D_{p} \, 245D_{p}] ) \) so the constant value \( D(\rho_b) \) is used to solve (eq 2) with the classical result

\[
\rho = \rho_b e\left( \frac{y}{2\sqrt{Dt}} \right)
\]

Once again, time-integration of the resulting flux density at the substrate leads to the long-time result

\[
\rho_p = 2\rho_b \sqrt{\frac{Dt}{\pi}} + \rho_0
\]

(4)

where \( \rho_0 \) is a constant depending on the adsorbed density at the beginning of the diffusive regime. This \( t^{1/2} \) dependence is consistent with the experimental data presented in Figure 2a although the prefactor is different, as expected, because the real system is not 1D. On the other hand, the agreement with the BD simulations is excellent (blue line in Figure 2b) because of the quasi-1D geometry of the numerical experiment. Note in particular that the slope of the model curves is determined theoretically, without any fitting procedure. Other simulations undertaken with different bulk particle densities produced the same agreement.

Sedimentation was neglected both in simulations and in the model. During the first phase, this hypothesis is reasonable if the sedimentation velocity \( v_s \) is negligible compared to the migration velocity induced by the charged pattern, the latter being of order \( mF(l_0) \). During the second phase, migration is induced by the density gradient resulting from the rapid condensation of particles close to the charged pattern. The associated migration velocity is \( D(\rho) \partial \rho / \rho \approx D(\rho_b)/l_0 \). For the system under consideration here, \( v_s \approx 0.071 \mu m \cdot s^{-1} \), \( mF(l_0) \approx 33 \mu m \cdot s^{-1} \), and \( D(\rho_b)/l_0 \approx 4.7 \mu m \cdot s^{-1} \) so neglecting sedimentation is indeed justified. Moreover, significant sedimentation phenomena would induce an adsorbed density increase proportional to \( t \) in experiments, which was not observed for 1 \( \mu m \) particles. Note however that sedimentation effects were identified by microscopy for 4.3 and 10 \( \mu m \) particles in the same physicochemical conditions.

To summarize this section concerning the limits of conventional nanoxerography, it has been shown both experimentally and numerically that the density of adsorbed particles on a charged pattern grows as \( \sqrt{t} \) at long times. A simple two-step transport model, in excellent agreement with simulations and consistent with experiments, reveals that this behavior is due to a diffusive limitation of mass transfer in the bulk of the suspension. It is important to note that “diffusion” includes here thermal agitation and colloid–colloid repulsive interactions, the latter dominating the former by far. In conclusion, increasing the number of particles assembled on charged patterns requires increasing colloid–colloid repulsions, which can be achieved by increasing the colloidal concentration, the colloidal surface charge, or the screening length. Increasing the pattern charge amplitude is not critical because it is already large enough for the charged pattern—colloid interactions to be nonlimiting. In brief, as far as physico-chemical levers are concerned, nanoxerography works more efficiently by increasing the osmotic pressure of the colloidal suspension. If this is not an option, as in the present experimental system, we show in the next part that hydrodynamics can be introduced to enhance the performances of nanoxerography.

**Assembly Mechanisms in Convective Nanoxerography Applied to 1 \( \mu m \) Particles.** In order to increase the density of particles assembled on charged patterns, we
introduced the effect of an evaporation-induced flow field. This so-called “convective nanoxerography process” (Scheme 1) is inspired from the convective self-assembly (CSA) technique which rests on the formation of an evaporation-induced flow of solvent from the bulk of the drop to the triple line defined as the air/solvent/substrate meniscus interface. This flow transports particles toward and inside the meniscus, and finally brings them to the substrate surface to form different coating-like films or lines. In these experiments, as in the simulations described hereafter, the substrate was dragged under the blade immediately after the drop was deposited so the static contact time is close to zero and the full assembly process is influenced by hydrodynamics. The diffusive regime described in the previous part is thus absent, which facilitates the analysis of the influence of hydrodynamics. Note however that for practical applications, more particles can be adsorbed on the charged patterns if a non-zero static contact time is allowed before dragging the blade.

Optical microscopy recordings reveal that the first particles rapidly adsorbed on the charged substrate act as anchoring sites for the triple line. The interface of the drop then takes the form depicted in Figure 3a with a meniscus followed by a wet film of height \( h_m \approx d \) and of length \( L_p \approx 1 \) mm.

Numerical simulations were performed to evaluate the 1 µm particle motion qualitatively during a convective nanoxerography process and to analyze the capabilities offered by the convective phenomenon. The geometric configuration was slightly different from the experimental one for the sake of simplicity (Figure 3a). The numerical domain was restricted to \( y < h_m \) where \( h_m \) is the height of the glass blade tip, so the blade was not explicitly included. The particle dynamics were computed in the substrate reference frame as before, with the additional effect of a model background flow field \( u = u_m + u_e \).

The mostly uniform flow \( u_m \approx (-v, 0) \) is due to the blade-induced motion of the meniscus only (without evaporation) and \( u_e \) is the evaporation-induced flow under the blade that would exist even with fixed glass blade and substrate. Hydrodynamic interactions between particles can be neglected in the present dilute regime.

Particles located in the wet film \( (x > x_2) \) (see Figure 3a) are considered trapped so \( u \) only needs to be computed for \( x < x_2 \). In the wet layer, particles are quite distant and the layer height \( h_f \approx d \) is much smaller than its length \( L_p \), so \( u_e(x, y) \) can be estimated using the Navier–Stokes equation with the lubrication approximation (gradients along the film are much smaller than in the direction perpendicular to the substrate), a no-slip condition on the substrate, and a slip condition at the free surface.

\[
\frac{\partial p}{\partial x} = \eta \frac{\partial^2 u_e}{\partial x^2}
\]

\[
\frac{\partial p}{\partial y} = 0
\]
For large dragging speeds \( R_e > 1 \), the evaporation-induced flow is negligible compared to the swiping flow due to the displacement of the blade and meniscus and particles are mainly translated laterally above the charged patterns as illustrated by the snapshot shown in Figure 3b. In this case, the weak evaporation-induced flow is useless. Simulations reveal that particles are deposited mainly on the charged patterns, although not very densely, so the nanoxerography process remains selective. When the blade-induced and the evaporation-induced flows are of comparable amplitudes \( R_e \approx 1 \), a rotating motion can be observed under the meniscus (see snapshot in Figure 3b and numerical videos in Supporting Information). It is generated by the local dominance of \( u_s \) or \( u_m \) for different altitudes \( y \) over the substrate. In this regime, particles are deposited both on and out of charged patterns, but the assembly is significantly denser on the charged patterns.

In these simulations, it can be observed that the convective flow contribution is actually efficient beyond classical electrostatic contribution only when \( R_e \) is smaller than about 1. However, at the same time, if this ratio is too small, simulations reveal a more uniform deposition similar to what is obtained in classical CSA and the interesting selectivity of nanoxerography is lost.

So far, simulations have shown that the enhancement of assembly by convection is characterized by the dimensionless parameter \( R_u \equiv \frac{|u_s|}{|u_m|} \). As these simulations remain qualitative because of the use of an idealized flow field, 1 \( \mu m \) latex particle assemblies were also carried out by convective nanoxerography at different dragging speeds \( \nu \) ranging from 5 to 80 \( \mu m s^{-1} \), with \( t_{sw} = 0 \) to isolate the effect of \( \nu \). Results are presented on Figure 4.

![Figure 4](image-url)
From the measured average evaporation rate of IPA in still air and the geometry of the meniscus, we estimated \( u_c \approx 12 \mu m/s \) in these experiments, so this plateau regime corresponds to the \( R_e > 1 \) case identified in simulations. Below this threshold, \( \rho_h \) and \( \rho_b \) both increase with decreasing dragging speed, also as expected from simulations. The former increases faster than the latter, indicating a good selectivity of the assembly, for \( v > 5 \mu m/s \) (region 2 in Figure 4). Finally, for too low dragging speeds (region 1 in Figure 4), the evaporation-induced flow predominance can lead to the deposition of particles outside charged patterns in a way similar to the usual CSA process. In the present example, the case \( v = 8 \mu m/s \) represents the best compromise because selectivity is preserved, the assembly time is reduced by 40% compared to conventional nanoxerography (when the latter works). The experimental observations and the simulation results described above are thus perfectly consistent with each other.

We have demonstrated that, when coupled to nanoxerography, convective effects increase the particle deposition rate for low enough blade velocities, but also decrease the selectivity of the assembly. Convective nanoxerography is thus an efficient technique to assemble micrometer-sized particles for a range of blade velocities depending on the setup geometry, dispersion density, and evaporation rate. Analyses of the effects of the latter two parameters are reported in detail in Supporting Information (Figures S6 and S7). In short, both the pattern and the background densities increase with the particle concentration of colloidal dispersion experimentally which is confirmed by simulations. Simulations also demonstrated that the effective diffusion coefficient \( D \) increased with concentration. Finally, a working concentration of \( \rho_b = 6.825 \times 10^4 \text{ mL}^{-1} \) gives a pattern particle density high enough (\( \rho_p > 5 \times 10^4 \text{ mm}^{-3} \)) with a good selectivity (\( S > 0.8 \)). On another hand, the solvent evaporation rate directly increases with the substrate temperature and makes the convective flow speed up, which increases the particle flux toward the triple line. In addition, the viscosity of the solvent heated by the substrate diminishes by about 30%, and the particle diffusion coefficient \( D_p \) increases by about 30%. Both phenomena facilitate particle displacements to the edge of the meniscus. A working temperature just below 20 °C prevents the predominance of convective flow effects and allows the analysis of other parameters.

Figure 5 presents an example of directed assembly of 1 \( \mu \text{m} \) latex particles on a large scale using the optimized parameters determined above. It proves that the proposed assembly process is robust, reproducible, and scalable.

**Assembly Mechanisms in Convective Nanoxerography Applied to Larger 4.3 and 10 \( \mu \text{m} \) Particles.** Experiments were also extended for different sizes of latex particles (500 nm, 4.3 \( \mu \text{m} \), and 10 \( \mu \text{m} \)). Results reported in Supporting Information (Figure S8) confirmed that the presented technique is efficient to selectively assemble the ones with a diameter smaller than 10 \( \mu \text{m} \). Kinetics of 500 nm particles were similar to the ones described for 1 \( \mu \text{m} \) spheres and showed that around this particle size range, conventional nanoxerography starts to face troubles in making particle assemblies. Dense and selective assemblies of 4.3 \( \mu \text{m} \) latex particles were made, thanks to the convective nanoxerography process using optimized parameters similar to the previous ones found for 1 \( \mu \text{m} \) particles (Movie M1). However, their assembly kinetics varied from 1 \( \mu \text{m} \) particles. Indeed, a “constructive” sedimentation phenomenon contributed to the particle displacement toward the charged patterns (\( v_{\text{ed}} \) (4.3 \( \mu \text{m} \)) = 1.31 \( \mu \text{m/s} \)), whereas \( v_{\text{ed}} \) (1 \( \mu \text{m} \)) = 0.071 \( \mu \text{m/s} \)) and was superimposed to the “constructive convective flow” found in 1 \( \mu \text{m} \) particle assembly kinetics. 10 \( \mu \text{m} \) particle assemblies were also obtained but it seems to be the upper size limit in the case of our experiments because the effect of sedimentation became predominant along with a large increase of capillary and hydrodynamic forces which tended to decrease selectivity. Such issues might be partially solved by enlarging the dimensions of the charged pattern and upgrading the experimental set up to gain a finer control over solvent evaporation, but particle–substrate attractions will eventually be overcome by the shear-flow induced by the blade displacement for too large particles.

**CONCLUSIONS**

This work aimed to elucidate and overcome the limitation of nanoxerography (i.e., the electrostatic directed assembly of particles on charged patterns on a substrate) for micrometer-sized particles. Numerical simulations and experiments of conventional nanoxerography revealed its two major limits, (i) the need of a well-controlled triple line motion during drying to avoid heterogeneous dewetting, and (ii) the need of a long contact time and of a high osmotic pressure of the colloidal suspension to allow bringing particles in the electrostatic attraction range of charged patterns by collective diffusion. We proposed to couple a blade coating technique to nanoxerography, which immediately solves the first problem and introduces a solvent evaporation-induced flow bringing particles near the substrate faster than diffusion to remove the second bottleneck. This new “convective nanoxerography” process thus paves the way of new possibilities for the directed assembly of large particles, expanding by a factor 40 at least the size range foreseeable.
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**Materials**

Colloidal dispersions of fluorescent carboxylate latex particles with five different diameters (100 nm, 500 nm, 1 µm, 4.3 µm and 10µm) were purchased from PolyScience® (Fluoresbrite® YG Carboxylate Microspheres, λem ≈ 486 nm). These negatively charged particles were chosen as model ones for this study because they exist in a same size assortment and their fluorescence helps their characterization by optical microscopy. Prior to use, all solutions were centrifuged at 15000 rpm during 30min in water to remove excess ligands. Isopropanol (IPA, 99.5%) was then used to dilute particle dispersions for all experiments.

**Electrical microcontact printing (e-µCP)**

The first step of the nanoxerography protocol was performed by electrical microcontact printing method (e-µCP) on 100 nm PolyMethylMethAcrylate thin films spin-coated on highly doped silicon wafers. A magnetic and electrically conductive PolyDiMethySiloxane stamp featuring patterns of desired geometries was used. Following a previously described protocol1 based on a modified Innostamp 40 equipement, a magnetic pressure was applied owing to a matrix of magnets carefully positioned under the substrate. It allowed to ensure a homogeneous and reproducible contact between the PMMA thin film and the patterned stamp even on large surfaces up to a 4 inch wafer.2 A DC voltage of 40V was applied between the conductive PDMS stamp and the substrate during 45s. It resulted in the creation of multiple positively charged snowflakes patterns with a 250 µm width. The choice of such micrometer wide patterns facilitates the in-situ optical observations and characterization of large latex particles assemblies, while showing complex details on their branches.
1 μm latex particles assembly by conventional nanoxerography using immersion development

Conventional nanoxerography protocol including a manual immersion of a charged sample in a colloidal bath followed by manual withdrawal was used to assemble negatively charged 1 μm latex particles. A fixed colloidal dispersion concentration of $\rho_0 = 6.825 \times 10^8 \text{ mL}^{-1}$ was used while varying $t_{sc}$ between 30s and 5min.

![charged patterns](image)

**Figure S1.** Image of the expected charged patterns given for sake of clarity (left). Optical microscopy image of 1 μm particle assemblies made with nanoxerography using a static contact time of either 30s (middle) or 5min (right).

No particle assembly was observed for $t_{sc} = 30s$ while some particle assembly, with poor density and selectivity, was obtained for $t_{sc} = 300s$ and a slow manual withdrawal of the substrate. These experiments also reveal that the way the solvent evaporates during $t_{dc}$ strongly affects the particle assembly. A natural (non-controlled) evaporation of the solvent indeed leads to a seemingly random dewetting of the substrate and to the creation of several dispersion droplets. Evaporation of the latter generates particle aggregates at locations independent of the presence of charged patterns.

**Convective nanoxerography set up**

A homemade CSA deposition system was used to drag a drop of colloidal dispersion using a glass blade inclined at an angle of 20° at 200-300 μm above the horizontal substrate fixed to a temperature-regulated copper plate (see **Scheme 1** of the paper). Temperature regulation was controlled from 17°C to 25°C. A 10-15 μL particle dispersion drop was injected between the blade and the substrate. The meniscus formed by the colloidal dispersion over the substrate was put in translational motion by dragging the stage under the substrate at dragging speeds ranging from 5 to 100 μm.s$^{-1}$. All experiments were performed in ambient air, at room
temperature (20°C), and a relative humidity RH 40%. The setup was mounted under an optical microscope to allow real-time observations.

A syringe pump system was used to balance the solvent evaporation during the static contact time analysis. First, the 10-15 μL drop of the particle dispersion was deposited between the glass blade and the charged substrate. Then the syringe pump system was used to have a continuous supply of solvent (IPA). The whole system was set to locate the needle below the glass slide at the back of the dispersion drop. An IPA flow rate of 1.11 μL/min was fixed thanks to empirical determination of the pure solvent evaporation rate. The pumping system was turned on during the whole static contact period of time, the needle was removed at the end of it and the stage was translated to go on the convective flow development with parameters depending on the final aim.

**Matlab image analysis program**

To determine the particle density on a snowflake pattern while assembling 1 μm latex particles, a homemade Matlab® program was used to analyze fluorescent optical microscopy images. From these optical images, four particle based snowflake patterns were observed by sample to evaluate the reproducibility of the process.

The pictures used in the analysis program were taken by a microscope under fluorescent conditions equipped with a 20x (while observing particles on patterns) and 50x (while observing particles out of patterns) magnitude. To start the analysis, the blue matrix of the RGB 8 bits microscopic picture (0 to 255) is extracted. To select the particles on the snowflake pattern, the blue image is multiplied by a logical image L1 of the snowflake pattern: the value 1 if on, and 0 if out of patterns: everything out of the pattern is consequently considered to be zero. A logical condition is applied to the image with a threshold T1 fixed at a level corresponding to half the maximum level of the image in order to separate particles and particle clusters from the background. A new small matrix is created for each separated object (single particles or particle clusters). All these small matrices are then multiplied by the corresponding part of the blue matrix (Figures S2.a-b).

For each small matrix, an iteration is used from the level corresponding to half of the maximum level of the blue matrix up to the maximum one. Each iteration value leads to a threshold T2 to get various logical images. The average coordinates x and y are calculated from all 1 values of...
all logical images. With those data, statistical centers or centroids of the objects/particles are obtained (see red cross on Figure S2a&b). A profile is created with the blue matrix levels as a function of the length of each pixel to these centroids (Figures S2.c-d).

After the analysis treatment, a single particle has a near-Gaussian profile (see Figure S2.c) while other objects (two particles or more) have hysteresis like profiles (see Figure S2.d). By derivating such profiles, single particles from multiple ones are separated.

**Figure S2.** Image analysis for (a,c) single object (b,d) multi-objects. (a,b) Numerical images created for the analysis. The red crosses are the positions of the calculated centers. The solid blue is the threshold (where logical images = 0). The interne color variations are the corresponding part of the blue matrix. (c,d) Profiles of the particles: blue level as a function of the length of each pixel to the center.

The comparison of the real radius of one particle (converted in pixels) with a single particle profile gives a specific blue level, further used as a threshold T3. This comparison is done for each single particle detected on the full image.

The average value of all T3 thresholds gives a threshold T4 applied on each object (single or multiple particles) to shape them to their physical dimensions converted to specific pixel areas. These pixel areas are divided by the real physical cross-section of a particle (converted in pixels$^2$) to get a normalized number of particles for each object ($N_b$).

Due to the fluorescent overlapping when considering particle clusters, the image treatment detailed above results in the addition of extra pixels (an extra artefact surface S) at the interfaces between particles that virtually increase the number of pixels in the case of complex objects.
(two or more particle based clusters). To find the correct number of particles ($N_{b_{cor}}$), a logistic
map is applied to all $N_b$ (equation 1).

$$N_{b_{cor}} = N_b - 2 \times \alpha \times (N_b - 1)$$

(1)

Where $\alpha$ is the corrective factor (between 0 and 0.2) corresponding to S. $\alpha$ is adjusted to get the
best fit with the integer number of particles by objects (Figure S3).

Figure S3. Sum of the blue levels of each object as function of $N_{b_{cor}}$ in the case of an assembly of 1 µm
particles (dragging speed 8µm.s$^{-1}$, $t_c = 275$s, concentration = 3$\rho_{0}$/2). Blue and yellow set of points have
respectively an ordinate offset +10$^3$ and -10$^3$ for sake of clarity.

The number of particles on each snowflake pattern is given by the sum $\Sigma N_{b_{cor}}$. The $N_{b_{cor}}$ for $\alpha$
= 0,065 gives the best fit for the objects from 1 to 4 particles (Figure S3).

It is worth noting that, since $\alpha$ is manually defined, it induces some errors that have to be taken
into account. These errors calculated for all images, vary from 1 to 9%.

The sum of all pixels of a logical image $L1$ gives a pattern area with pixel$^2$ as unit. To get the
final particle density, the number of particles is divided by the surface of the corresponding
snowflake pattern. With the magnitude of the microscope, the unit is converted from
particle/pixel$^2$ to particle/mm$^2$. 

S6
Determination of the electrostatic boundary condition on 1µm latex particles in isopropanol

The electrophoretic mobility of 1µm latex particles in isopropanol was measured with a Zeta Potential Particle Analyzer (Beckman Coulter) for a wide range of particle volume fraction $10^{-5} < \phi < 10^{-2}$ (Figure S4). Data were an average of 5 measurements with 30s acquisition times. The samples were allowed to equilibrate thermally at the desired temperature for 5min before the measurements. Electrophoretic mobility was calculated using the Laser Doppler Method. In this system, the mobility decreases with volume fraction even in relatively dilute conditions due to the presence of long-range interactions. This behavior is dependent on the balance between hydrodynamic and electrostatic forces, the latter depending on the electrostatic boundary condition (BC) on the surface of particles. These BC can thus be deduced from the fitting of experimental data with an adequate model. Here we used an expression developed by Ohshima with a cell model.\(^3\) This expression, valid in the context of the linearized Debye Hückel theory for electrostatics, reads

$$
\mu = \frac{2\varepsilon\zeta}{3\eta} \int_a^b H(r) \left( 1 + \frac{a^3}{2r^3} \right) dr + \frac{2\varepsilon(k\alpha)^2}{9\eta(1 - \phi)} \psi^{(0)}(b) \left( 1 + \frac{a^3}{2b^3} \right) \left( 1 + \frac{b^3 - 9b^2 a^2 - a^3}{5a^2} \right),
$$

where

$$
H(r) = -\frac{(k\alpha)^2}{6\zeta(1 - \phi)} \left[ 1 - \frac{3r^2}{a^2} + \frac{2r^3}{a^3} - \frac{a^3}{b^3} \left( \frac{2}{5} - \frac{r^3}{a^3} + \frac{3r^5}{5a^5} \right) \right] \frac{d\psi^0}{dr}
$$

and $a$ is the particle radius, $b = a\phi^{-\frac{1}{3}}$ is the radius of the cell, $\varepsilon$ is the solvent dielectric constant and $\eta$ its dynamic viscosity, $\zeta$ is the particle effective surface potential, $k^{-1}$ is the effective screening length, and $\psi^{(0)}$ is the (unscaled) electrostatic potential field in the cell model. This expression has then been fitted to the experimental mobility data by adjusting $k$ and $\zeta$. The consistence between theoretical and experimental data for constant values of these parameters ($k\alpha = 0.05$ and $\zeta = 0.086 \text{ V}$) indicate that a constant effective surface potential is pertinent for the present experimental system. This kind of behavior has already been reported in literature for functionalized PMMA/PHSA particles dispersed in dodecane and corresponds to a charge regulation mechanism (see\(^4\) and references therein). Interestingly, the range of electrostatic interactions is measured to be of the order of 10µm in the present system, which corresponds to 10 particle diameters. This explains why the particle collective diffusion coefficient is very large compared to the Stokes-Einstein value even in what would seem dilute conditions (volume fraction less than 0.26%).
Figure S4. Electrophoretic mobility variation as a function of the volume fraction for 1µm latex particles. Experimental data: blue symbols; Model: red curve. The vertical dashed lines indicate the range of volume fractions corresponding to the range of bulk particle concentrations $C_b$ investigated in the article ($C_0/5 < C_b < 2C_0$).

Particle-substrate electrostatic force modelling

A model for the particle-substrate electrostatic force is required to solve the transport equation in the first regime. This regime corresponds to the capture of particles above the substrate at a distance smaller than about one or two Debye lengths. Unfortunately, classical DLVO-type force models are in principle valid for separation distances larger than that. To determine which model can be used in the transport equation, we performed full 3D Debye-Hückel simulations of one particle above a charged plate and measured the interaction force for the physico-chemical conditions used in the many-body simulations. The results are reported in Fig. S5 as a function of the separation distance $y$ scaled by the Debye length. The linear superposition approximation (LSA)\(^4\)

$$F_{LSA} = -\varepsilon \left( \frac{kT}{e} \right)^2 4\pi \kappa \alpha \psi_0 \psi_p e^{-\kappa(y-a)}$$

underestimates the interaction force for all the distances investigated. This was expected as this is a result derived in the limit of weakly overlapping double layers. The Hogg, Healy & Fuerstenau (HHF) approximation\(^5\)

$$F_{HHF} = -\varepsilon \left( \frac{kT}{e} \right)^2 2\pi \kappa \alpha \frac{2\psi_0 \psi_p e^{-\kappa(y-a)} - (\psi_0^2 + \psi_p^2)e^{-2\kappa(y-a)}}{1 - e^{-2\kappa(y-a)}}$$
is in better agreement with simulations. It recovers numerical results perfectly as soon as $\kappa y > 1$. Solving the transport equation with this full equation is however difficult. In order to have a tractable equation, we used the force model $F = \alpha F_{LSA}$ shown in red in Figure S5. The LSA force form (which is the same as the large distance HHF force) makes the transport equation tractable, but it has to be modified with the factor $\alpha = 1.6$ here to have a reasonable agreement with the simulations for the distances $\kappa y < 2$ of interest in the first capture phase.

**Figure S5.** Particle-substrate electrostatic force as a function of distance for an isolated particle. The parameters are those used in the article. Black symbols: full Debye-Hückel simulation of one particle and a charged wall; Green curve: Derjaguin approximation (1); Blue dashed line: Linearized Superposition Approximation (2); Red line: expression used in this article (3).

**Collective diffusion coefficient calculations**

The value of the collective diffusion coefficient can be calculated with the generalized Stokes-Einstein relation $D = D_0 f / \chi$ where $f$ is the sedimentation hindrance function and $\chi$ is the osmotic compressibility. For the hydrodynamically dilute dispersions considered here $f \approx 1$. As the mean surface to surface distance between particles in the bulk is at most $l_{s-s} \approx d \left( \phi^{-\frac{1}{2}} - 1 \right) = 1.7 l_D$ in the simulations presented here, with $\phi$ the volume fraction, electric double layers interact everywhere and the osmotic compressibility can be calculated accurately with the cell model$^{6,7}$. For the system considered in Figure 2b, we obtain $D \in [220D_0, 245D_0]$. 

S9
Influence of the particle concentration

Figure S6 shows the 1µm normalized pattern and background particle densities of assemblies made by convective nanoxerography at different concentrations from ρ₀/5 to 2ρ₀ where ρ₀ = 6.825x10⁸ mL⁻¹. The static contact time was set to 0, with a dragging speed at 8µm.s⁻¹ leading to tₜₑ = 275s.

![Graph showing pattern and background particle densities as a function of dispersion concentration](image1)

Figure S6. (a) Pattern and background particle densities as a function of the dispersion concentration for 1µm latex particles with fluorescent optical microscopy images of numbered assemblies. (b) Numerical simulations of particles trajectories above the charged pattern. The electrostatic potential field is the one obtained for the final simulation time. The bulk particle density is ρ₉ = 1.37 × 10⁹ mL⁻¹

Both densities are increasing with the dispersion concentration, a conclusion that has also been reported in the case of smaller particles assembled by nanoxerography. Indeed, by extending the number of particles in the dispersion drop, the probability to locate some of them close
enough to the charged pattern to induce electrostatic attraction and the convective flux density $\rho u$ are both increased linearly. The numerical simulation configuration with a high number of particles presented on Figure S6b shows that particle screening lengths are recovering from one particle to another at such concentration which makes the effective diffusion coefficient $D$ increase by coulombic repulsions. The negatively charged particles quickly deposited onto the charged pattern, by electrostatic attraction in the area $y < l_D$, do not screen the electric potential generated by the positive patterns which allows the deposition of additional particles and the pattern particle density increase by carrying on the development. Finally, a working concentration of $\rho_b = 6.825 \times 10^8$ Ps/mL gives a pattern particle density high enough with a good selectivity.

**Influence of the substrate temperature**

An analysis of the influence of the substrate temperature on 1µm particles assemblies has also been done. Results are shown in Figure S7.

Pattern and background particle densities increase with the substrate temperature from a threshold $T_{th} = 20^\circ$C. By using real-time optical microscopy recordings, one can see that the convective flow rate speeds up for temperatures higher than $T_{th}$. The solvent evaporation rate increases with the temperature difference between the top of the drop, corresponding to the room temperature, and the edge of the drop, the temperature of the heated substrate. For the range of temperatures investigated (17 to 25°C), the vapor pressure increases roughly by a factor two. Consequently, the solvent evaporation rate directly increases with the substrate temperature and makes the convective flow speed up, which increases the particle flux towards the triple line. In addition, the viscosity of the solvent heated by the substrate diminishes by about 30%, and the particle diffusion coefficient $D_0$ increases by about 30%. Both phenomena facilitate particle displacements to the edge of the meniscus. A working temperature just below $T_{th}$ prevents the predominance of convective flow effects and allows the analysis of other parameters.
Initial contact time influence on the convective flow assembly of 500nm and 4.3μm

The initial contact time influence on the assembly of 500 nm and 4.3 μm latex particles assembled by a convective flow development method was analyzed as for the 1μm particles. **Figures S8 and S9** present the corresponding results.

The experimental curve for the 500 nm particles was fitted with a function $f(t) = At^b$, where $A = 3220 \pm 179 \text{Ps.mm}^{-2}$ and $b = 0.40 \pm 0.01$. The shape of the fitting curve is close to a $\sim \sqrt{t}$ function pointing out a diffusion mechanism.

Fitting correctly a $\sim \sqrt{t}$ function was not possible for the 4.3μm particles. It might be because of the sedimentation phenomenon involved in their assembly. Indeed, their sedimentation speed is about 18 times higher than that of 1 μm particles. In addition, 4.3μm particles are more likely to roll on the substrate surface to move towards or away from charged patterns due to electrostatic or hydrodynamic forces.
Figure S8. Pattern particle density as a function of the static contact time \( t_{sc} \) before the 500 nm latex dispersion drop dragging and fluorescent optical microscopy images of numbered assemblies.

Figure S9. Pattern particle density as a function of the static contact time \( t_{sc} \) with a dragging speed of 80 \( \mu m.s^{-1} \) for 4.3 \( \mu m \) latex particles.
REFERENCES


