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Introduction

In  proton  therapy, accurate  determination  of  a  relative  stopping  power  (RSP)  map of  the  patient  is
required for treatment planning and treatment plan adaptation. Proton computed tomography (pCT) could
achieve  low  dose  and  high  accuracy  RSP  images  at  the  treatment  site.  Previous  studies  on  pCT
accuracy [1] indicate the potential of imaging with protons and heavier ions. The phase II prototype pCT
scanner of the Loma Linda University and the University of California Santa Cruz consists of two tracker
modules,  one  before  and  one  after  the  scanned  object  and  a  five-stage  scintillator  acting  as  energy
detector. The scanner operates in single particle tracking mode at 1 MHz counting rate and registers
positions, directions and the residual energy of every proton. An important tool for understanding the
potential and limitations of the prototype scanner is its detailed simulation. To reproduce and understand
artifacts  present  in  reconstructed  images,  we  extended  a  simulation  platform,  which  was  initially
presented  in  [1].  The  digitization  procedure  was  emulated  to  obtain  simulation  output  that  can  be
processed with the standard reconstruction chain used for experimental data. Furthermore, the simulation
was amended in order to reproduce non-linearities and subtle geometrical detector effects.

Materials & Methods

The simulation platform is based on Geant4 (release 10.02.p01). We developed a beam model based on
position  and direction  measurements  of  a  prior  pCT scan.  To model  the  non-linear  response  of  the
scintillating detector due to quenching, we obtained parameters of Birk’s law [2] based on experimental
data. This quenching model was then incorporated into the simulation. The detector response and the
calibration results from the simulations were compared to that of measurements. To obtain the water-
equivalent path length (WEPL) needed for reconstruction, a look-up table is created based on data of an
initial calibration run. Inaccuracies in the look-up table manifest themselves in the reconstructed image as
artifacts, affecting RSP accuracy. To understand these artifacts, the platform is capable of simulating pCT
scans in three levels of realism: ideal  scans (i.e.  no detector effects),  fully realistic scans taking into
account inhomogeneities in the detector response and non-linearities in the energy detector, and finally
semi-realistic scans as combinations of ideal and realistic detector information. We quantified the mean
RSP accuracy of the realistic simulation and compared it to measurements. We used the semi-realistic
simulation to identify causes of artifacts by gradually increasing the level of realism. Experimental and
simulated scans of a water phantom and several cylindrical phantoms with plastic tissue equivalent inserts
were  investigated.  We identified  distorted  WEPL intervals  and  verified  that  these  correspond to  the
artifacts in the image by reconstructing the distorted WEPL fraction of every voxel in the volume.
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Results

In fig. 1 (a), an experimentally acquired reconstruction of a cylindrical phantom with inserts and in fig. 1
(b) the corresponding realistic simulations incorporating all detector effects are shown. Both display ring-
shaped artifacts as indicated by arrows. In the idealized simulation shown in fig. 1 (c), these artifacts are
not present and thus they are caused by detector effects. Artifacts occurred at WEPL intervals around
multiples of about 50 mm. These may be caused by protons stopping near the stage boundaries of the 5-
stage energy detector (48.7 mm, 101.4 mm and 154.1 mm) or due to the calibration phantom geometry
(repeated blocks with WEPL of 52.3 mm). In fig. 1 (d), the voxel-wise percentage fraction of WEPLs in
these intervals is shown. Regions with a high fraction correspond to regions in the image with low RSP
accuracy. Mean RSP accuracy was 0.9% both in measured and realistic simulated scans.

Figure 1: RSP reconstructions of (a) experimental data, (b) realistic simulated data and (c) idealized
simulated data. In (d) the voxel-wise fraction of WEPLs originating from distinct distorted intervals are
shown and correspond to ring artifacts in (a) and (b). Arrows indicate location of image artifacts.

Discussion & Conclusions

In this  study we present  a  detailed simulation of  the  phase II  pCT prototype scanner. The extended
simulation platform creates realistic raw detector data which agree with experimental  data.  The RSP
accuracy of experimental scans can be reproduced and detector related image artifacts could be identified.
Further improvements of RSP fidelity may even allow for a reduction of image artifacts in measurements.
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