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Abstract

We introduce a novel real time anomaly intrusion detecti@thd using a multivariate
statistical technique based on principal component aiza{iP€A) to detect new anoma-
lies. In fact, new attack forms are increasing each day anst ofahe current intrusion
detection systems are signature based ones. As a resgk, slgnature based tools fail
to detect the new attacks. For this reason, network traffidetiog should be done in
order to apply anomaly detection methods directly on the masleled traffic. Different
characteristics of the network traffic are analyzed, pabiatacket, using PCA and sig-
nificant statistical measures are considered to discoeatifference between the normal
(legitimate) and abnormal (called also illegitimate oneks) traffic. An algorithm issued
from the different statistical measures is discussed aadliffierent results, performed
over real time traffic corresponding to the different floagdidDoS attacks and the slam-
mer worm that has infected more tha®0, 000 vulnerable servers over internet in less
than ten minutes, are presented.
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1. Introduction

Intrusion detection is a challenging problem that has xetemuch attention during the
past two decades by many researchers. Most of the work dothésiarea is based on
misuse detection. In fact, there are two main approachesnaly detection and misuse
detection. The former consists in learning the normal bigl&f a user (application, net-
work traffic, or system events) profile and then observingpittaal activities as reported
in the audit data (network traffic, application data, e )litimately detect any significant
deviations from the normal profiles. The latter consiststitimg precise signatures and/or
patterns in a database and then monitoring current systewvitias for such signatures or
patterns and reporting the different matches.

With the increasing prolification of new high speed netwoikisusion detection sys-
tems should be improved to face the wide gap that is beingextdsetween the current
IDSs and the emerging high speed networks. In our knowletges is not any tool being
able to detect intrusions in the new generation networksegine majority of the methods
used to discover the different signatures in the networfficrare NP Complete. As an



example Snort{] used Boyer Moore technique then Aho Corasik/Boyer MocoefSil-
icon Defense?] and Boyer-Moore-Horsepool from LANL/RADIANT] which are NP
Complete rendering this tool unable to analyze traffic irhtdgeed networks exceeding
30 Mbits/sec.

Current hackers know that the different intrusion detectaols deployed in our gov-
ernment, military and commercial computer systems areseibased ones. This a priori
knowledge of the different IDS tools encourages the attacteimplement new attacks
that could not be detected by the deployed IDSs since theyast of the time signature
based ones. The distributed Denial of Service (DDoS) adtackl the slammer?] oc-
curred respectively iB000 and2003 are such attack examples that were neither detected
by the different IDSs nor prevented by the different accesdrol tools or any other com-
puter security mechanisms deployed for countering thedlating attacks. As a result
of this situation, our computer systems are easily hackedaunch confidential data are
stolen and used maliciously by these new hackers.

Another problem of the actual IDSs is the time that shouldivested by the system
administrator to configure and manage the different depldixSs. Since the number
of new vulnerabilities discovered each year is comprised/éen1, 000 and 2, 000. A
potential attacker has each day fr@no 6 new vulnerabilities to exploit and the admin-
istrator must review continuously her security policy. Hser, many small companies
lack dedicated computer security personnel and systemrégtnaitors must play the role
of the security site officer. Facing this dilemma, the ateaskwill never stop their mali-
cious activities, against targeted companies or commesités, to reach their goals that
may be political, economical, etc.

During the last decade a new intrusion detection model basedert correlation that
permits to reduce the amount of the alarms launched by tlerelift sensors is widely
investigated. There are many models and approaches thatier@uced. CRIM P] and
CARDS [?] using a semi explicit correlation and others using an expihodel such as
LAMBDA [ ?] and Adele P]. Other implicit correlation models are widely investigdtin
the literature.

These correlation approaches aggregate and correlats tereduce false positive
alarms generated by the different sensors deployed in tieeglsystem. Another task of
these techniques is to discover attack scenarios when agplit correlation and new
attack scenarios in the case of semi explicit correlation.

Current correlation technigues use alerts from misusasign detection tools. How-
ever, one main reproach to misuse detection is that they tldetect any new attack. In
addition, more thaf0% of the different alerts generated by these tools are falsiiypes
ones. The DARPA98 datase [s an example where snort (configured with the recently
updated signature database) generates thousands ofveiens95% are false positives
and only5% are positive alarms corresponding to real attacks. Manyvkrattacks can
easily bypass all signature based detection tools. A simgtinod consists in modifying
the freely downloadable source code of the different knottack tools.

Therefore, these correlation tools may not detect attaehaios where all or some
of its composing elementary attacks are not detected?]lwiftual alerts are generated
to fulfill the gaps in the ongoing scenario. This suggesti@ymot be anymore valuable
since a lot of alerts are not detected when using these signaased IDS tools that
generate much more false positives than positive alerts.

In this paper, we address the issue of improving the curi@8slin order to detect
new attacks, consider their performance in high speed mksamd take into account the
administrator time constraint.



Our proposed method is based on principal component asdp€IA) a multivariate
statistical approach that has proven its efficiency in spadaction and is discussed in
many application areas such image analysis, face recogitid time series prediction.

In [?], we used this method as a supervised technique to deteotrabhprofiles. It
consisted in modeling a user (application, system cal)grofile and then projecting all
new profiles onto the new feature space generated by the riegigad axes correspond-
ing to the principal components. A decision is taken whetheew profile is normal or
abnormal by only comparing its feature vector in the novatgpgenerated by the princi-
pal componentsto the learned behaviors during the leaptiage. InP], we applied PCA
as a reduction method before applying any learning machgeithm to the KDD99 in-
trusion detection dataset®][ The results outperformed much of the previous work done
over these datasets. We demonstrated its efficiency intdedtgh alarm rates in less
time when compared to other methods.

In this paper, we use PCA not as a supervised technique bat@assapervised one in
which we do not have any knowledge about the attacks or ndraffit; i.e. the different
datasets are not labeled a priori.

The rest of the paper is organized as the following. Sectipregents related work in
intrusion detection. Section 3 presents a description®ptincipal component analysis
method then in sectioR?, a network traffic modeling method using the Bro tod, [in
order to supply meaningful measures to the PCA engine, septed. Finally, sections
??and??respectively present the different results obtained fioeretxperimentation and
give some concluding remarks for future work.

2. Related Work

IDES [?] of SRI uses host based activities (e.g. CPU usage, file seseaumber of in-
correct logins, etc.). The different normal activities described as measures and their
probability distributions are learned to be compared to aetivities to detect any devi-
ation. Forrest et al.7 uses a technique that models the way an application or écserv
running on a machine normally behaves by registering thekiest sequences of system
calls. An intrusion is assumed to exercise abnormal pattiserexecutable code, and is
detected when new sequences are observed. Debar & aehHanced this method by
considering fixed and variable length of the different systalls that are collected from
a process execution. Their model minimizes the false negatarm rate. In7], Land et
al. used a similar approach but they focused on an increiregtarithm that updates the
stored sequences and uses data from UNIX shell commandsni&ahet al. ] moni-
tored a set of UNIX users and collected a database of shelimaomds then discusses a
statistical method based on principal regression modeigcoder masqueradors in the
test datasets. Fan et &) proposed a method that generates artificial anomaliestextie
unknown and known network intrusions. They combined angraatl misuse detection
models that detect some known and unknown intrusions usied(% of the KDD99
learning databasé].

Taylor et al. [?] introduced a lightweight approach anomaly approach thay e
used with little human involvement in the system manageraadtconfiguration. They
implemented a statistical anomaly detection techniquentiag be deployed in high speed
network for its speed and ease of use. However, a possiblenges of this method is a
potential higher false positive rate and its design for atéchattack scope. They suggest
to use only some IP header packets fields to analyze the ttaffietect the presence
of attacks in the monitored network in real time. They usetlater based method and
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principal component analysis for data visualization BVaspace. They suggested that a
total population (packets) of betwe@b0 to 350 yielded good cluster result8]f

Our proposal uses the different interesting ideas from gyoF’s work in identifying
network intrusion by only using some fields of the IP packeddes to discover new
attacks. We use our knowledge and experience of principaboment analysis in the
field of intrusion detection to enhance the detection mofieéw attacks by investigating
some statistical measures that can be easily used to detset hew attacks without a
priori knowledge in real time.

3. Principal Component Analysis

The most common definition of PCA, due to Hotelling,[is that, for a set ofV ob-
servedd — dimensional data vectors;,i € {1,.., N}, theq principal axesw;,j €
{1, .., ¢}, are those orthonormal axes onto which the retained vagiander projection
is maximal. It can be shown that the vectarg are given by they dominant eigenvec-
tors (i.e. those with the largest associated eigenvalue$ieosimple covariance matrix
c=5%, %such thalCw; = A\jw; and wherd is the simple mean. The vec-
toru; = W7 (v; — ), whereW = {wy,ws, ..., w,}, is thus a — dimensional reduced
representation of the observed veatar

Therefore, principal component analysis (PCA) is a mathmalgprocedure that trans-
forms a number of (possibly) correlated variables into aalten) number of uncorrelated
variables called principal components. The objective aigipal component analysis is
to reduce the dimensionality (number of variables) of thiaskast but retain most of the
original variability in the data. The first principal compent accounts for as much of the
variability in the data as possible, and each succeedingoaent accounts for as much
of the remaining variability as possible.

In this section we investigate the principal componentysislas a multivariate sta-
tistical approach. First, we examine the different pritespof PCA before analysis and
deciding whether data need to be standardized or not. Adtelsywe recall the definitions
of some statistical measures that will be used in the nexiosec

Before the calculation of the principal components, thedae mean-centered. This
means that from each observation of a specific variable, genrof all observations (of
that variable) will be subtracted. This can be accomplidhethaking sure that the data
set of the considered points is centered at the origin.

3.1 Data mean centering

Assume that we hav®' observed! — dimensional data vectors;, i € {1, .., N}. There-
fore, the meam may be calculated as the following:

_ 1

U=y Z v; (1)
Then each new centered vector differs from the origin by:

b, =v; -0 (2)

A covariance matrixC' is then considered to calculate the different Principal om
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nents (PCs):
N
1
Claxa) = > o] (3)
i=1

The Principal components are then calculated as the eigemgeof the covariance
matrix C'gx q)-

In practice, it often occurs that different elements are gletely different types of
measurements. Some might be length, temperature, CPU sagepetc. In such a case,
the structure of the PCs will depend on the choice of units easarement. Variable
standardization is thus necessary.

3.2 Data standardization

The big drawback of PCA based on covariance matrices is thsitsdéty of the PCs
to the measurements units used for each element of thedtiffgariables. If there are
large differences between the variances of elements ofitlegaht variables, then those
variables whose variances are largest will tend to domitiegtdirst few PCs. Therefore,
we use a correlation matrix instead of a covariance matrix.

Having N observedi — dimensional data vectors;,i € {1,.., N} = Vi4xn), the
correlation matrixk of the observed population is:

N
1
Riaxay = 5 D_Til{ = AAT 4
i=1
where o
ij — Ui
Y= #, ()
1 7.)2
Ti =\ N > (Vg =) (6)
i=1
and
1
A:ﬁ[rlaYQ:"'aYN] (7)

o; corresponds to the standard deviation for each measurexhtrg population consid-
ered in the experiment.

In the case of standardized data, the principal componemntsspond to the eigenvec-
tors of the correlation matrig.

Another problem with the use of covariance matrices is thit iore difficult than
with correlation matrices to compare informally the res@ifom different analysis. Sizes
of variances of PCs have the same implications for diffecentelation matrices of the
same dimension, but not for different covariance matridéso, patterns of coefficients in
PCs can be readily compared for different correlation reasrto see if the two correlation
matrices are giving similar PCs, whereas informal compassare often much trickier for
covariance matrices.

The loading coefficients are used in our experiments. Theyts correlations be-
tween the original variables and the new variables. Theyrdoemative as they give an
indication to which extent the original variables are intpat in forming new PCs and
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then new variables. The higher the loading, the more inflakte variable is in forming
the principal components score and vice versa. Hence, ibtting coefficient between a
new principal component and one variable from the datageisgive then this indicates
that the considered variable is very influential in formihgttprincipal component.

We used the Pearson’s correlation coefficienthich quantifies the measure of the
strength of the association between two variables.

Considering twon — dimensional variablesX andY’, the formula for Pearson’s
correlation takes on many forms. A commonly used formulxessed in equatioPr?.

1 ;
r= Z?:l XZY; n Z?:l XZ Z?:l sz (8)

VI X7 - LT, X2 /S, V2 - LT, )2

Having these definitions and statistical measures on ong, laad facing the problem
of intrusion detection and current high speed networks enother hand, we use these
statistical results to detect new network intrusions byckirey only the different header
packet fields and, for instance, a hash function value of tineent analyzed packet pay-
load. The following section presents the tool we used to ggaehe different interesting
fields that are used by the principal component engine tatletav anomalies and a fast
computational method to calculate the different eigerasaind eigenvalues.

4. Network traffic modeling using Bro

There are many free IDSs tools available over Internet.eSime have a significant oper-
ational experience with Br&?] and have analyzed this tool in a high speed network of up
to 100 Mbps, we chose it as a traffic translator of real time netwaaKit into connection
records that may be easily used by many machine learningaghala mining algorithms.
In fact, Bro is divided into arevent enginghat reduces a kernel-filtered network traffic
stream into a series of higher-level events, ammbbcy script interpreterthat interprets
event handlers written in a proper language used to expreigs’'sisecurity policy. Fur-
thermore, it comes with rich policy scripts that takes intoc@unt a variety of transport
layer protocols. It also offers a powerful signature matghtapability by using regular
expressions to detect network intrusions.

We exploited the ability of this tool and we implemented a Bvent handler to output,
in real time, a summarized record for each IP packet header.

Of course, we only use Bro as an event handler to output tifiereift packets parsed
fields in real time but not as an IDS as shown in fig@Pe

Since we are interested in using our tool in high speed né&syare only extract some
features from the IP header of the packets to be analyzedrdpdar the current experi-
ments, a hash value of the packet’s payload . Fi@@shows these different features.
Where :

1. IP Sourcecoresponds to the source IP address of the padketrobers for IP¢ and6
for IPv6). In our experiments we are only interested indprotocol. The same feature
vector will be used for the IR/protocol usings numbers.

. Port Src is the IANA source port number of the packet.

. IP Destcoresponds to the destination IP address of the pa¢ketq numbers).

. Port Destis the IANA destination port number of the packet.

. Protocol corresponds to the protocol type of the packet; TCP, UDP,RCatc.

. Packet Lengthis the length of the packet.

OO WN
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tcpdump Packets or real time packets

10:35:41.5 A>B:.512:1024(512) ack 1 win 9216
10:35:42.2 C > D: . ack 1073 win 16384
10:35:45.6 E > F: . ack 2650 win 16225

Bro
src dst bytes
A B 42
C D 22
E F 1036

PCA
Engine

Normal Abnormal

Figure 1. Bro and PCA Engine Architecture.

IP Source

Packet

Port Src [P Dest Port Dest Protocol
Length

Data Hash

7. Data Hashcorresponds to the signature value of the whole payloadj@immdShash
function.

The packets after being processed by the Bro tool as preser?8are then presented
directly to the PCA Engine. We have already used PCA in learnisers’ profiles in a
local area network], however, we used principal component as a supervisedadeth
where in the first stage, we learn the behaviors of the diffeusers and then compare a
new profile with the already learned profiles. In this paperuyae PCA as an unsupervised
technique on the network traffic where we do not have any kedge of the traffic and
if whether it is normal or not. In addition, we use it here ialréme and over network
traffic. So, first we model the traffic and transform it intotie@ vectors as explained

Figure 2: The feature vector of a packet.

above and then apply PCA to the recently captured packets.
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In our experiments we considerdd= 250 to 350 packets to calculate the different

statistical measures explained in the previous sectien; i.

1. Standard deviation of each principal component of tlieconsidered packets,

2. Proportion of variance for each principal component, and

3. Loading value, using the Pearson’s correlation coefficient (see equ&prfor each
feature with each principal component.

Since the different variables correspond to differentigtiadl measures then a data
standardization is necessary and a correlation matrshould be calculated to find out
the corresponding principal components. Each variableyirexperiments, is @ (250 <
d < 350) dimensional vector, the matrik is d by d and determining the eigenvalues
and eigenvectors is an intractable task when consideringred of packets in real time
and in the new generation high speed networks. So, a conqmabteasible method may
be used to improve the processing time;

Let U, be thek!” eigenvector of the correlation matrik; 4 given in equation (4)\x
the associated eigenvalue and
U =[U;U,...Uq4] the matrix of these eigenvectors (that we call here eigewmiak
Then

RU;, = MUy 9)
such that
T _ 1 Si k =N
UkU"—{o sik #n (10)
Hence, from equation®®) and (4), we obtain
AATU, =\ Uy (11)
ATA(ATUL) = M (AT Uy) (12)
Let
v, = AT Uy, (13)
then
ATAY, = M Y (14)

From equation??), Y}, is the eigenvector ofi” A and ), is its corresponding eigen-
value.

Let X; = a; Y}, s0X}, is also an eigenvector of” A
From equation??)

Xi Xy = (e AT UR)" (ar, ATUR) = o\ UYL Uy (15)
we have U U =1
then
X Xy = aj A (16)
In order to obtain a normalized vectd, (i.e. X,QT X = 1) we shall have
ai\ —1:»04—L (17)
TR UM
From equations??) and (??), we have
AY, = AAT U, (18)
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AY;, =\ U (19)

1

1 1
Up=—AY, = —AX; = —AX 20
SN kN o k Vo k (20)
finally, we have
1
Up= —=AX; (21)
Ak

With this analysis, the calculation is highly reduced, friva order (of the number) of
the considered packets in each bat250(< d < 350) to the order of the number of the
packet IP features considered for the analysis, bec&Eyse an eigenvector of the matrix
AT A having a reduced dimensiavi (N = 13 features in our case).

This analysis is highly useful to use PCA in real time. HoweY® used the same
method we introduced ir?[ but did not manage to exploit this transformation in order
to gain time and then their system, using MATLAB, consumegimonore time than
expected (more tha?3 minutes instead of few seconds when using the above transfor
mation).

5. Results and Discussions

To test our approach, we used a real network traffic genefedadthe different DDoS
attacks tool such as Trinoo, Stacheldraht, TFN, etc. We raerdsted in the flooding
traffic generated by the exploited agents of these tools Imternet to attack a victim.
More precisely, we are interested in syn-flooding, smurfifige second test concerns
the probing attacks such as IPSweep and Portsweep usingeth&mnwewn nmap and
superscan tools. And the last attack is the slammer wormhidmtnfected thousands of
machines over Internetin less thEihminutes. For each of these attacks, we used the Bro
tool to extract the different features and apply the diff@RCA steps as explained above.
On the other hand we tested our method on a variety of noriaféictr

We present here just one dataset for each category bechtiseatperiments we have
done for each of them does not differ from one to the other @heample for the same
category.

In the following, we examine from tabl&? the different statistical measures obtained
from our analysis.

We mention thaC'omp; Loadingcorresponds to the Pearson’s correlation coefficient
between the more influential original variable and#teprincipal component. For exam-
ple the smurfing traffic has a loading value0o$9 concerning the first principal compo-
nent in which the more influential variable in forming thisfiprincipal component ik?

Src

The PC; Loadingcorresponds to th&”" principal component variance for the corre-
sponding attack (or normal) traffic experiment.

All the results presented in tabR? are expected. In the case of the slammer attack,
a vulnerable server launches many UDP/1434 packets tadiffeddresses randomly
calculated from the received packet whose goal is a bufferflmw exploit. These packets
share the same characteristics as the received packetebsematr to different addresses
over Internet to crash as many vulnerable servers as pessibhddition, the source
IP address and the source port address remain unaltere@ gmdket length and the
destination port (UDP/1434). However, the difference igha destination IP address
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Table 1 The different statistical measures obtained from the difieexperiments

Measures PC1 PC2 PC1 PC2 cumulative
Traffic Loading Loading Variance Variance  variance
Normal 0.69(PortSrc)  0.68(Port Dest) 0.71 0.28 0.99
IPSweep 0.98(IP Dest) 0.15(Port Dest) 0.49 0.48 0.97
Portsweep 0.98(PortDest) 0.17(Port Src) 0.63 0.35 0.98
Smurfing 0.99(IPSrc)  0.21(DataHash)  0.42 0.20 0.62
synflood 0.96(PortSrc)  0.95(IP Source) 0.83 0.16 0.99
Slammer 0.99(IP Dest)  0.11(Data Hash) 0.45 0.30 0.75

whose variance is very high (not showed in the table). TloeeghelP Destfeature is the
variable that is much affecting the first principal compardre to its substantial portion
of the total variance in the original dataset captured frbenrietwork traffic concerning
the slammer attack.

The smurf attack does not differ from the slammer attack @ting to our analysis
since the same packet (echo reply) is from thousands macagenst one victim. How-
ever, this attack traffic is collected in the victim side ahd slammer’s traffic is collected
from the vulnerable machine (running a vulnerable mysalise) that has been attacked
and that has started to attack thousands machines ovanénter

For IPsweep attack, the most influential variable for the fimnponent idP Dest
feature since this attack consists in probing the differeathines that are available in a
target network. On the other harfebrt Destis the most influential variable for the first
principal component, concerning the Portsweep attackedinis attack tries to scan the
different ports on a machine hoping to find out the differemtges that are available in
that machine.

The syn-flooding attack consists in sending thousands ofh @p@nection packets
against a server in order to overwhelm it and then renderseitgice unavailable. The
tool we used exploits the IP spoofing technique and changeklgits source ports num-
bers in order to be unnoticed by the target machine. This istv first and the second
PCs for this experiment are more affected byRoet SrcandIP Sourcefeatures.

We notice that the loading values of the first two principahponents in the normal
traffic are similar and the influential variables &@rt SrcandPort Destsince this situa-
tion corresponds to the balance in the variance of the @iffigsackets exchanged between
a client and a server, and any other normal traffic betweemtachines, with respect to
the source and destination ports.

Labib and Vemuri used in?] some attacks from the DARPA9&][to validate their
method. They propose a simple algorithm based on calcglatthreshold” presented in
equation ??)

T =|1y — Iy | #p, * 100 (22)

wherel; corresponds to the loading value of ti& principal component.
Therefore, they set a fixed value to which this threshold imgared. The value of
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C = 1is an example they give for their experiments to accommatti@tearious traffic
patterns in the monitored network.

Since the data from the DARPA98 are not general and the diifapols used to col-
lect the different TCPDump traffic were not modified, they &vased with their default
form. Hence, an attacker changing the code of these tools\dulifying for example the
Source IP address that may change in every packet launchetstile victim, may never
be detected with the above threshold presented in equ&®nAs an example the syn-
flooding attack (that corresponds to the syn flood attack ®fftiN tool (available since
2000)) will never be detected since the loading of the first ppatcomponents are quite
similar.

Using the different measures presented in t&#ewe propose a simple technique
that is used in real time to detect the considered attacks:

BEGIN Simple Algorithm to detect new attacks
IF (the first two loadings are calculated using the source pattestination porfyHEN
IF (0.60 < PC;Loading;—1,2 < 0.80)* THEN
IF T =|1; — s | ¥p, ¥ 100 < 1 THEN
This is a normal traffic
ELSE
This is abnormal traffic (considered as a new attack that weodl&now to
what it corresponds, for the moment, therefore invesigeshould be done
to discover to what this traffic corresponds to)
ENDIF
ENDIF
ELSE IF (PC; Loading > 0.97) THEN
Itis an attack corresponding to one of the above presentackat
ELSE
This is a new traffic that we consider for instance as abnarmal
Investigation should be performed to discover to what this
traffic corresponds to.
ENDIF
END

The above method is different from that presenteddhdince it does not only de-
tect the different attacks as those experimented in thidystwit also detects those that
are not considered in the experiments. However, for theedifit measures values that
are not covered in the different attacks used in our experirard that may appear in
real life, we consider them as new attacks and investigationld be performed over the
data traffic that has provided this new traffic whose measanenot met before. This last
point is neither studied nor explained i [ This is the reason why we call this technique
unsupervised approach since we do not have any ideas otdogstve have not yet met.

Using the above simple algorithm with the different attacéssidered we may obtain
100% of true detection rate ar of false alarms (false positive and false negative).

Since we do not have any knowledge of other new attacks, tigeti®n should be
done when new measures not covered by the above tests.

A Bi-Plot tool is used in P] to visualize the different variables and network traffiain

*The two boundarie§.60 and0.80 are issued from the different normal traffic datasets usemlirdifferent
experiments not shown in tabk®.
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2D dimensional space. This is a good idea when we deal with aneffiaffic analysis.
However, in real life we cannot do so because in DoS (then D@oSlammer attacks,
we receive more tha60000 packets per second in our platform that does not permit to
visualize the different measures in real time. However,aheve algorithm is always
valid since it is just generating alerts when it is necesgarythe other hand, a posterior
analysis with PCA is always possible and a Bi-Plot tool malp ltliee security officer to
analyze the suspected traffic off line.

6. Conclusion

In this paper, we presented a new unsupervised anomalytidetasgorithm using prin-
cipal component analysis to detect new attacks. We inwagstitthe principal component
analysis and exploited the mathematical model that petoiesduce the space and calcu-
late the eigenvectors and eigenvalues in a shorter timkautile work of other researchers
that have not taken into account the mathematical aspe@€Afin particular when we
are confronted to the new generation high speed networksth&nadvantage of the sim-
plified algorithm that we have proposed, in addition to déecthe experimented attacks
and differentiating them from normal network traffic, isatsility to detect new anomalies
that are not considered in our test since the behavior ofeheark traffic is not finite and
new protocols are investigated and added gradually to teerlat community. We believe
that the robustness of our algorithm is not at maximum sineelwnot find new attacks
that are different from those we have investigated in thjspaHowever, we should men-
tion that other attacks of the type U2R (User to Root) and RRénfote to Local) 7]
are not investigated in this paper. This is because we uslgdimpacket header fields
and did not investigate the payload. A hash value of the pali® used, as a summary of
the payload, but it does not give high variance in the difieexperiments we conducted.
We believe that investigating the payload in depth by caerémd) new IP Packet fields in
the packet feature vector may produce new attacks detedtios will be discussed in a
forthcoming paper.
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