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ABSTRACT 

Proton imaging can be carried out on microscopic samples by focusing the beam to a diameter 

ranging from a few micrometers down to a few tens of nanometers, depending on the required 

beam intensity and spatial resolution. Three-dimensional (3D) imaging by tomography is 

obtained from proton transmission (STIM: Scanning Transmission Ion Microscopy) and/or X-

ray emission (PIXE: Particle Induced X-ray Emission). In these experiments, the samples are 

dehydrated for under vacuum analysis. In situ quantification of nanoparticles has been carried 

out at CENBG in the frame of nanotoxicology studies, on cells and small organisms used as 

biological models, especially on Caenorhabditis elegans (C. elegans) nematodes. 

Tomography experiments reveal the distribution of mass density and chemical content (in 

g.cm-3) within the analyzed volume. These density values are obtained using an inversion 

algorithm. To investigate the effect of this data reduction process, we defined different 

numerical phantoms, including a (dehydrated) C. elegans phantom whose geometry and 

density were derived from experimental data. A Monte Carlo simulation based on the Geant4 

toolkit was developed. Using different simulation and reconstruction conditions, we compared 

the resulting tomographic images to the initial numerical reference phantom. A study of the 

relative error between the reconstructed and the reference images lead to the result that 20 

protons per shot can be considered as an optimal number for 3D STIM imaging. Preliminary 

results for PIXE tomography are also presented, showing the interest of such numerical 

phantoms to produce reference data for future studies on X-ray signal attenuation in thick 

samples. 

 

1. Introduction 

The technique of proton computed tomography (pCT) finds its origin in the first experiments 

carried out in the seventies by Cormack and Koehler [1] with a 158 MeV proton beam, 2 mm 

in diameter, on lucite phantoms a few centimeters in size. It was shown that a better density 

contrast was achieved with protons compared to X-rays, for a lesser deposited dose. For 

microscopic samples, pCT was developed using lower energy (a few MeV) accelerators. A 

review was published [2], giving historical aspects as well as technical details about 

experimental conditions and data reduction. To summarize the experimental procedure, the 

proton beam is focused using magnetic quadrupoles, down to a diameter from a few tens of 

nanometers up to a few micrometers, depending on the performances of the beam line and on 

the required beam intensity and/or spatial resolution. The beam is scanned over the region of 

interest (ROI) of the sample. Two tomography techniques are carried out: transmission 

tomography (STIM) and X-ray emission tomography (PIXE). In its principle, STIM is similar 

to pCT: the remaining energy of the protons after going through the sample is measured, at 

each position of the beam. PIXE consists in collecting the X-rays emitted by the atoms of the 

sample, following their ionization by the incident protons, at each position of the beam. This 

gives access to the spatial distribution of all the chemical elements (for Z ≥ 11, using 

conventional thin window X-ray detectors), in a quantitative way. The sensitivity of the 

technique (down to a few µg.g-1 in concentration) is a major advantage. On-going 

developments of STIM and PIXE tomography address: 

- Increasing data statistics and/or reducing beam time for PIXE, by increasing the 

detection solid angle, using two X-ray detectors at the same time [3, 4].  

- Correcting data for X-ray signal attenuation into the sample [3-7]. This attenuation is 

caused, first, by the variation of ionization cross section, which decreases due to the 

proton energy decrease into the sample, resulting in a decrease in X-ray production. A 
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second issue is X-ray absorption, which occurs into the sample, along the path from 

the emission points to the detector.  

An attempt to evaluate the accuracy of the reconstruction process for STIM and PIXE 

tomography was performed by comparing the results obtained from the same experimental 

data set, using different data reduction and tomographic reconstruction methods [3, 5] 

compared to one another. A precise study would require using numerical phantoms of defined 

density and composition, in order to compare the reconstructed images with the original 

phantoms. The purpose of the present work is to answer this issue, by developing a Geant4 

(http://geant4.org) [8-10] based simulation code to model STIM and PIXE tomography and 

by designing numerical phantoms to serve as a reference to evaluate the effect of the 

reconstruction process and its ability to calculate accurate values when compared to the 

original reference densities defined in the phantom. More precisely, our purpose was to 

answer the following questions: Is the shape of the phantom preserved by the tomographic 

reconstruction? What is the accuracy of the reconstructed values? What is the influence of the 

reconstruction method? What is the influence of the number of protons used? And more 

particularly: what minimal number of protons is required? To answer these questions, the 

reconstructed images were analyzed at the global and local levels (as explained in section 

2.8), using different number of protons for the simulation and comparing two different 

tomographic reconstruction methods usually implemented for STIM and PIXE tomography.  

In this study, we present for the first time Geant4 phantoms and simulation codes designed for 

STIM and PIXE tomography at microscopic level, with proton beams in the range of a few 

MeV. We took into account the guidelines for publication of Monte Carlo studies formulated 

by Sechopoulos et al. [11]. To broaden the context of this work, it should be mentioned that 

the Geant4 toolkit has been widely used in the field of macroscopic pCT, either directly or 

using specific Geant4-based tools suited to medical imaging and radiotherapy, such as GATE 

(http://www.opengatecollaboration.org) or TOPAS (http://www.topasmc.org). Some of the 

main topics address the evaluation of the accuracy when determining: (i) dose maps and 

proton ranges, compared to conventional X-ray scanners [12, 13], (ii) relative stopping power, 

using high spatial resolution voxelized phantoms [14], (iii) individual proton tracking, with 

the purpose to optimize the experimental setup [15-16] and/or the reconstruction [17, 18]. 

 

2. Material and methods  

2.1. Definition of the general set up and selection of the physics models    

The simulation of PIXE spectra had been already implemented in Geant4 by Incerti et al. [19] 

for a fixed 1.5 MeV proton beam, on thin reference samples homogeneous in thickness and 

composition. A good agreement was obtained with experimental spectra. Following the 

recommendations of this study, we started from the TestEm5 code, taken from the set of 

Geant4 (2017-10.3 version) “extended” examples, allowing in particular the simulation of 

electromagnetic interactions at low energy. As suggested by Incerti et al. [19] the low energy 

G4EmLivermorePhysics electromagnetic physics class (abbreviated as “Livermore” model) 

was implemented [20], as it takes into account atomic shells and is well suited for the 

simulation of X-ray emission processes. For the simulation of X-ray fluorescence lines, the 

set of Geant4 files from the Bearden database [21] has been used for a better accuracy on the 

energy of emitted X-rays. To reduce the duration of the simulation, the energy cutoff for the 

simulation of secondary particles was set to 990 eV - knowing that the “Livermore” database 

can actually be used down to a few tens of eV (with reduced accuracy). We should note that 

the 990 eV energy limit only deals with the production of secondary particles and that the X-
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rays we are interested in are above this limit. It was checked that, as expected, this energy 

limitation did not affect the production of X-rays of interest.  

Two Geant4 methods were used to get the energy of the transmitted protons and of the X-rays 

going out of the object: (i) at the step simulation level, more precisely when protons are going 

out of the phantom; (ii) at the end of the track (as the phantom is surrounded by vacuum). 

Both should obviously give the same results. This comparison was used to check the 

consistency of the simulation results. Anomalous significant differences between the two 

methods were found until a proper limitation was set on the maximal step length. Because the 

phantom volumes are small (a few tens of micrometers at most) and of low density, some 

particles could go through without a step point being generated. The step limitation was set 

such as at least 10 steps were performed in each traversed volume. After these tests were 

completed, we finally collected transmitted proton and X-ray data at the end of the track.       

 

2.2. Numerical phantoms 

Two types of numerical phantoms were designed. The first one was a homogeneous cube of 

user-defined size, density and composition. The second one was a more realistic phantom of a 

dehydrated biological sample, a C. elegans worm. C. elegans is a transparent nematode about 

1 millimeter in length living in most terrestrial ecosystems and widely used as a model in 

Biology (http://www.wormbook.org/). At CENBG, C. elegans worms are cultivated to study 

the effect of the presence of titanium dioxide (TiO2) nanoparticles in the growth medium [22]. 

Sample cryofixation followed by freeze-drying is required for the ion beam analysis of 

biological materials as the beamline and analysis chamber are under vacuum [23, 24]. 

Specific protocols have been designed, in order to preserve the sample structure and elemental 

composition at the cell level [25]. The precise localization and quantification of nanoparticles 

within C. elegans has motivated the use of 3D tomography techniques [26, 27].  

The upper part of such a dehydrated C. elegans worm was modeled using six ellipsoids to 

represent six specific regions (Fig. 1): the cuticle (“skin” of the worm), the body, two cell 

nuclei (cells forming the intestine), the intestine and a Ti rich region inside the intestine. For 

this study, we selected a ROI at the beginning of the intestine, where TiO2 nanoparticles were 

found experimentally. A slice of interest was chosen through the cell nuclei and the Ti rich 

region. The shape, size, density and element content of the phantom were obtained from 

experimental data from freeze dried specimens [26, 27]. The main features of data reduction 

will be detailed thereafter, when describing the reconstruction process with the Geant4 

simulated data. The phantom was designed according to the values in Tables 1 and 2, 

measured from the experimental tomographic images reconstructed using a filtered back 

projection algorithm. For this, in the Geant4 simulation, we defined the individual chemical 

elements using the G4Element class, which takes into account natural isotopic abundances. 

The materials constituting the different regions of the C. elegans phantom were defined using 

the G4Material class, by adding the elements according to their corresponding mass fractions 

and specifying the total mass density in the region (Table 2).  

Table 1 was obtained from STIM tomography, as this technique gives the 3D structure by 

density contrast. More precisely, by calculating the sample’s stopping power (assuming a 

global homogeneous composition for the major elements), quantitative STIM tomography 

imaging gives access to the 3D distribution of mass density, expressed in g.cm-3. Table 2 

displays the composition of the different regions of the phantom. To our knowledge, the 

complete composition of dehydrated C. elegans has not yet been determined experimentally. 

We should remind that our purpose in the present study is not to determine the exact real 
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composition of a C. elegans, but to study the effect of the data processing algorithm 

producing the tomographic images on the accuracy of the density determination. For this, our 

reference is the Geant4 numerical phantom. We tried to make this phantom as realistic as 

possible using the experimental data available to date, however its composition cannot be 

considered as an accurate model of a real C. elegans.  

We estimated the composition of the C. elegans phantom from experimental data available at 

CENBG. The element content for P, S, Cl, K and Ti was obtained from experimental PIXE 

tomography images (one image per chemical element) displaying the element mass density 

distribution (in g.cm-3). These values were then converted to mass percentage, as required to 

define the composition of Geant4 materials (Table 2). The rest of the material was considered 

as (dry) biological material. Its composition C10H17O3N2 was derived from previous studies of 

cryofixed and lyophilized biological samples by RBS (Rutherford Backscattering 

Spectrometry) using classical (not tomographic) 2D ion beam analysis [28]. RBS spectra give 

access to the composition of the major elements present in organic materials, more precisely 

to carbon, nitrogen, oxygen. It is usually considered that the amount of hydrogen cannot be 

determined from RBS. Indeed, from a kinematics point of view, when using a proton beam, 

there cannot be any backscattering peak for hydrogen (the lightest element that could appear 

would be helium). However, for biological samples, the amount of hydrogen can be indirectly 

determined from RBS spectra considering its influence on the height and width of the peaks 

of the other elements. Such a determination is not straightforward and requires a specific 

experimental protocol: a thin foil of certified thickness and composition is placed on the 

sample, so that it partly recovers the area of interest. This foil serves as a reference for the 

quantitative analysis of RBS spectra. In this way, the amount of hydrogen can be determined 

[29]. Such experiments have not yet been performed for C. elegans. So in this study, the 

composition C10H17O3N2 used for the biological material remains arbitrary. Nevertheless, as 

discussed in section 2.6, the precise knowledge of this composition does not have a high 

impact on the final calculation of sample thickness.  

 

2.3. Definition of the scan 

Just as for real 3D tomography experiments, in the Geant4 simulation the beam is scanned 

over the area of interest following a 2D grid (Fig. 2). The scan width and scan height are 

defined by the user, as well as the position of the scan in the vertical (z) direction, if only a 

specific part of the phantom should be analyzed. At each position of the source, the energy of 

the protons (for STIM) and/or the emitted X-rays (for PIXE) going out of the sample is 

recorded. At the first projection (0° angle), the proton beam is defined to follow the x axis. 

Once the whole ROI has been scanned at this angle, the grid modeling the different positions 

of the source is rotated - and the direction of the beam is rotated accordingly - to perform the 

next projection. The results of 3D STIM tomography presented hereafter for the C. elegans 

phantom were obtained using a 128×128 scan grid, typical of real experiments, resulting in 

128 slices of 128×128 pixels. The angular step was 1.8°, corresponding to 100 projections 

taken over the [0°; 180°[ angle range. The numerical superposition of the reconstructed slices 

gives the final 3D image.  

A macro file drives the source parameters: energy of incident protons, number of protons per 

shot, definition of the scan grid. The source is controlled using the General Particle Source 

(GPS) primary particle generator. The successive positions and directions of the source are 

generated automatically by a Python script, according to the user’s specifications. As for real 

experiments, the simulations presented here were carried out using a 1.5 MeV proton beam.  
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2.4. Recording simulated data  

Proton and X-ray energies are recorded as ntuples of the ROOT data analysis toolkit 

(https://root.cern.ch/). Considering the primary protons at the end of the track, their angular 

deviation relative to the incident direction is calculated and also recorded. Only the protons 

having a small diffusion angle (user-defined value, ± 7° in the simulations presented here) are 

kept for further reconstruction, so that they do not alter the calculation of the transmitted 

energy. Nevertheless, we should note that, for these phantoms, very few incident protons are 

discarded this way, as the size of the samples is small: for instance only ~1% when the beam 

is going through the whole diameter of the C. elegans phantom [Fig. S1 in Supplementary 

material]. For this particular sample, we can conclude that the angle limitation is not useful, as 

the energy spectrum would be almost unchanged if we consider all the transmitted protons. 

Moreover, even if no angular limitation was considered, the median filtering process applied 

on transmitted energy values would in any case discard spurious events (as explained in 

section 2.6). To give a comparison with real experimental conditions, the experimental angle 

limitation due to the detector aperture is about 25°, considering that the protons are collected 

in a passivated implanted planar silicon detector (Canberra PIPS detector, 25 mm2, 12 keV 

energy resolution), placed at 0° on the incoming beam axis, about 6 mm away from the 

sample. 

For PIXE, each chemical element is identified from the energy of the X-ray lines in the 

energy spectrum (Fig. S2 in Supplementary material). The X-ray detector is placed at a given 

(user-defined) angle and with a given angular aperture. To avoid re-doing the simulation 

every time we change these parameters, a selection of the X-rays according to their direction 

is performed post-simulation using a C script. For this, the position of the emitted X-ray is 

recorded at the end of the track, meaning when arriving at the limit of the entire simulation 

volume, which is defined as a large sphere whose radius is about 20 times larger than the 

phantom size. The X-ray track is kept for further processing only if its direction intercepts the 

disk representing the user-defined detector.  

 

2.5. Execution  

The simulations were executed on three different setups, according to the expected duration:  

- Monothreading (1 core, 3 GHz, 24 Gb RAM) using a free access VMWare® 

(https://www.vmware.com/) virtual environment designed at CENBG 

(http://www.cenbg.in2p3.fr/-VMWare-et-Geant4-) 

- Parallel computing (cluster with 80 cores, 2.33 GHz, 16 Gb RAM per core)  

- Multithreading (28 threads on a multi-core computer 2.2 GHz, 32 Gb RAM).  

Particular attention was paid to properly set the random seed for parallel or multithreading 

computing and to check the consistency of the simulated data between the three 

configurations. For 3D STIM, the duration for 64 slices of the cubic phantom with 100 

protons per shot was 5.5 hours on 1 core. For the C. elegans phantom, the maximal step 

length limitation increases computing time: it takes 2 days on 1 core, 128 slices, with 20 

protons per shot. To compare with real experimental conditions, the typical duration of a 3D 

STIM tomography experiment is about 2.5 hours, for a number of protons per position of the 

beam usually between 10 and 20 (it may be more, according to the experimental conditions). 

For PIXE tomography, a major concern is the long duration of simulations, due to the 

relatively low X-ray production cross sections and low concentrations of mineral and metal 
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elements in biological samples. Experimental conditions at CENBG for such samples require 

about 108 to 109 protons per position of the beam, using a Si(Li) spectrometer (e2v Sirius 

detector, 80 mm2, 148 eV resolution for the Mn Kα line) placed at 22 mm of the sample, 

which corresponds to a detection aperture angle of about ± 13 ° [27]. Keeping such conditions 

for the simulations would lead to too long computation times for the C. elegans phantom. To 

overcome this difficulty, we present here a preliminary study of PIXE tomography with 

modified conditions, in order to achieve simulations in a reasonable time. The results 

presented here were obtained using a larger aperture angle (± 60°). Moreover, we artificially 

increased the element content in the C. elegans phantom. The mass density of P, S, Cl, K, Ca 

was multiplied by a factor of 10 and the Ti content by a factor of 1000 compared to the 

original values reported in Table 2. In this way, 106 incident protons per shot were sufficient. 

In these conditions, for one PIXE slice, it took 8 days for the 40 µm cubic phantom using 28 

threads and 19 days for the (modified) C. elegans phantom (also about 40 µm in width). To 

give a comparison with experimental conditions: it takes about 2 hours to collect data for one 

PIXE slice. A solution to overcome this problem of computing time for PIXE tomography 

simulation in the future could be to develop this application using a GPU architecture. This 

type of development has recently been carried out in the frame of the Geant4-DNA project 

[30]. It keeps the accuracy of the Geant4 simulations whilst speeding up simulations with 

impressive performance gain (about 250 times faster). 

 

2.6. Calculation of tomographic sinograms  

After completing the simulation, the ntuples are rewritten into a binary format file for 

subsequent tomographic reconstruction, containing the energy, the position indices of the 

source in the scan grid and the projection number. These data are processed to obtain the 

tomographic sinograms. For each slice, the sinogram is the set of projected data 

corresponding to the value of the physical quantity of interest at each position of the beam and 

for each projection angle. For STIM, this physical quantity is the proton energy loss. For 

PIXE, it is the number of detected X-rays for each chemical element. The main steps of data 

reduction have been already detailed in previous publications [26, 27]. A critical point for 

proton transmission tomography is to evaluate the most probable value of the energy 

distribution at each position of the beam. It can be obtained from a Gaussian fit of the energy 

spectrum, for (microscopic) STIM tomography, or of the high-energy part of this spectrum, 

for macroscopic pCT. Actually, STIM tomography data reduction does not proceed by fitting 

this Gaussian shape. Pioneering studies on STIM image formation explored three different 

techniques to extract images from proton energy spectra (taken at each position of the beam): 

(i) summing of events selected within a specific energy window, (ii) energy averaging and 

(iii) median filtering of energy values [31]. It was demonstrated that median filtering was well 

suited to reduce noise and to sharpen boundaries. Indeed, it determines efficiently a good 

estimate of the most probable energy value from the distribution, without being affected by 

spurious events, which can be for instance, considering real experimental data: diffusion at 

low energy, pile up, non-resolved structures within the beam track, partial volume effects on 

the edges. Since then, median filtering is usually preferred for its robustness for “classical” 

2D STIM and also for STIM tomography, especially in the case of low statistics and/or noisy 

data. For this reason, median filtering was used here to process the tomographic data and 

select the value of the proton transmitted energy at each position of the beam.  

For STIM, the energy loss is converted to a thickness (areal density in g.cm-2) assuming that 

the object has a global uniform composition (considering the main chemical elements) and 

that only its density varies. This assumption appears to be suited for a wide variety of 
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microscopic dehydrated biological samples, which are mainly composed of organic matter, 

that’s to say carbon, oxygen, nitrogen and hydrogen [25, 32]. For samples inhomogeneous in 

composition, this assumption would remain suitable as far as the variations of stopping power 

of the incoming beam remain negligible, which is usually the case for light element 

compounds [33]. For PIXE, the projection sinogram is obtained by sorting the X-rays 

according to their energy, which is specific to the emitting element. The number of X-rays at 

each position of the beam gives access to the element content, knowing the X-ray production 

cross section [27]. In this preliminary study, X-ray signal attenuation was not taken into 

account in the reconstruction process, so it is expected to give accurate results (compared to 

the numerical phantom) for thin samples only.    

The final step of data reduction [27] produces the reconstructed images, which consists in a 

quantitative distribution of the mass density (in g.cm-3) for STIM and of the element content 

(in g.cm-3) for PIXE (one image per element). The images are recorded as binary raw data 

files, containing the density values in the pixels - or voxels - which can be read by most image 

processing software packages. 

 

2.7. Tomographic reconstruction  

The reconstruction was performed using the TomoRebuild software package, developed for 

STIM and PIXE tomography [27]. Two algorithms were implemented:  

- Filtered Back Projection (FBP), based on the exact analytical solution of the 

continuous description of the tomography problem, often preferred as a simple and 

fast method suited for not too noisy data, especially transmission tomography data. A 

basic ramp filter was used.  

- Maximum Likelihood Expectation Maximization (MLEM), an iterative method based 

on a discrete formulation of the tomography problem, often used for PIXE 

tomography as a robust algorithm even with noisy and/or incomplete data [5, 6, 34]. 

The images presented here were obtained from 32 iterations, which was the optimal 

number determined from NAAD and NRSMD calculations (see section 2.8). 

 

2.8. Image analysis 

We used the open-source ImageJ (https://imagej.nih.gov/ij) [35] image processing tool, 

developed by the National Institutes of Health, for the quantitative analysis of the images: 

shape and size of the different regions of the phantom, average density calculation and 

profiles. The 3D images were displayed using the Amira® software, from Thermo Fischer 

Scientific (https://www.fei.com/software/amira-for-life-sciences). The reconstructed images 

were compared to the original phantom, taken as a reference, at two levels: global and local.  

The global discrepancy was evaluated using two different parameters: the Normalized 

Average Absolute Deviation (NAAD) and the Normalized Root Mean Squared Deviation 

(NRMSD), defined as follows:  

𝑁𝐴𝐴𝐷 =  
∑ |𝐼𝑟𝑒𝑓(𝑖) − 𝐼(𝑖)|𝑁−1

𝑖=0

∑ |𝐼𝑟𝑒𝑓(𝑖)|𝑁−1
𝑖=0
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𝑁𝑅𝑀𝑆𝐷 = √
∑ (𝐼𝑟𝑒𝑓(𝑖) − 𝐼(𝑖))2𝑁−1

𝑖=0

∑ (𝐼𝑟𝑒𝑓(𝑖))2𝑁−1
𝑖=0

 

In these expressions, I stands for the reconstructed image, Iref for the reference image and i is 

the pixel index, in our case going from 0 to N-1, with N = 128×128. The C. elegans original 

phantom defined in Geant4 was converted into a 3D voxelized phantom in order to make this 

comparison (the slice of interest was extracted from the voxelized volume) using a Python 

program. The problem of partial volume effects was taken into account at the boundary of the 

ellipsoids, so that the density values in these regions are intermediate between the inner part 

of the ellipsoid and the outer part. For this, the density values of the final 128×128×128 

voxelized phantom were defined from a temporary super-resolved image, composed of 

256×256×256 voxels. In the final image, we assign to the density value of each voxel the 

average of the content of the 8 voxels taken from the super-resolved image.  

Image analysis at the local level was performed to evaluate the accuracy of the reconstructed 

density compared to the phantom, in different ROI (defined in the following figures). A 

profile through the cubic phantom was also studied to compare the edge sharpness between 

the two reconstruction methods.    

 

3. Results  

3.1. STIM tomography on the cubic phantom  

Simulated data from a 5 µm cubic phantom composed of phosphorus of homogenous density 

(440 mg.cm-3) were reconstructed, using different number of protons. Image analysis was 

performed on the central slice of the cube (Fig. 3a). The FBP reconstruction showed non- 

physical negative density values outside the cube (Fig. 3b), which are inherent to this 

reconstruction method. A low threshold may be used to remove this background (Fig. 3c). 

The resulting image is then very similar to the MLEM reconstruction result (Fig. 3d), for 

which density values are intrinsically constrained to be positive. The average density (Table 

3) was calculated from a ROI avoiding the sides of the cube (Fig. 3b), in order to discard 

partial volume effects that could alter the calculation. Very similar results were obtained for 

100 and 1000 protons per shot, and are in agreement with the reference value, the relative 

error being below 2%, for both reconstruction methods. On the profiles made across the cube 

(Fig. 4), the negative values outside the object are conspicuous for the FBP method, whereas 

for MLEM these voxels are exactly at zero. However, FBP shows a better definition of the 

edges (arrows in graph Fig. 4). The partial volume effects affect only one pixel at the border 

of the cube for FBP, whereas this transition region extends on ± 2 pixels for MLEM.     

 

3.2. STIM tomography of the C. elegans phantom  

 The 3D distribution of mass density was reconstructed (Fig. 5a) as well as the slice of interest 

(defined in Fig. 1), obtained from 5, 20, 100 and 1000 protons per shot (Fig. 5b to e). The 

corresponding slice extracted from the voxelized phantom is also displayed for comparison 

(Fig. 5f). Similar results were found using the FBP and MLEM methods. The main 

differences compared to the phantom appear at the edges of the different regions, due to 

partial volume effects - and resulting high frequency effects for FBP (Fig. S3 in 

Supplementary material). As we have already seen for the cubic phantom, MLEM offers the 

advantages of discarding negative values and giving a background exactly at zero outside the 
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object. However, it appears more sensitive to density variations at the edges (Fig. S4 in 

Supplementary material).  

A question that we wanted to answer by designing these phantoms was to know whether the 

tomographic reconstruction process was able to give an accurate density determination in the 

different regions explored, when compared to the numerical phantom. The average density 

was calculated in 6 different ROI and compared, for different number of protons, to the 

reference density of the original Geant4 phantom (Fig. 6). The reconstructed density is in 

agreement with the reference value whatever the ROI or the chosen number of protons, 

including for ROI 1 (vacuum outside the object). The statistical fluctuations of density 

decrease when the number of protons increases (also visible directly in the images Fig. 5). 

It is important, in order to minimize the duration of the simulations (and also of the real 

experiments), to determine what would be the minimal number of protons that should be used. 

For this, we plotted the NAAD and NRMSD evaluation of the global relative error as a 

function of the number of protons per shot (Fig. 7). For the two parameters, the relative error 

between the reconstructed and the reference phantom images decreases when the number of 

protons increases. However, the improvement is lesser for high numbers of protons: for 

instance, it is conspicuous when going from 5 to 20 protons per shot, corresponding to a 46% 

decrease for NAAD, whereas there is very little improvement when going from 100 to 1000 

protons (with only 5% decrease). The NAAD parameter was preferred for this quantification 

because it varies more quickly according to the number of protons.   

 

3.3. PIXE tomography  

Keeping in mind that, for this study, X-ray signal attenuation was not taken into account in 

the reconstruction process, we first analyzed a thin sample where X-ray attenuation is 

negligible. The average density was calculated in the ROI defined in Fig. 3 for the 5 µm cubic 

phantom (Table 4). As expected, the results are in agreement with the reference value for both 

reconstruction methods. To test the effect of X-ray signal attenuation, the calculation was 

repeated for a 40 µm cubic phantom having the same density and composition as the “body” 

part of the C. elegans phantom. The decrease of ionization cross section, resulting in a 

decrease in X-ray production, and the X-ray absorption within the sample have been already 

estimated for this type of sample [27]. As expected, since the reconstruction algorithm does 

not take into account these attenuation effects, the calculated density was underestimated. A 

similar behavior was observed for the C. elegans phantom for all reconstructed elements. 

Only the results for phosphorus were reported in Table 4: this element was chosen because it 

is the most attenuated. FBP and MLEM results were found very similar (also from a 

quantitative point of view) for all elements. The MLEM density distribution maps are 

displayed for all the reconstructed elements (Fig. 8). Statistical fluctuations are lesser for 

MLEM (as shown in Table 4). Note that the ramp filter is still used here for FBP, for 

comparison purposes, whereas it is the most penalizing considering high frequency statistical 

fluctuations in the image. This effect could have been reduced by using a smoothing filter 

instead.  

 

4. Discussion 

One of the questions we wanted to answer in this study was to determine the optimal number 

of protons per shot that is required to obtain an accurate determination of density for STIM 

tomography. We consider here only the effect of reconstruction process, taking the numerical 
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Geant4 phantom as a reference. The results presented in section 3.2 and especially Fig. 7 lead 

us to choose an optimal number of incident protons of 20 for 3D imaging (we could go up to 

100 for individual slices). This represents a good compromise to minimize the duration of 

simulations whilst maintaining a good quality image, from a visual point of view as well as 

for quantitative determination. This is in agreement with the results obtained for classical 2D 

STIM for microscopic samples [31]. Using 20 protons per shot, the global error on the whole 

image (NAAD, Fig. 7) is lower than 10% for the STIM tomography of the C. elegans 

phantom. Moreover, the accuracy in determining the average density in the different ROI 

ranges from 0.7 to 2% according to the ROI (Fig. 6). 

To make a comparison with macroscopic pCT, Sadrozinski et al. [36] concluded that stable 

solutions could be reached from 25 protons in the final considered events. This corresponds to 

about 100 protons per shot, taking into account that about 75% of the incident protons are 

discarded during data processing: a first loss is due to inelastic interactions in the phantom 

(about 50%); an additional loss of 50% results from the fact that only the leading edge of the 

residual energy distribution is fitted using a Gaussian function, in order to get the most 

probable value. None of these phenomena occur for STIM tomography, as multiple scattering 

is negligible and no Gaussian fit is made.  

 

5. Conclusion  

We designed a Geant4 simulation for 3D proton imaging at microscopic level using STIM 

and PIXE tomography. The code (including the Python program converting the C. elegans 

geometry into a voxelized phantom) is intended to be open-source, and can be included in 

Geant4 for diffusion to its users’ community. A detailed user guide in English is available to 

describe all the steps of the simulation, from the phantom design to the construction of the 

macros and Python scripts. The duration of the simulation makes parallel computing 

unavoidable, at least for PIXE tomography, considering the high number of incident protons 

required at each position of the beam. Further studies could improve the simulation duration 

for PIXE tomography by porting our Geant4 simulation to GPU architecture. 

The reconstruction algorithms applied on simulated data lead to distributions of mass density, 

either global (STIM) or for each analyzed element (PIXE). For STIM, the reconstructed 

density values are in good agreement with the expected reference values from the numerical 

phantom. An optimal number of 20 protons per shot was obtained to produce good quality 3D 

STIM images (from visual and also quantitative points of view).  

For PIXE tomography, a good agreement was found for the thin sample only (the 5 µm cubic 

phantom), whereas, as expected, the element density was underestimated for thick samples 

(the 40 µm cube and the modified C. elegans phantoms). These preliminary results on thick 

samples confirm the need to correct for X-ray signal attenuation during the reconstruction 

process. For future studies, we would like to use iterative reconstruction methods, which 

enable including correction models for X-ray signal attenuation, in order to obtain a more 

accurate reconstruction of PIXE data. We would like to emphasize that he Geant4 simulation 

will constitute a reliable reference to check for the accuracy of such correction, for two main 

reasons. First, the Geant4 simulation provides all the required information (energy, direction 

of the emitted X-rays) that will enable such checking. A second important fact is that the 

Geant4 simulation is obviously totally independent of the reconstruction algorithm. That 

brings an interesting advantage compared to previous PIXE tomography studies, in which the 

accuracy of the results was checked either by cross-comparison of different reconstruction 
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algorithms or by projecting simulated data using the same (reversed) algorithm as the one 

used for reconstruction.       
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Tables 

Table 1 

Geometrical parameters of the six ellipsoids used to model the shape of the C. elegans 

phantom. The size and position of the ellipsoids were derived from STIM tomography 

experimental data obtained at CENBG [26, 27]. 

Table 2 

Content of the six ellipsoids of the C. elegans phantom. The ellipsoids have a uniform mass 

density and composition (here expressed in percentage by mass, as defined in the Geant4 

material composition).  The values were derived from experimental STIM (mass density) and 

PIXE (element content) tomography data obtained at CENBG [26, 27].  

Table 3 

Average density obtained from the reconstruction of simulated data of the cubic phantom, 

from the ROI defined in Fig. 3b, using 100 or 1000 protons per shot. The given uncertainty 

corresponds to the standard deviation in the ROI.   

Table 4 

Average density of phosphorus, obtained from the reconstruction of PIXE tomography 

simulated data of the cube and the C. elegans phantoms, without taking into account X-ray 

signal attenuation in the reconstruction process. The given uncertainty corresponds to the 

standard deviation in the ROI. For C. elegans, the ROI considered here are not those defined 

in Fig. 6 but correspond to the segmented regions of the phantom (in order to increase 

statistics and also to get a value for the cuticle).  

 

Figure captions 

Fig. 1. Schematic view of the C. elegans phantom, showing the six ellipsoids used to model 

the different parts of the worm (left and bottom right). The ROI at the beginning of intestine 

(upper right) and the specific slice going through the cell nuclei and the Ti rich region are 

displayed using Geant4 visualization. 

Fig. 2. Geometry of the scan: the position of the source follows a 2D grid (represented on the 

left). The particular example represented here would result in 5 horizontal tomographic slices 

of 4×4 pixels each.  

Fig. 3. Reconstruction of the STIM simulated data for the cubic phantom using 1000 protons 

per shot. The 3D image (a) was displayed using an isosurface value close to zero, 

corresponding to the boundary between the outer surface of the cube and surrounding 

vacuum. The central slice is displayed, as obtained by FBP without (b) and with (c) low 
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density threshold, and by MLEM (d). For the slices, a linear grey scale was used to code mass 

density values.  

Fig. 4. Profile through the cubic phantom (upper left arrow), comparing the reconstructed 

images (FBP, MLEM) to the original Geant4 phantom (Reference). The calculated mass 

density is displayed according to the position along the 128 pixels of the profile (from -4.5 to 

+4.5 µm). In this case, the reference density values are constant, at 440 mg.cm-3 within the 

cube and 0 outside.    

Fig. 5. FBP reconstruction of the STIM tomography simulated data of the C. elegans 

phantom. The 3D distribution (a) is displayed using a color and transparency scale going from 

transparent dark red (lowest density) to opaque yellow (highest density). The slices obtained 

from 5, 20, 100 and 1000 protons per shot (b-e) are displayed with no additional filter (except 

the ramp filter used for FBP) nor threshold, so that they can be directly compared to the 

voxelized version of the original phantom (f).  

Fig. 6. Average mass density obtained from FBP reconstruction in 6 regions of interest of the 

C. elegans phantom from 5, 20, 100 and 1000 protons per shot, compared to the original 

Geant4 phantom (reference). The error bars correspond to the standard deviation. The same 

ROI were applied for all images (as indicated upper left). The ROI correspond to the vacuum 

outside the object (ROI 1 – the mass density on the vertical axis is also in mg.cm-3), the body 

of the worm (ROI 2), the first and second cell nuclei (ROI 3 and 4), the intestine (ROI 5), the 

Ti rich region inside the intestine (ROI 6).     

Fig. 7. NRSMD and NAAD evaluation of the relative error between the reconstructed FBP 

image (ramp filter) and the voxelized version of the C. elegans phantom, taken as a reference. 

The horizontal scale representing the number of protons was interrupted between 100 and 

1000 for clarity, as there is very little variation between these two points.    

Fig. 8. MLEM reconstruction of the PIXE tomography simulated data for the C. elegans 

phantom, for each considered chemical element: P, S, Cl, K, Ca, Ti. The mass density 

calculated for each element is coded on a linear grey scale going from the lowest value (zero, 

in black) to the highest, as indicated.  

 

Appendix A. Supplementary data 

 

Supplementary Fig. S1. Example of transmitted energy spectrum, corresponding to a 1.5 

MeV incident proton beam going through the middle of the slice of the C. elegans phantom 

defined in Fig. 1. The spectrum obtained from 1000 incident protons is displayed, with or 

without the ± 7° angular limitation on the direction of the transmitted protons. The two 

spectra are almost identical; their difference is displayed below for clarity. 

Supplementary Fig. S2. X-ray energy spectrum obtained from the C. elegans phantom in a 

4π solid angle, for 106 incident protons per shot. 

Supplementary Fig. S3. Difference images (Reference phantom – Reconstructed image) 

obtained from FBP and MLEM reconstruction of simulated data for 20 and 1000 protons per 

shot. The same linear grey scale was used for all images for comparison purpose, going from 

the lowest difference of density (-0.29 g.cm-3, in black) to the highest (+0.44 g.cm-3, in white). 

The difference values were within the intervals: [-0.29; 0.38] for FBP 20 protons, [-0.28; 
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0.35] for FBP 1000 protons, [-0.27; 0.44] for MLEM 20 protons and [-0.28; 0.44] for MLEM 

1000 protons. 

Supplementary Fig. S4. Example of profiles of the difference images (Reference phantom – 

Reconstructed image) obtained from FBP and MLEM reconstruction of simulated data for 

1000 protons per shot. The line selected for this profile is represented upper left. The 

discrepancy between the density values relative to the reference phantom is slightly higher at 

the edges for MLEM than for FBP.    
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