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#### Abstract

While the number of stars in the Galactic bulge with detailed chemical abundance measurements is increasing rapidly, the inner Galactic bulge ( $|b|<2^{\circ}$ ) remains poorly studied, due to heavy interstellar absorption and photometric crowding. We have carried out a high-resolution IR spectroscopic study of 72 M giants in the inner bulge using the CRIRES (ESO/VLT) facility. Our spectra cover the wavelength range of $2.0818-2.1444 \mu \mathrm{~m}$ with the resolution of $R \sim$ 50000 and have signal-to-noise ratio of 50:100. Our stars are located along the bulge minor axis at $l=0^{\circ}, b= \pm 0^{\circ}, \pm 1^{\circ}, \pm 2^{\circ}$, and $+3^{\circ}$. Our sample was analysed in a homogeneous way using the most current $K$-band line list. We clearly detect a bimodal metallicity distribution function with a metal-rich peak at $\sim+0.3$ dex and a metal-poor peak at $\sim-0.5$ dex and no stars with $[\mathrm{Fe} / \mathrm{H}]>+0.6$ dex. The Galactic Centre field reveals in contrast a mainly metal-rich population with a mean metallicity of +0.3 dex. We derived $[\mathrm{Mg} / \mathrm{Fe}]$ and $[\mathrm{Si} / \mathrm{Fe}]$ abundances that are consistent with trends from the outer bulge. We confirm for the supersolar metallicity stars the decreasing trend in $[\mathrm{Mg} / \mathrm{Fe}]$ and $[\mathrm{Si} / \mathrm{Fe}]$ as expected from chemical evolution models. With the caveat of a relatively small sample, we do not find significant differences in the chemical abundances between the Northern and the Southern fields; hence, the evidence is consistent with symmetry in chemistry between North and South.
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## 1 INTRODUCTION

The Milky Way bulge is on average one of the older components of the Milky Way, located within $\sim 3-4 \mathrm{kpc}$ from the Galactic Centre (GC) and harbours most likely multiple stellar populations. Its structure, formation, and evolution scenarios have been under debate in recent years owing to large increase of observational data allowed by the advancements in telescope sizes, instrumentation, and observing techniques.

The Galactic bulge formation from the dissipative collapse of a primordial gas cloud (Eggen, Lynden-Bell \& Sandage 1962) or through hierarchical mergers in lambda cold dark matter model (CDM) (Abadi et al. 2003; Scannapieco \& Tissera 2003; Immeli et al. 2004) leads to a centrally concentrated spheroidal structure or

[^0]classical bulge as seen in simulations of Galaxy formation (Abadi et al. 2003). But the boxy/peanut-shaped (B/P) or X-shaped morphology of the bulge stellar populations (red clump [RC] stars in particular) revealed from photometric surveys (COBE/DIRBE: Weiland et al. 1994, 2MASS: McWilliam \& Rich 1994, OGLEIII: Nataf et al. 2010, VVV: Wegg \& Gerhard 2013; Valenti et al. 2016) suggests another scenario wherein the bulge forms from the secular internal evolution of the early disc. This leads to the bar formation, which subsequently buckles and redistributes the disc angular momentum in the disc. The cylindrical rotation exhibited by bulge stars in the outer bulge fields (BRAVA: Kunder et al. 2012; ARGOS: Ness et al. 2013b; GIBS: Zoccali et al. 2014) has been successfully reproduced using $N$-body simulations of pure thin-disc models (Shen et al. 2010; Martinez-Valpuesta \& Gerhard 2011; Gardner et al. 2014; Di Matteo et al. 2015) as the result of secular evolution of disc. Thus, this scenario is able to explain not only the morphology but also the chemical and kinematic properties
of bulge stars with $[\mathrm{Fe} / \mathrm{H}]>-0.5$ dex to an extent, whereas it is unable to account for the metal-poor bulge ( $[\mathrm{Fe} / \mathrm{H}]<-0.5 \mathrm{dex}$ ) stars that show an extended, centrally concentrated spheroidal distribution (Zoccali et al. 2017). However, Di Matteo et al. (2014, 2015); Di Matteo (2016); and Fragkoudi et al. (2017) have suggested using $N$-body simulations that the Milky Way bulge is the result of the mapping of the 'thin + thick' disc of the Galaxy into the boxy/peanut-shaped structure and thus also explains the origin of metal-poor stars to arise from the thick disc metal-poor population (and see also Athanassoula et al. (2016); Debattista et al. (2017) for similar findings using hydrodynamic simulations). For a detailed review of the Bulge formation scenarios in the context of chemical, dynamical, chemodynamical, and cosmological models, see Barbuy, Chiappini \& Gerhard (2018).

These general advances derive from observations of bulge stars in regions of relatively low optical extinction. However, much of the mass of the bulge, that lies within $\sim 400-500 \mathrm{pc}$ around the GC or within $|b| \sim 3^{\circ}$, has escaped investigation due to the obscuration in the line-of-sight toward the inner bulge. Observations at infrared wavelengths mitigate this problem, enabling us to peer further and deeper through the highly extincted inner regions of the Milky Way.

One of the first observations and metallicity determination for stars in the inner bulge region along the bulge minor axis ( $0.1<\mathrm{b}<$ -2.8 ) was carried out by Frogel, Tiede \& Kuchinski (1999) using near infrared camera (IRCAM) (Persson et al. 1992). These authors derived mean metallicities from the slope of giant branches in colour magnitude daigrams (CMDs) and estimated a slope of $-0.085 \pm$ 0.033 dex deg ${ }^{-1}$ for $-0.8 \leq \mathrm{b} \leq-2^{\circ} .8$. Follow-up low-resolution ( $R$ $\sim 1300-4800$ ) spectroscopic observations of around 100 M giants in the same fields were carried out by Ramírez et al. (2000a). These authors determined metallicities for their sample from the equivalent widths of three features in these spectra, $\mathrm{EW}(\mathrm{Na}), \mathrm{EW}(\mathrm{Ca})$, and $\mathrm{EW}(\mathrm{CO})$, and found no evidence for a metallicity gradient along the minor or major axes of the inner bulge ( $R_{\mathrm{G}} \sim 560 \mathrm{pc}$ ). Carr, Sellgren \& Balachandran (2000) and Ramírez et al. (2000b) have carried out a detailed abundance analysis using high-resolution spectra ( $R \sim 40000$ ) to estimate a mean metallicity of $+0.12 \pm$ 0.22 dex for 10 cool luminous supergiant stars in the GC. The same stars were re-analysed by Cunha et al. (2007) with a slightly higher resolution ( $R \sim 50000$ ) and they estimated a similar mean metallicity.

Rich, Origlia \& Valenti (2007a) did one of the first detailed abundance analysis of 17 M giants located at $(l, b)=\left(0^{\circ},-1^{\circ}\right)$ from their high-resolution $(R \sim 25000)$ spectra and found a mean iron abundance of $[\mathrm{Fe} / \mathrm{H}]=-0.22$ with a $1 \sigma$ dispersion of 0.14 dex. Rich, Origlia \& Valenti (2012) then proceeded to carry out a consistent analysis of 30 M giants at $(l, b)=(0,-1.75)$ and $\left(1^{\circ},-2.75\right)$ that were observed with the same instrument and estimated mean iron abundances of $-0.16 \pm 0.12$ dex and $-0.21 \pm 0.08$ dex, respectively. These authors also combined their analysis of 14 M giants in Baade's Window ( $l=1.02, b=-3.93$ ) using the same instrument and found no major vertical abundance or abundance gradient in the innermost 150 pc to 600 pc region. Babusiaux et al. (2014) determined metallicities for $\sim 100 \mathrm{RC}$ stars at $(l, b)=\left(0^{\circ},+1^{\circ}\right)$ using low-resolution spectra ( $R \sim 6500$ ) and found a mean metallicity very similar to that of Ramírez et al. (2000a) and Rich, Origlia \& Valenti (2007b) at $(l, b)=\left(0^{\circ},-1^{\circ}\right)$, suggesting symmetry between Northern and Southern inner bulge fields. APOGEE data (Majewski et al. 2017) presented evidence of a significant metalpoor component in the inner $1^{\circ}$ (Schultheis et al. 2015). Ryde \& Schultheis (2015) analysed nine field giants in the vicinity of the nuclear star cluster (NSC), finding a broad, metal-rich component
at $[\mathrm{Fe} / \mathrm{H}] \sim+0.1$ and a lack of metal-poor stars. Their $\alpha$ abundances are found to be low following the trends from studies in the outer bulge, resembling a bar-like population. Grieco et al. (2015) made a detailed chemical evolution model of the centre region to compare with these data. They conclude that this region experienced a main, early, strong burst of star formation, with a high star-formation efficiency, no late infall of gas, and some indications of a top-heavy initial mass function. Ryde et al. (2016a) presented an abundance study of 28 M giants in fields located within a few degrees south of the GC using high-resolution ( $R \sim 50000$ ) spectra and determined the metallicity distribution functions (MDFs) and $\alpha$ element trends. They found a large range of metallicities, with a narrower range towards the centre, and a large similarity of the $\alpha$ element trends among the different fields and that of the outer bulge, suggesting a homogeneous bulge regarding the enrichment processes and star-formation history. Recently, Zoccali et al. (2017) derived metallicities of stars from the GIRAFFE Inner Bulge Survey in fields close to the Galactic plane at $b=-2^{\circ}$ and $b=-1^{\circ}$. They found a clear bimodal MDF. Meanwhile, García Pérez et al. (2018) identified more than two components by arranging the red giant stars in the APOGEE DR12 bulge sample by projected Galactocentric distance and distance from the Galactic mid-plane. Fragkoudi et al. (2018), using derived metallicities from the more recent data release of APOGEE (DR13), compared the observed MDF, including that in the inner bulge with that obtained from $N$-body simulations of a composite (thin + thick) stellar disc. These authors found the MDF trends to be reproduced by the models and argued their consistency with bulge formation from the secular evolution of disc.

It is clear from the overview of the literature that almost all focus has been on the less extincted Southern fields of the inner bulge. Here, we present the first comprehensive data set of high-resolution spectroscopic data of 72 stars in fields sampling the full inner bulge within $|b| \sim 3^{\circ}$, thus at both Southern and Northern latitudes, all analysed in a homogeneous way. Our study is the first comparative study of stars in inner fields of the bulge of both sides of the Galactic Plane. With this study, we aim to estimate the nature of the MDF in the inner bulge region and do a comparison to its nature in the outer bulge. We also intend for the first time to investigate the symmetry in MDF between Northern and Southern latitudes, which has not been studied before. With our limited sample, we also try to understand how the mean metallicity changes with different latitudes as we move away from the Galactic mid-plane. In addition, we also estimate $\alpha$-element abundances for our stars and show the $[\alpha / \mathrm{Fe}]$ versus $[\mathrm{Fe} / \mathrm{H}]$ trend in the inner bulge region. Finally, we have measured radial velocities of our stars with the aim of exploring correlations between kinematics and metallicity. All these studies are needed to constrain the formation of the Milky Way bulge.

The paper is organized as follows. In Section 2, we describe the high- and low-resolution spectroscopic observations, our target selection, and the instruments used. The detailed spectroscopic data analysis and stellar parameter determination are given in Section 3. We show our results in Section 4, with a discussion in Section 5 and conclusion in Section 7.

## 2 OBSERVATIONS

In order to determine the MDF and the $\alpha$-element trends for stellar populations in the optically obscured inner bulge, we have observed M giants in six different fields at high spectral resolution in the $K$ band. We succeeded in securing useful spectra of 72


Figure 1. Our inner bulge fields in galactic coordinates. The individual stellar coordinates (orange) are plotted, which shows the concentration within each field. The mean extinction map, calculated from Gonzalez et al. (2012) using extinction coefficients from Nishiyama et al. (2009), is overlaid on the figure to show the level of obscuration in our observed fields. The bulge outline is the $C O B E / D I R B E$ bulge envelope (Weiland et al. 1994).
bulge giants along the Northern and Southern minor axes within $3 \mathrm{deg}^{1}$ of the GC. We have included a GC field at 2.5-5.5 arcmin North of the GC, thus avoiding the NSC. ${ }^{2}$ In Fig. 1, the stars are plotted on a sky projection showing how they sample the inner minor axis both to the North and to the South of the Galactic Plane. We observed the stars in the infrared $K$ band at $2.1 \mu \mathrm{~m}$ in order to overcome the extreme optical extinction towards the inner regions.

All stars were observed at both high and low spectral resolution. The high-resolution spectra, recorded with the CRIRES spectrograph (yielding a resolving power of $R \sim 50000$; Käufl et al. 2004; Moorwood 2005; Käufl et al. 2006) mounted on UT1 of the Very Large Telescope, VLT, were used to determine the metallicity and abundances of the $\alpha$ elements, while the low-resolution spectra, recorded with the ISAAC spectrograph ( $R \sim 1000$; Moorwood et al. 1998b) on UT3 of the VLT and the SOFI instrument ( $R \sim 1000$; Moorwood, Cuby \& Lidman 1998a) on the NTT telescope at La Silla, were used to determine the effective temperatures of the stars via low-resolution spectroscopy of the $2.2 \mu \mathrm{~m}$ CO bands, following the method described in Schultheis, Ryde \& Nandakumar (2016).

44 of the observed giants that are located in the Northern fields were observed with CRIRES during the period 2013 April 20 to September 16 in Service Mode and with SOFI during 2013 July 13-17 in Visitor Mode (program ID 091.B-0369). 28 of the remaining giants are located in the GC field and the Southern fields and were observed with both the CRIRES and ISAAC spectrographs in Visitor Mode during 2012 June 27-29 (program ID 089.B-0312). The 44 bulge giants in the Northern fields are presented for the first time here, whereas the 28 giants in Southern and Centre fields are reanalysed here for consistency but were first published in Ryde \& Schultheis (2015) and Ryde et al. (2016a). In Tables 1 and 2, the coordinates and total exposure times for all the stars are provided.

[^1]
### 2.1 Target selection

We selected our M giant sample in the Northern fields in the same way as done for the Southern fields (Ryde et al. 2016a) to ensure consistency of the North and South samples. We used the dereddened colour-magnitude diagram, which covers the full $(J-K)_{0}$-colour range. Fig. 2 shows the corresponding colour-magnitude diagrams for the northern and southern fields together with our selected targets. Interstellar extinction is less severe than in the Southern fields, especially the field located at $b=+1^{\circ}$ is well known for its low and homogeneous interstellar extinction, which has been the subject of many studies (see e.g. Omont et al. 2003; van Loon et al. 2003; Babusiaux et al. 2014). Our input catalogue for the Northern field is the 2MASS catalogue, as the Nishiyama et al. (2009) catalogue is not available for the Northern fields. We again checked our extinction values with the 3D high-resolution interstellar extinction map from Schultheis et al. (2014).

In addition, we used the surface-gravity index, as outlined in Ramírez et al. (2000a), based on measured equivalent widths ( $W$ ) of the NaI- and Car-features, as well as the first overtone, CO bandhead in our low-resolution spectra. This is done to ensure that none of our stars actually is a foreground dwarf star. Ramírez et al. (2000a) demonstrated nicely that this index is a very good discriminator to distinguish dwarf stars from giant stars. Fig. 3 shows our sample of M giant stars in black and the comparison sample of Ramirez et al. (1997) in red. Dwarf stars are supposed to lie at about $\log [((\mathrm{CO}) /((\mathrm{Ca})+(\mathrm{Na}))] \sim 0$. We see clearly that our stars are indeed M giants.
We have also calculated the heliocentric distances for our sample by using the stellar parameters $T_{\text {eff }}, \log g$, and $[\mathrm{Fe} / \mathrm{H}]$ (determined in Section 3.1) and taking the closest point in the PARSEC isochrones (Bressan et al. 2012) by assuming a typical age between 5 and 10 Gyr. A more detailed explanation of the procedure can be found in Rojas-Arriagada et al. (2014) and Schultheis et al. (2017). Fig. 4 shows the histogram of our derived distances. Our distance distribution shows clearly that our stars belong to the bulge and that we can exclude any foreground contamination.

All our targeted stars are M giants ( $3300 \mathrm{~K}<T_{\text {eff }}<4300 \mathrm{~K}$ and $0.5<\log g<2.0$ ), for which we will determine the metallicities, $[\mathrm{Fe} / \mathrm{H}]$, and the abundances of the $\alpha$ elements, Mg and Si . The apparent magnitudes of our stars lie in the range of $K=9.5-12.0$. The $H$ - and $K$-band magnitudes, as well as the de-reddened $H_{0}$ - and $K_{0}$-magnitudes, are presented in Tables 1 and 2.
Following, we give some details about the specific observations of our targets.

### 2.2 High spectral resolution VLT/CRIRES observations

When possible, we used the Adaptive Optics (AO) MACAO system when observing with the CRIRES spectrometer, concentrating the light into our slit. Special care was thus taken to find an optimal AO guide star, sufficiently bright in the $R$ band (the band in which the wavefront sensing is done, with $R<14$ required), and within 15 arcsec of our science target, in order for an optimal performance of the MACAO system.

Furthermore, special care was also taken to individually determine the position angles of the slit for every target star in these crowded fields. This is done in order to ensure that we only record the target star on the 40 arcsec long slit, also when nodding along the slit and jittering to reduce the sky background, following standard procedures (Smoker 2007). Fig. 5 shows an example of a finding chart in the $K$ band, used at the observations, with the target and

Table 1. Basic data for the observed stars in the Northern fields and their stellar parameters.

| Star | $\begin{aligned} & \text { RA (J2000) } \\ & \text { (h:m:s) } \end{aligned}$ | Dec. (J2000) <br> (d:am:as) | H | K | $H_{0}$ | $K_{0}$ | $T_{\mathrm{eff}}$ <br> (K) | $\begin{aligned} & \log g \\ & (\mathrm{cgs}) \end{aligned}$ | [Fe/H] | $\xi_{\text {macro }}$ <br> $\left(\mathrm{km} \mathrm{s}^{-1}\right)$ | [Si/Fe] | [ $\mathrm{Mg} / \mathrm{Fe}$ ] <br> (s) | Exp. time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Northern field at $(l, b)=\left(0^{\circ},+3^{\circ}\right)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| bp3-01 | 17:34:05.20 | -27:19:58.20 | 10.04 | 9.55 | 9.31 | 9.10 | 3780 | 0.79 | -0.60 | 6.7 | +0.20 | +0.20 | 1500 |
| bp3-02 | 17:34:19.24 | -27:20:42.70 | 11.48 | 10.99 | 10.69 | 10.50 | 4111 | 1.90 | +0.20 | 5.6 | -0.12 | -0.10 | 1200 |
| bp3-04 | 17:34:09.23 | -27:22:38.00 | 10.97 | 10.39 | 10.22 | 9.23 | 3623 | 0.94 | +0.10 | 7.3 | +0.05 | 0.00 | 1200 |
| bp3-05 | 17:34:00.71 | -27:18:59.60 | 10.47 | 9.96 | 9.78 | 9.53 | 3879 | 1.55 | +0.30 | 5.4 | -0.20 | -0.10 | 1200 |
| bp3-06 | 17:34:07.13 | -27:22:28.90 | 11.71 | 11.21 | 10.97 | 10.75 | 3755 | 0.68 | -0.70 | 5.8 | +0.20 | +0.30 | 1200 |
| bp3-07 | 17:34:24.09 | -27:23:16.70 | 11.52 | 10.97 | 10.77 | 10.51 | 3962 | 1.70 | +0.30 | 4.9 | -0.10 | 0.00 | 1200 |
| bp3-08 | 17:34:16.44 | -27:24:34.30 | 10.43 | 9.82 | 9.69 | 9.36 | 3637 | 1.12 | +0.30 | 4.9 | -0.20 | 0.00 | 1200 |
| bp3-10 | 17:34:13.70 | -27:24:31.00 | 11.50 | 11.03 | 10.75 | 10.57 | 4052 | 1.70 | +0.10 | 5.3 | -0.10 | +0.10 | 1200 |
| bp3-11 | 17:33:58.67 | -27:20:30.20 | 10.10 | 9.59 | 9.44 | 9.18 | 3542 | 0.66 | +-0.10 | 6.8 | -0.10 | 0.00 | 720 |
| bp3-12 | 17:34:06.61 | -27:19:29.30 | 10.13 | 9.61 | 9.40 | 9.16 | 3966 | 1.45 | -0.05 | 7.2 | 0.00 | +0.10 | 720 |
| bp3-13 | 17:34:08.21 | -27:22:58.70 | 10.25 | 9.66 | 9.50 | 9.20 | 3625 | 0.74 | -0.20 | 5.2 | -0.05 | 0.00 | 720 |
| bp3-14 | 17:33:57.31 | -27:21:07.60 | 10.27 | 9.67 | 9.61 | 9.26 | 3569 | 0.92 | +0.20 | 9.2 | -0.20 | -0.10 | 1200 |
| bp3-15 | 17:34:06.52 | -27:22:30.20 | 10.30 | 9.77 | 9.56 | 9.31 | 3610 | 0.56 | -0.50 | 6.3 | +0.20 | +0.10 | 1200 |
| bp3-16 | 17:34:15.46 | -27:22:30.90 | 10.39 | 9.78 | 9.63 | 9.31 | 3654 | 0.85 | -0.10 | 8.4 | +0.10 | +0.20 | 1200 |
| bp3-17 | 17:34:03.57 | -27:18:49.60 | 10.31 | 9.82 | 9.60 | 9.38 | 3946 | 1.52 | +0.10 | 7.5 | -0.10 | -0.10 | 1200 |
| Northern field at $(l, b)=\left(0^{\circ},+2^{\circ}\right)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| bp2-01 | 17:37:49.64 | -27:51:05.50 | 11.21 | 10.66 | 10.42 | 10.17 | 4054 | 1.95 | +0.40 | 6.1 | -0.10 | -0.05 | 1800 |
| bp2-02 | 17:38:02.25 | -27:52:31.40 | 11.11 | 10.64 | 10.33 | 10.16 | 3838 | 1.60 | +0.50 | 5.9 | -0.20 | -0.10 | 1800 |
| bp2-03 | 17:37:58.65 | -27:51:40.90 | 10.93 | 10.37 | 10.15 | 9.89 | 3889 | 1.70 | +0.60 | 7.4 | -0.10 | -0.25 | 1200 |
| bp2-04 | 17:38:02.12 | -27:52:49.80 | 10.86 | 10.38 | 10.08 | 9.90 | 4134 | 1.74 | -0.10 | 6.5 | 0.00 | +0.05 | 1800 |
| bp2-05 | 17:37:53.31 | -27:52:01.10 | 11.39 | 10.88 | 10.60 | 10.39 | 4079 | 1.40 | $-0.50$ | 4.9 | +0.20 | +0.40 | 1800 |
| bp2-06 | 17:37:51.19 | -27:54:01.70 | 11.48 | 11.03 | 10.72 | 10.56 | 3962 | 1.17 | -1.80 | 7.8 | +0.20 | +0.40 | 1200 |
| bp2-07 | 17:37:58.13 | -27:53:42.60 | 11.30 | 10.87 | 10.55 | 10.40 | 4320 | 1.84 | -0.50 | 5.8 | +0.10 | +0.10 | 1800 |
| bp2-08 | 17:37:56.88 | -27:51:52.80 | 10.87 | 10.29 | 10.08 | 9.80 | 3808 | 1.38 | +0.25 | 4.0 | -0.15 | +0.20 | 1200 |
| bp2-09 | 17:37:50.52 | -27:54:24.60 | 10.89 | 10.36 | 10.14 | 9.89 | 3813 | 0.70 | -0.80 | 6.2 | +0.15 | +0.20 | 1200 |
| bp2-10 | 17:38:01.25 | -27:55:38.40 | 10.60 | 10.03 | 9.86 | 9.57 | 3774 | 1.28 | +0.20 | 4.8 | 0.00 | 0.00 | 1800 |
| bp2-11 | 17:38:00.03 | -27:55:45.00 | 10.62 | 10.02 | 9.88 | 9.56 | 3645 | 1.26 | $+0.50$ | 5.3 | -0.30 | +0.10 | 1200 |
| bp2-12 | 17:38:02.01 | -27:53:30.70 | 10.55 | 10.03 | 9.78 | 9.56 | 4032 | 1.54 | -0.10 | 8.4 | 0.00 | 0.00 | 2400 |
| bp2-13 | 17:38:02.54 | -27:55:42.50 | 11.52 | 11.06 | 10.78 | 10.60 | 3899 | 1.12 | -0.40 | 5.5 | +0.15 | +0.30 | 1200 |
| bp2-14 | 17:38:01.74 | -27:55:56.10 | 11.16 | 10.55 | 10.42 | 10.09 | 3559 | 1.00 | +0.30 | 5.4 | -0.10 | 0.00 | 1200 |
| bp2-15 | 17:38:13.55 | -27:53:41.40 | 10.67 | 10.15 | 9.93 | 9.69 | 4237 | 1.69 | -0.50 | 6.7 | +0.13 | +0.20 | 600 |
| Northern field at $(l, b)=\left(0^{\circ},+1^{\circ}\right)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| bp1-01 | 17:41:57.26 | -28:28:46.50 | 11.91 | 11.17 | 10.87 | 10.53 | 3918 | 1.54 | +0.20 | 5.6 | 0.00 | 0.00 | 1200 |
| bp1-02 | 17:41:57.62 | -28:28:51.60 | 11.46 | 10.86 | 10.41 | 10.21 | 4311 | 1.89 | -0.40 | 6.0 | +0.10 | +0.10 | 1200 |
| bp1-03 | 17:41:58.61 | -28:28:46.80 | 11.38 | 10.65 | 10.31 | 9.99 | 3948 | 1.75 | +0.40 | 4.8 | -0.10 | -0.20 | 1800 |
| bp1-04 | 17:41:55.92 | -28:27:03.80 | 11.56 | 10.93 | 10.60 | 10.34 | 4060 | 1.66 | +0.00 | 6.6 | -0.15 | 0.00 | 1200 |
| bp1-05 | 17:41:59.76 | -28:27:36.20 | 11.70 | 10.95 | 10.68 | 10.32 | 3731 | 1.30 | +0.30 | 4.6 | -0.10 | +0.20 | 1200 |
| bp1-06 | 17:41:57.66 | -28:27:07.20 | 11.79 | 11.11 | 10.82 | 10.51 | 3863 | 1.50 | +0.30 | 7.4 | -0.06 | -0.10 | 1200 |
| bp1-07 | 17:42:03.59 | -28:27:18.20 | 11.68 | 11.08 | 10.63 | 10.43 | 4209 | 1.58 | -0.60 | 5.9 | +0.10 | +0.30 | 1200 |
| bp1-08 | 17:41:58.51 | -28:26:18.70 | 11.61 | 10.81 | 10.53 | 10.15 | 4242 | 1.63 | -0.60 | 7.2 | +0.14 | +0.30 | 1800 |
| bp1-09 | 17:42:04.43 | -28:26:55.60 | 11.61 | 10.81 | 10.58 | 10.17 | 3494 | 0.79 | +0.20 | 5.2 | -0.10 | -0.15 | 1800 |
| bp1-10 | 17:42:06.49 | -28:27:09.10 | 11.43 | 10.69 | 10.36 | 10.03 | 3879 | 1.50 | +0.20 | 5.7 | -0.13 | +0.10 | 1800 |
| bp1-11 | 17:41:59.06 | -28:26:03.90 | 11.64 | 11.08 | 10.70 | 10.50 | 4352 | 1.90 | -0.50 | 7.3 | +0.18 | +0.20 | 1200 |
| bp1-12 | 17:41:58.72 | -28:25:58.80 | 11.50 | 10.90 | 10.56 | 10.32 | 4175 | 1.95 | +0.10 | 6.4 | 0.00 | +0.05 | 1800 |
| bp1-13 | 17:42:05.96 | -28:26:59.10 | 11.03 | 10.43 | 9.98 | 9.78 | 4151 | 1.47 | -0.60 | 6.9 | +0.10 | +0.20 | 1200 |
| bp1-14 | 17:42:10.05 | -28:25:36.90 | 11.47 | 10.83 | 10.48 | 10.22 | 4070 | 1.70 | +0.00 | 5.4 | -0.06 | +0.10 | 1800 |

the AO-guide stars marked. The crowding of stars in these regions and the size of the long, narrow slit of the CRIRES spectrometer are illustrated nicely in the figure and demonstrate the challenges in observing in the inner bulge.

A slit width of $0!4$, which we used, yields a resolving power of $R \sim 50000$. For the CRIRES observations, we used a standard setting ( $\lambda_{\text {yac }}^{\text {ref }}=2105.5$, order $=27$ ) with an unvignetted spectral range covering 20818-21444 $\AA$, with three gaps ( $20 \AA$ ) between the four detector arrays. Exposure times of $0.5-1 \mathrm{~h}$ per star provide a signal-to-noise ratios per pixel of typically 50:100.

The reduction of all of the CRIRES observations was accomplished by following standard methods (Smoker et al. 2012) using Gasgano (Klein Gebbinck et al. 2012). Subsequently, we used Image Reduction and Analysis Facility (IRAF) (Tody 1993) to normalize the continuum, eliminate obvious cosmic hits, and correct for telluric lines (with telluric standard stars).

Table 2. Basic data for the observed stars in the Southern fields and their stellar parameters.

| Star | $\begin{gathered} \text { RA (J2000) } \\ \text { (h:m:s) } \end{gathered}$ | Dec. (J2000) <br> (d:am:as) | H | K | $H_{0}$ | $K_{0}$ | $T_{\mathrm{eff}}$ (K) | $\begin{aligned} & \log g \\ & (\mathrm{cgs}) \end{aligned}$ | [Fe/H] | $\begin{gathered} \xi_{\text {macro }} \\ \left(\mathrm{km} \mathrm{~s}^{-1}\right) \end{gathered}$ | [Si/Fe] | [ $\mathrm{Mg} / \mathrm{Fe}$ ] | Exp. time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Galactic Centre field at $(l, b)=\left(0^{\circ}, 0^{\circ}\right)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| GC1 | 17:45:35.43 | -28:57:19.28 | 14.74 | 11.90 | 10.48 | 9.40 | 3668 | 1.25 | +0.40 | 5.0 | -0.17 | +0.10 | 3000 |
| GC20 | 17:45:34.95 | -28:55:20.17 | 14.47 | 11.87 | 10.21 | 9.37 | 3683 | 1.33 | $+0.50$ | 7.3 | -0.17 | -0.10 | 3600 |
| GC22 | 17:45:42.41 | -28:55:52.99 | 13.41 | 11.54 | 9.15 | 9.04 | 3618 | 1.00 | +0.20 | 5.5 | -0.10 | +0.10 | 3600 |
| GC25 | 17:45:36.34 | -28:54:50.41 | 14.35 | 11.60 | 10.09 | 9.10 | 3340 | 0.54 | $+0.20$ | 7.6 | -0.20 | -0.20 | 2400 |
| GC27 | 17:45:36.72 | -28:54:52.37 | 14.31 | 11.64 | 10.05 | 9.14 | 3404 | 0.64 | +0.20 | 7.2 | -0.05 | -0.05 | 3600 |
| GC28 | 17:45:38.13 | -28:54:58.32 | 14.08 | 11.67 | 9.82 | 9.17 | 3773 | 1.20 | +0.10 | 5.9 | -0.10 | +0.20 | 3000 |
| GC29 | 17:45:43.12 | -28:55:37.10 | 14.39 | 11.59 | 10.13 | 9.09 | 3420 | 0.65 | +0.18 | 8.1 | $-0.25$ | -0.10 | 3600 |
| GC37 | 17:45:35.94 | -28:58:01.43 | 13.77 | 11.50 | 9.51 | 9.00 | 3754 | 1.33 | +0.30 | 7.2 | -0.08 | -0.05 | 3600 |
| GC44 | 17:45:35.95 | -28:57:41.52 | 13.78 | 11.74 | 9.52 | 9.24 | 3465 | 0.89 | +0.40 | 7.5 | $-0.20$ | -0.10 | 3600 |
| Southern field at $(l, b)=\left(0^{\circ},-1^{\circ}\right)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| bm1-06 | 17:49:33.42 | -29:27:28.75 | 11.84 | 11.04 | 10.58 | 10.26 | 3814 | 1.56 | $+0.50$ | 4.6 | -0.30 | -0.20 | 1800 |
| bm1-07 | 17:49:34.58 | -29:27:14.82 | 12.22 | 11.44 | 10.95 | 10.66 | 3873 | 1.38 | +0.08 | 5.7 | -0.06 | +0.10 | 2400 |
| bm1-08 | 17:49:34.34 | -29:26:57.98 | 11.22 | 10.40 | 9.95 | 9.62 | 3650 | 1.10 | +0.24 | 4.2 | -0.05 | -0.05 | 1200 |
| bm1-10 | 17:49:34.45 | -29:26:48.68 | 10.92 | 10.12 | 9.65 | 9.34 | 3787 | 1.09 | -0.10 | 7.3 | +0.05 | +0.20 | 1920 |
| bm1-11 | 17:49:32.57 | -29:26:30.75 | 11.26 | 10.41 | 10.00 | 9.63 | 3812 | 1.35 | +0.20 | 4.1 | -0.10 | 0.00 | 1200 |
| bm1-13 | 17:49:37.12 | -29:26:40.24 | 10.91 | 10.25 | 9.65 | 9.47 | 3721 | 0.46 | -0.91 | 6.1 | +0.20 | $+0.50$ | 1080 |
| bm1-17 | 17:49:37.08 | -29:26:21.67 | 11.70 | 10.94 | 10.43 | 10.16 | 3775 | 0.65 | -0.79 | 7.3 | +0.25 | +0.40 | 1800 |
| bm1-18 | 17:49:37.83 | -29:26:19.19 | 12.23 | 11.42 | 10.96 | 10.64 | 3780 | 1.28 | +0.18 | 3.3 | -0.10 | 0.00 | 1800 |
| bm1-19 | 17:49:36.93 | -29:26:10.51 | 12.11 | 11.34 | 10.84 | 10.56 | 3958 | 1.77 | +0.40 | 5.0 | $-0.20$ | -0.10 | 3600 |
| Southern field at $(l, b)=\left(0^{\circ},-2^{\circ}\right)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| bm2-01 | 17:53:29.06 | -29:57:46.22 | 11.44 | 11.11 | 11.08 | 10.89 | 3946 | 1.33 | -0.19 | 4.3 | +0.10 | +0.30 | 2400 |
| bm2-02 | 17:53:24.59 | -29:59:09.48 | 10.78 | 10.44 | 10.41 | 10.21 | 4013 | 1.51 | -0.10 | 6.8 | -0.10 | +0.15 | 1920 |
| bm2-03 | 17:53:27.61 | -29:58:36.39 | 11.30 | 10.93 | 10.94 | 10.70 | 3668 | 1.25 | +0.40 | 4.9 | 0.00 | - | 2400 |
| bm2-05 | 17:53:33.20 | -29:57:25.88 | 10.07 | 9.51 | 9.70 | 9.28 | 3450 | 0.64 | +0.10 | 6.3 | $-0.05$ | -0.05 | 2280 |
| bm2-06 | 17:53:30.68 | -29:58:15.75 | 10.01 | 9.71 | 9.65 | 9.48 | 4208 | 1.26 | -1.00 | 6.8 | +0.20 | +0.50 | 1200 |
| bm2-11 | 17:53:31.50 | -29:58:28.51 | 10.20 | 9.91 | 9.83 | 9.68 | 4005 | 1.20 | -0.60 | 7.2 | +0.25 | +0.30 | 1680 |
| bm2-12 | 17:53:31.74 | -29:58:22.94 | 10.67 | 10.32 | 10.30 | 10.09 | 4003 | 1.67 | +0.15 | 6.3 | -0.30 | -0.15 | 480 |
| bm2-13 | 17:53:31.14 | -29:57:32.76 | 10.86 | 10.52 | 10.50 | 10.29 | 3727 | 0.94 | -0.17 | 6.9 | +0.13 | +0.40 | 2400 |
| bm2-15 | 17:53:30.23 | -29:56:42.74 | 10.43 | 9.96 | 10.07 | 9.74 | 3665 | 1.09 | +0.20 | 5.6 | 0.00 | +0.30 | 1200 |
| bm2-16 | 17:53:29.54 | -29:57:22.71 | 10.93 | 10.57 | 10.56 | 10.35 | 3886 | 1.38 | +0.06 | 3.14 | -0.02 | -- | 1200 |



Figure 2. 2MASS K versus J-K diagram for the Northern and Southern fields. The filled red points show our selected targets.


Figure 3. Effective temperatures based on the $12^{\mathrm{CO}}$ first overtone bandhead versus $\log g$-sensitive spectral index $\log (\mathrm{CO}) /(\log (\mathrm{Na})+\log (\mathrm{Ca}))$. Black filled circles show our sample while the red filled circles are those of Ramírez et al. (2000b).


Figure 4. Histogram of the heliocentric distances of our stars using the isochrone method from Rojas-Arriagada et al. (2014) and Schultheis et al. (2017).


Figure 5. An example of a finding chart from our observing run with VLT/CRIRES. The underlying image is a DR9, UKIDSS $K$-band image (Lawrence et al. 2013). The observed giant star GC37, lies in the Galactic Centre field. East is to the left and North straight down. The slit is 40 arcsec.

### 2.3 Low spectral resolution VLT/ISAAC observations

We obatined spectra using the red grism of the ISAAC spectrograph ( $\mathrm{ESO}, \mathrm{VLT}$ ) covering the wavelength range between 2.00 and $2.53 \mu \mathrm{~m}$. The slit width is 1 arcsec providing a resolving power of $R \sim 2000$ and the typical $\mathrm{S} / \mathrm{N}$ ratio is about 100 .

We observed B dwarfs (typically six to eight stars per night) close to the airmass range of our targets to use as telluric standard stars to correct for the instrumental and atmospheric transmission. We used IRAF to reduce the ISAAC spectra. We removed cosmic ray events, subtracted the bias level, and then divided all frames by a normalized flat field. We used the traces of stars at two different positions (AB) along the slit to subtract the sky. After extracting and co-adding the spectra, we calibrated wavelengths using the Xe-lamp. The r.m.s of the wavelength calibration is better than $0.5 \AA$. The spectra were rebinned to a linear scale with a dispersion of $\sim 7 \AA$ and a wavelength range from $2.0 \mu \mathrm{~m}$ to $2.51 \mu \mathrm{~m}$. Each spectrum has been divided by a telluric standard star observed closest in time and in airmass.

### 2.4 Low spectral resolution NTT/SOFI observations

We used the Red Grism of the SOFI spectrograph, covering 1.50$2.53 \mu \mathrm{~m}$, to observe our M giant sample. We took the spectra with a 1 -arcsec slit providing a resolving power of $R \sim 1000$. We obtained a $K_{\mathrm{S}}$-band acquisition image before each spectrum to identify the source and place it on the 90 -arcsec slit. We used UKIDSS finding charts for source identification and to choose 'empty' sky positions for optimal sky subtraction.

We observed B dwarfs (typically six to eight stars per night), close to the airmass range of our targets, as telluric standard stars to correct for the instrumental and atmospheric transmission. We used IRAF to reduce the SOFI spectra. We removed cosmic ray events, subtracted the bias level, and then divided all frames by a normalized flat-field. We used the traces of stars at two different ( AB ) positions along the slit to subtract the sky. After extracting and co-adding the spectra, we calibrated wavelengths using the Xelamp. The r.m.s of the wavelength calibration is better than $1 \AA$. We re-binned the spectra to a linear scale, with a dispersion of $\sim 10 \AA$ pixel $^{-1}$. We then divided each spectrum by the telluric standard observed closest in time and in airmass (airmass difference $<0.05$ ). We then normalized the resulting spectra by the mean flux between 2.27 and $2.29 \mu \mathrm{~m}$.

## 3 ANALYSIS

In order to determine the abundances from our spectra, we first have to determine the fundamental parameters of the stars. These are the effective temperatures $\left(T_{\text {eff }}\right)$, surface gravities $(\log g)$, metallicities $([\mathrm{Fe} / \mathrm{H}])$, and microturbulences $\left(\xi_{\text {micro }}\right)$. With these parameters, we can synthesize model spectra for the stars, based on spherical model atmospheres and an appropriate line list with atomic and molecular lines. In the following sections, we will describe the procedure to determine the stellar, fundamental parameters and the abundances of iron (metallicity), silicon, and magnesium from our spectra.

### 3.1 Stellar parameters

We determined stellar parameters in a similar way as for the Southern fields in Ryde et al. (2016a) using the relation between effective temperature and the ${ }^{12} \mathrm{CO}$ bandhead at $2.3 \mu \mathrm{~m}$. We refer for a more detailed discussion about this method in Schultheis et al. (2016). In addition, we determined photometric effective temperatures from the dereddened $J_{0}$ and $K_{0}$ photometry.

The surface gravities were determined by the iterative method described in Rich et al. (2017), who demonstrated that this method determines surface gravities with a precision smaller than 0.3 dex compared to an APOGEE data set. In short, we proceed as follows: we start off from a rough photometric estimate of the surface gravity
by using $H$ - and $K$-band photometry, extinction values (quite uncertain) from Gonzalez et al. (2012), and bolometric corrections from Houdashelt, Bell \& Sweigart (2000). For this, we assumed a solar values of $T_{\odot}=5770 \mathrm{~K}, \log g_{\odot}=4.44, \mathrm{M}_{\odot}^{\mathrm{bol}}=4.75$, and a mass of our giants of $1.0 \mathrm{M}_{\odot}$. With this surface gravity, a first metallicity estimate can be determined from our high-resolution CRIRES spectra as explained in the Section 3.3. A better estimate of the $\log g$ is subsequently found from the isochrone for a given $T_{\text {eff }}$ and $[\mathrm{Fe} / \mathrm{H}]$. We then used this new $\log g$ to re-determine the $[\mathrm{Fe} / \mathrm{H}]$ value. This procedure is iterated a few times until it converges.
The microturbulence, $\xi_{\text {micro }}$, that takes into account the smallscale, non-thermal motions in the stellar atmospheres is important for saturated lines, influencing their line strengths. We estimate this parameter from an empirical relation with the surface gravity based on a detailed analysis of spectra of five red giant stars $(0.5<\log g$ $<2.5$ ) by Smith et al. (2013), as described in Rich et al. (2017). Our derived stellar parameters for all our stars are given in Tables 1 and 2.

## 3.2 $K$-band line list

The line list used in the $K$ band is based on an extraction from the VALD3 database (Piskunov et al. 1995; Ryabchikova et al. 1997; Kupka et al. 1999; Kupka et al. 2000; Ryabchikova et al. 2015) but with updated values of wavelengths and line strengths from recent experimentally and theoretically determined atomic line strengths of Mg (Civiš et al. 2013; Pehlivan Rhodin et al. 2017), as well as of Si (Pehlivan et al., in preparation Furthermore, astrophysical $\log g f$-values are determined and wavelength corrections are applied by fitting the solar centre intensity atlas of Livingston \& Wallace (1991). Of approximately 700 interesting spectral lines for cool stars identified in the $K$ band, 570 lines have been assigned new values.
The Fe and Si abundances are determined from between 2 and 6 lines depending on star, telluric lines, radial velocities, and spectral quality. The Mg abundance is determined from two quite strong spectral features consisting of two fine-structure groups of 4f7 g lines at 21059-21061 A. Since the pressure broadening obviously affects this feature, we made calculations based on the Kaulakys method (Kaulakys 1985, 1991), as described in Osorio et al. (2015). The line-broadening cross-section, $\sigma$, at a relative speed of $10^{4} \mathrm{~m} \mathrm{~s}^{-1}$ (see Anstee \& O'Mara 1991; Barklem \& O'Mara 1998; Barklem, Piskunov \& O'Mara 2000) is found to be 2917 au (atomic units), expected to be accurate to $20-50$ per cent, and the calculations indicate roughly a flat temperature dependence, which was adopted in the calculations.

In the abundance analysis, we also include molecular line lists of the CN molecule (Sneden et al. 2014).

### 3.3 Stellar abundances

As mentioned above, once we have determined the $T_{\text {eff, }}$, an approximate $[\mathrm{Fe} / \mathrm{H}]$, initial photometric $\log g$ estimate, and the corresponding $\xi_{\text {micro }}$ for our stars, we made use of our high-resolution spectra to iteratively determine their final metallicities. Subsequently, we can then determine the $\alpha$-element abundances ( Si and Mg ), see also Rich et al. (2017).

We have used the package Spectroscopy Made Easy (SME) (Valenti \& Piskunov 1996, 2012; Piskunov \& Valenti 2017) for the spectral synthesis and the abundance analysis. SME generates synthetic spectra for a given set of fundamental, stellar parameters by interpolating within a grid of MARCS spherical-symmetric, LTE


Figure 6. $T_{\text {eff }}$ versus $\log g$ diagram showing the position of our sample of stars on different metallicity tracks of the 10 Gyr YY isochrone (Demarque et al. 2004). Each star is colour coded with its determined $[\mathrm{Fe} / \mathrm{H}]$ values.
model atmospheres (Gustafsson et al. 2008). The spectral lines of interest are marked with masks to indicate the parts of the lines that should be modelled and compared with the observed spectra. In a similar fashion, we also marked regions, around the lines being analyzed with masks, that should be treated by the SME as continuum regions. These are used for a final, local continuum normalization. Abundances or any other parameters to be determined are set as free variables, for which SME synthesizes spectra in an iterative manner following an approach that minimizes the $\chi^{2}$ by comparing the synthesized with the observed spectrum.

Since SME compares the strengths and forms of observed spectral lines with the synthesized ones (within the defined masks), the line profiles have to be accurately characterized and the line broadening well determined. Extra broadening not accounted for by the synthesis is the stellar macroturbulence $\xi_{\text {macro }}^{\text {stellar }}$, but also the instrumental profile, which is set by the instrumental resolution. We estimate this extra total broadening (which is a convolution of the both) for each of our stars by fitting a few selected well-formed, medium-weak lines while setting ' $\xi_{\text {macro }}$ ' as a free parameter in an SME run and assuming both broadening profiles to be Gaussian in shape. We then get the total macroturbulences for our stars, $\xi_{\text {macro }}$, which are given in Tables 1 and 2.

Subsequently, we ran SME for each star with the abovementioned parameters, letting SME perform a $\chi^{2}$ minimization to fit Fe lines in the spectra that are of sufficient quality, in shape and form (due to their strengths for a given signal to noise ratio $(\mathrm{S} / \mathrm{N})$ ), for retrieving an abundance. We then adjusted the $[\mathrm{Fe} / \mathrm{H}]$ value based on the fit, simultaneously changing to a new $\log g$ estimate based on position on the isochrone tracks and a corresponding $\xi_{\text {micro }}$ from the Smith et al. (2013) relation. This is repeated until the stellar parameters are consistent with the corresponding isochrone in the HR diagram. Fig. 6 shows the HR diagram with the locations of our stars on the 10 Gyr YY isochrones (Demarque et al. 2004), colour coded with their determined metallicities. With the fundamental stellar parameters thus determined, we proceeded to determine the $[\mathrm{Si} / \mathrm{Fe}]$ and $[\mathrm{Mg} / \mathrm{Fe}]$ using SME with similarly selected Si and Mg lines.

The final metallicities and Si and Mg abundances are given in Tables 1 and 2.

### 3.4 Abundance uncertainties

It has been shown in Rich et al. (2017) and Ryde et al. (2016a) that the uncertainties in the derived metallicities arise partly from the fitting procedure and partly from the uncertainties in the derived stellar parameters like $T_{\text {eff }}, \log g$, and $\xi_{\text {micro }}$. The systematic uncertainties due to the noise in the spectra, telluric residuals, and the uncertainty in continuum level are assumed to be of the order of 0.15 dex. When observing our stars, we aimed for an $\mathrm{S} / \mathrm{N}$ of $60-70$ per pixel, which means that the uncertainties are of similar magnitudes for all the stars. For a few stars (e.g. GC25 and GC44), the $\mathrm{S} / \mathrm{N}$ is lower, and these uncertainties can therefore be larger.

Even though the above-mentioned studies have explored the uncertainty in metallicity due to a variation in stellar parameters for individual stars of a given $T_{\text {eff }}$ and metallicity, the variation of the uncertainty in metallicity determination for a range of metallicities and $T_{\text {eff }}$ has been relatively unstudied. We have carried out such an investigation in Section 3.4.2.

### 3.4.1 General uncertainties

The abundance is given by the line strength, which is the contrast between the continuum and the line centre. Not only the determination of the continuum level in the observations, which can be difficult depending on $\mathrm{S} / \mathrm{N}$ and spurious feature in the spectrum, is crucial, but also the calculation of the continuous opacity in the generation of the synthetic spectra is important. For a typical star in our sample, the continuous opacity is due to $\mathrm{H}^{-}$free-free opacity, which is affected by the electron density. This is given by the major electron donors in the line-forming regions of the star, which are magnesium ( $1 / 2$ of all electrons), iron ( $1 / 3$ of electrons), and $\mathrm{Si}(1 / 10$ ). Thus, it is especially important to know the magnesium abundance for an accurate abundance determination of any element. We have taken the general $\alpha$-element trend versus metallicity for bulge stars into account in order to minimize this effect. Also, special care has been taken to find good continuum points.

As described above, the way SME works by fitting the shape of the line, the determined abundance is sensitive to the line broadening adopted, most importantly the macroturbulence but also the pressure broadening for strong lines, like the Mg lines used in this study. We have therefore invested considerable effort to estimate the broadening as accurately as possible.

Most line strengths in our line list are determined from the solar spectrum (astrophysical $g f$ values). We have also tested the list against the spectra of the metal-poor, $\sim 4800-\mathrm{K}$ giant $\alpha$ Boo, and the metal-rich giant $\mu$ Leo. There might, however, be non-LTE, saturation, or 3D effects that are not taken into account which might affect different type of stars differently, see Rich et al. (2017) for a discussion. We have avoided spectral lines that we suspect are affected by these issues.

As mentioned above, we estimate the total uncertainty due to the fitting procedure to approximately 0.15 dex.

### 3.4.2 Uncertainties related to stellar parameters

We synthesized a grid of test spectra of similar spectral resolution as that of our observed spectra, with metallicities of $-0.8,-0.5$, $-0.3,0.0,0.3$, and 0.5 dex each with $T_{\text {eff }}$ of 3500,3900 , and 4300 K. For each of these test spectra, we determined the surface gravities and the corresponding microturbulence in the same way as for our observed spectra (see Section 3.1).

Table 3. Uncertainties in the derived metallicities and magnesium abundances due to uncertainties in $T_{\text {eff }}$ of $\pm 150 \mathrm{~K}$, corresponding change in $\log g$ and $\xi_{\text {micro }}$. This was estimated using synthetic spectra with metallicities in the range of $-0.8,-0.5,-0.3,0.0,0.3$, and 0.5 dex each with $T_{\text {eff }}$ of 3500,3900 , and 4300 K that represent the stars in our sample.

| [Fe/H] | $T_{\text {eff }}$ | $\delta T_{\text {eff }}$ | $\delta \log g$ | $\delta \xi_{\text {micro }}$ | $\delta[\mathrm{Fe} / \mathrm{H}]$ | $\delta[\mathrm{Mg} / \mathrm{Fe}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -0.8 | 3900 | $-150$ | -0.27 | +0.1 | -0.07 | -0.04 |
|  |  | +150 | +0.27 | -0.2 | +0.19 | +0.10 |
|  | 4300 | $-150$ | -0.27 | 0.0 | +0.01 | +0.07 |
|  |  | +150 | +0.28 | -0.1 | +0.09 | +0.06 |
| $-0.5$ | 3500 | $-150$ | -0.25 | +0.1 | -0.06 | +0.03 |
|  |  | +150 | +0.25 | -0.2 | +0.03 | -0.01 |
|  | 3900 | $-150$ | -0.27 | +0.1 | -0.09 | -0.04 |
|  |  | +150 | +0.28 | -0.2 | +0.07 | +0.11 |
|  | 4300 | $-150$ | -0.28 | +0.1 | -0.07 | -0.03 |
|  |  | +150 | +0.29 | 0.0 | +0.06 | +0.01 |
| -0.3 | 3500 | $-150$ | -0.24 | +0.1 | -0.10 | 0.00 |
|  |  | +150 | +0.25 | -0.2 | -0.02 | -0.06 |
|  | 3900 | $-150$ | -0.27 | +0.1 | -0.14 | -0.11 |
|  |  | +150 | +0.28 | -0.1 | -0.03 | -0.06 |
|  | 4300 | $-150$ | -0.28 | +0.1 | -0.09 | -0.04 |
|  |  | +150 | +0.29 | 0.0 | +0.05 | -0.02 |
| 0.0 | 3500 | $-150$ | -0.24 | +0.1 | +0.02 | +0.10 |
|  |  | +150 | +0.26 | -0.2 | +0.05 | -0.01 |
|  | 3900 | $-150$ | $-0.28$ | +0.1 | -0.01 | -0.05 |
|  |  | +150 | +0.28 | 0.0 | +0.02 | -0.17 |
|  | 4300 | $-150$ | -0.30 | 0.0 | -0.06 | +0.04 |
|  |  | +150 | +0.31 | -0.1 | +0.07 | 0.00 |
| 0.3 | 3500 | $-150$ | -0.25 | -0.1 | 0.00 | +0.06 |
|  |  | +150 | +0.26 | -0.2 | +0.17 | +0.08 |
|  | 3900 | $-150$ | $-0.27$ | $0.0$ | $-0.01$ | $+0.18$ |
|  |  | +150 | +0.28 | -0.1 | +0.04 | $-0.05$ |
|  | 4300 | $-150$ | $-0.31$ | +0.1 | -0.06 | +0.06 |
|  |  | +150 | +0.36 | 0.0 | +0.08 | -0.06 |
| 0.5 | 3500 | $-150$ | $-0.26$ | +0.1 | -0.05 | +0.06 |
|  |  | +150 | +0.26 | -0.1 | +0.06 | +0.11 |
|  | 3900 | $-150$ | -0.27 | $+0.1$ | -0.04 | $+0.09$ |
|  |  | +150 | +0.27 | 0.0 | +0.06 | -0.07 |
|  | 4300 | $-150$ | -0.32 | +0.1 | -0.07 | +0.09 |
|  |  | +150 | +0.37 | 0.0 | +0.08 | -0.07 |

For each of the test spectra, we varied $T_{\text {eff }}$ by the typical uncertainty from the low-resolution, CO-bandhead estimate, namely $\pm 150 \mathrm{~K}$, changed $\log g$ as well as $\xi_{\text {micro }}$ correspondingly, and then ran SME with these parameters, setting $[\mathrm{Fe} / \mathrm{H}]$ as free parameter. This exercise was carried out for each of the three $T_{\text {eff }}$ cases for all six $[\mathrm{Fe} / \mathrm{H}]$ values, thus covering the full range of fundamental stellar parameters of our observed sample. The difference between the actual $[\mathrm{Fe} / \mathrm{H}]$ and that estimated by SME gives us the typical uncertainty in $[\mathrm{Fe} / \mathrm{H}]$ that arises from the combination of errors in $T_{\text {eff }}$, $\log g$, and $\xi_{\text {micro. }}$. The same exercise was carried out to estimate the typical uncertainty in $[\mathrm{Mg} / \mathrm{Fe}]$ by setting Mg as the free parameter. Table 3 lists the final estimated error in $[\mathrm{Fe} / \mathrm{H}]$ and $[\mathrm{Mg} / \mathrm{Fe}]$, and we plot them in Fig. 7. The typical change in $\log g$ ranges from $\pm 0.25$ to 0.37 dex and in $\xi_{\text {micro }}$ from -0.2 to $+0.2 \mathrm{~km} \mathrm{~s}^{-1}$, for a $\pm 150$ K change in $T_{\text {eff. }}$. The maximum values of $[\mathrm{Fe} / \mathrm{H}]$ uncertainties are of the order of 0.2 dex found partly at the lowest metallicity and partly at low $T_{\text {eff }}$, whereas the maximum uncertainty of $[\mathrm{Mg} / \mathrm{Fe}]$ of the same order is found at supersolar metallicities.

Indeed, one could suspect that there should be a systematic trend in the uncertainties due to the line strength. Lines tend to get weaker


Figure 7. Plots showing the trend of $[\mathrm{Fe} / \mathrm{H}]$ and $[\mathrm{Mg} / \mathrm{Fe}]$ uncertainties as a function of metallicity for the case of different temperatures covered by our sample. Left panel shows the differences in SME estimated metallicities versus actual metallicities due to uncertainties in $T_{\text {eff }}$ of $\pm 150 \mathrm{~K}$, corresponding change in $\log g$ and $\xi_{\text {micro }}$. Right panel shows the same for magnesium abundances. This was estimated using synthetic spectra with metallicities in the range of -0.8 , $-0.5,-0.3,0.0,0.3$, and 0.5 dex each with $T_{\text {eff }}$ of 3500,3900 , and 4300 K that represent the stars in our sample.
for more metal-poor stars ( $T_{\text {eff }}$ and $\log g$ may, however, also play a role). Thus, for a given $\mathrm{S} / \mathrm{N}$, metal-poor stars might have weaker lines and therefore more uncertainty in the derived abundances.
Furthermore, the cooler the star, the stronger the molecular features are, and therefore the quality of the molecular line list is increasingly important. In addition, the continuum determination might be more uncertain. In no case were the molecular lines so dense as to prevent us from identifying continuum points. Hence, we do not require pseudo-continua, i.e. a situation where the true continuum is not found but many weak lines blend into each other forming flat regions, resembling a continuum.

Also, for more metal-rich stars, there might be a problems with saturation of the lines, especially for the strong Mg lines, which get increasingly saturated and therefore less abundance sensitive.

However, from Table 3 and Fig. 7, we see that the uncertainties do not dramatically increase neither towards the metal-poor regime nor the metal-rich one, which is reassuring. Nevertheless, we find that warmer stars have generally lower abundances uncertainties, less than 0.1 dex.
We conclude that apart from more systematic uncertainties (e.g. continuum placement), the typical abundance uncertainties are due to errors in the stellar parameters, which are $\sim<0.1$ dex. We have somewhat higher errors for stars with $[\mathrm{Fe} / \mathrm{H}]<-0.5 \mathrm{dex}$, and further, the Mg abundances for the coolest and most metal rich stars are uncertain by $\sim 0.15$ dex.

A grand total uncertainty is thus mainly due systematic fitting errors (Section 3.4.1), which leaves us with a total estimate of approximately 0.15 dex.

### 3.5 Homogeneous analysis of the entire sample

The 44 giants in the Northern fields are analysed here for the first time. The 28 stars in the Southern fields were first published in Ryde \& Schultheis (2015); Ryde et al. (2016a) but are re-analysed here in the same manner as the Northern-field giants to allow for the whole sample to be analysed as consistently as possible. This will minimize the relative uncertainties and will allow for a comparison between properties of the stars in the different fields.

Specifically, the 9 stars in the GC field were first published in Ryde \& Schultheis (2015), and the 9 stars at $(l, b)=\left(0,-1^{\circ}\right)$ and 10 stars at $(l, b)=\left(0,-2^{\circ}\right)$ were published in Ryde et al. (2016a).

The largest difference between the analyses in these publications and our analysis is the method we use to determine the surface gravities of the stars. Here, we force the stars to be consistent with isochrones, following the method outlined and described in Rich et al. (2017), instead of the more uncertain method of assuming the stars to be at a certain distance ( 8 kpc ) and de-reddening the photometry. Differences as large as $\Delta \log g=0.6$ can be found. As described in Schultheis et al. (2017), the latter method can give large uncertainties, since the Galactic bulge shows an intrinsic depth ( $\sim 1-2 \mathrm{kpc}$ ), which can result in large uncertainties in logg, especially for M giants. We refer here for a more detailed discussion to Schultheis et al. (2017). The new surface-gravity determinations can account for most of the changes in the derived abundances. Furthermore, for a few of the stars, a different value of the macroturbulence is determined. Due to the way the $\chi^{2}$ minimization is done in line masks, the derived abundances are quite sensitive to the broadening fit of the lines. For yet another few stars, most notably GC25 and GC44, the abundance sensitive lines in the spectra are affected by so much noise that the determination is quite uncertain. This was not the case for most of our sample, however.

Thus, we are confident that we can make a comparative study of the stellar properties and the metallicity distributions in the different location along the minor axes, i.e. metallicity gradients, and the symmetries of the Northern fields compared to the Southern fields.

## 4 RESULTS

The final reduced spectra and fitted synthetic spectra for one star in each field are shown in Fig. 8. The location of several $\mathrm{Fe}, \mathrm{Si}$, and Mg lines used for our abundance estimation is also shown in the plots. The necessity of requiring high-resolution spectra for abundance analysis can be evidently seen, as we are able to clearly separate the molecular CN lines in our spectra. These features can lead to more blending in Fe and Si lines in lower resolution spectra. The stellar parameters for all stars belonging to the Northern and Southern fields along with their derived $\alpha$-element abundances of $[\mathrm{Si} / \mathrm{Fe}]$ and $[\mathrm{Mg} / \mathrm{Fe}]$ are listed in Tables 1 and 2. They are normalized to the solar abundances of Grevesse, Asplund \& Sauval (2007).

We plot the MDF of our entire sample in bins of 0.15 dex as shown in Fig. 9 together with the kernel density estimate (KDE) of the MDF with a bandwidth of 0.15 dex. We see clearly a bimodal


Figure 8. Spectra of wavelength regions covering a few Fe lines used for the abundance determination. The latitudes and their stellar parameters of each star are indicated beside each spectrum. Synthetic spectra are shown in red and the telluric lines, shown in green, indicate the areas where they hit the spectrum. Also indicated are two Si lines used in the determination of Si abundance. Rest of the features seen in the spectra are mostly CN molecular lines. This shows how well they are separated from our lines of interest ( Fe and Si ) indicating the advantages of high-resolution spectra and the quality of molecular CN line lists from Sneden et al. (2014).


Figure 9. MDF for our entire sample in bins of 0.15 dex, overlaid with kernel density estimate (KDE) with bandwidth of 0.5 dex (green line).
distribution, one at metallicity of $\sim+0.3$ dex and the other at $\sim$ -0.5 dex. An outlier with metallicity of -1.8 dex leads the KDE estimate to find a small peak at this metallicity. Keeping this star aside, the metallicity of our entire inner bulge sample along the bulge minor axis is in the range of $-1.0<[\mathrm{Fe} / \mathrm{H}]<0.6$ dex.

In Fig. 10, we show the $[\mathrm{Si} / \mathrm{Fe}]$ and $[\mathrm{Mg} / \mathrm{Fe}]$ trends as a function of the metallicity for the entire sample, with the typical uncertainty of 0.15 dex. We find the expected trend of supersolar $\alpha$ abundances for metal-poor stars, while metal-rich stars show subsolar $\alpha$ abundances. Though the $[\mathrm{Si} / \mathrm{Fe}]$ abundances follow this trend, they are systematically lower than $[\mathrm{Mg} / \mathrm{Fe}]$ values in the subsolar metallicity range. The $[\mathrm{Si} / \mathrm{Fe}]$ abundances show a lower dispersion than $[\mathrm{Mg} / \mathrm{Fe}]$ abundances, which is most likely due to the fact that we use several Si lines for the Si abundance while for Mg , we use only one-line feature. We see clearly that for supersolar metallicities, the Si and Mg abundances decrease with increasing metallicity.

In addition, we measured the approximate heliocentric radial velocity, $V_{\mathrm{R}}$, of each star by estimating the difference in the wavelength position of a strong line in their observed spectra with that


Figure 10. The $[\mathrm{Si} / \mathrm{Fe}]$ (top panel) and $[\mathrm{Mg} / \mathrm{Fe}]$ (bottom panel) trends as a function of the metallicity for the entire sample, with the typical uncertainty of 0.15 dex.
from the laboratory measurement ( Mg line at 21061.095 nm ). Based on spectral resolution, one pixel in velocity space corresponds to $\sim 6 \mathrm{~km} \mathrm{~s}^{-1}$, which can be considered to be the typical uncertainty in $V_{\mathrm{R}}$. We converted this to Galactocentric radial velocity, $V_{\mathrm{GC}}$, by adopting the local standard of rest velocity at the Sun to be 220 km $\mathrm{s}^{-1}$ and a solar peculiar velocity of $16.5 \mathrm{~km} \mathrm{~s}^{-1}$ in the direction $(l, b)=\left(53^{\circ}, 5^{\circ}\right)$ (Ness et al. 2013b).

$$
\begin{align*}
V_{\mathrm{GC}}= & V_{\mathrm{R}}+20[\sin (l) \cos (b)]+16.5[\sin (b) \sin (25) \\
& +\cos (b) \cos (25) \cos (l-53)] \tag{1}
\end{align*}
$$

We show the Galactocentric radial velocity distribution for our entire sample in Fig. 11. We find a mean value of $-12 \mathrm{~km} \mathrm{~s}^{-1}$ with a dispersion of $126 \mathrm{~km} \mathrm{~s}^{-1}$.

## 5 DISCUSSION

Here, we will discuss and compare our results with other literature studies carried out in the inner and outer Galactic bulge fields. We also investigate for the first time, the symmetry in MDF and $\alpha$ abundance trends between the Northern and Southern fields of inner Galactic bulge.

### 5.1 MDF

From Fig. 9, we find that the inner bulge MDF shows a bimodal distribution or the presence of two components. On the other hand,


Figure 11. Galacotenetric radial velocity distribution for our entire sample in bins of $80 \mathrm{~km} \mathrm{~s}^{-1}$, overlaid with KDE with the same bandwidth. The mean and dispersion estimated for the sample are indicated in the plot.

Rich et al. (2007a, 2012) did not find a bimodal metallicity distribution based on their detailed abundance analysis of 61 M giants located at $(l, b)=\left(0^{\circ},-1^{\circ}\right),\left(0^{\circ},-1^{\circ} .75\right),\left(0^{\circ},-2^{\circ} .75\right)$ and Baade's window fields for the combined case as well as for individual fields. They find a mean metallicity of around -0.2 dex with a typical dispersion of 0.15 dex . A different targeting strategy could be the reason for their absence of metal-rich stars. Babusiaux et al. (2014) also found no clear bimodality in the MDF of RC stars located at the Northern field, $(l, b)=\left(0^{\circ},+1^{\circ}\right)$. However their spectra were of much lower spectral resolution $(R \sim 6500)$, with low signal-to-noise ratio and the individual $[\mathrm{Fe} / \mathrm{H}]$ measurement errors were larger, of the order of at least 0.2 dex. In general, a larger sample would be required to assert bimodality; moreover, one would expect correlation with some additional physical parameter, such as radial velocity, proper motion, or composition.

The Baade Window field, one of the most observed Galactic bulge fields in terms of chemical abundances and global metallicities, reveals two components in their MDF (Hill et al. 2011; Schultheis et al. 2017), but these components are not established by other physical properties. Bimodality in the MDF is also seen in recent studies using much larger samples of stars in the inner and outer bulge fields (Rojas-Arriagada et al. 2017; Zoccali et al. 2017). Zoccali et al. (2017), using RC stars in GIBS survey, also at a lower spectral resolution ( $R \sim$ 6500), using the Calcium II triplet (CaT) feature at $\sim 9000 \AA$, found a bimodality in their MDF for fields similar to $b=-1^{\circ}$ and $b=-2^{\circ}$, though we do not have enough number statistics in each field to reproduce and compare it with. These authors also found bimodal MDFs for the outer bulge fields centred at $(l, b)=\left(0^{\circ},-6^{\circ}\right)$ and $\left(0^{\circ},-8^{\circ}\right)$, with the metal-rich fraction getting lower as we move away from the Galactic mid-plane. Similar results were obtained by Rojas-Arriagada et al. (2017) using the derived metallicities of RC stars from the Gaia-ESO survey for the outer bulge fields. Both the above-mentioned studies assumed a Gaussian distribution for the bimodal components and used a Gaussian Mixture Model (GMM) to characterize them. Since our sample size is small and the GMM method requires a larger sample size, we prefer to use a simple KDE analysis for our MDF.
We show the entire MDF in Fig. 12 (left panel) along with the distribution in red showing the MDF of the GC sample. We find that all GC stars do have supersolar metallicities with a mean metallicity of $\sim+0.3$ dex and a tight dispersion of $\sim 0.10$ dex. Our peak metallicity value at the GC is consistent with that from the GC field


Figure 12. (Left) MDF of the Galactic Centre sample (red) in comparison with that of the entire sample (green). Galactic Centre stars in our sample are all metal rich. (Right) MDF of North (blue; $b=+1^{\circ},+2^{\circ}$ ) and South (red; $b=-1^{\circ},-2^{\circ}$ ) field stars to investigate the North-South symmetry in MDFs. Overlaid KDEs, shown in respective colors, use the same bandwidth as bin sizes of the histograms.
of APOGEE (Schultheis et al. 2015). A large fraction of supersolar stars has been found by Feldmeier-Krause et al. (2017) based on low-resolution spectra in the NSC. We will discuss in a forthcoming paper the chemical similarities as well as differences between the NSC, the GC field population, and the inner Galactic bulge. Our high-resolution study does not confirm the large number of stars with $[\mathrm{Fe} / \mathrm{H}]>+0.55$ dex found by Do et al. (2015) and FeldmeierKrause et al. (2017). We suspect that many abundances derived at low resolution using Bayesian code such as employed in this study will be too high at the metal-rich end, perhaps due to a lack of appropriate templates. For cool stars of high metallicity, there is substantial risk of blends, especially with molecules, that can result in spuriously high abundance estimates based on low-resolution spectra.

Feldmeier-Krause et al. (2017) do also report stars at low metallicity $-1.6<[\mathrm{Fe} / \mathrm{H}]<0.8$ dex, whereas we do not find any subsolar metallicity star in our GC sample. However, the APOGEE stars in Schultheis et al. (2015) are mainly located at $|b|>0.5$ and do not cover the actual GC region. We also want to stress that our GC sample consists of only nine stars. Clearly, more observations are needed to confirm the absence of metal-poor stars in the GC.

We also find the median, overall metallicity in each field to decrease as we move outward from the Galactic mid-plane. Note, however, that the form of the distribution changes too. This confirms the presence of a negative vertical overall metallicity gradient in the inner bulge fields as it has been found for the low extinction fields of the outer bulge (Zoccali et al. 2008; Gonzalez et al. 2011; Ness et al. 2013a). There is one star in our $b=+2^{\circ}$ field that is very metal poor $([\mathrm{Fe} / \mathrm{H}]=-1.8)$ compared to our bulge sample. Our uncertainties, even at this low metallicity, are definitely small. Our estimated radial velocity of $-101 \mathrm{~km} \mathrm{~s}^{-1}$ does not unequivocally suggest that it is a halo star passing through the bulge. We note that Schultheis et al. (2015) discovered, as mentioned above, a few stars with metallicities of this magnitude range, suggesting the presence of a metal-poor population. Further, Do et al. (2015) report several stars with $[\mathrm{Fe} / \mathrm{H}]<-1$ in the central cluster. Confirmation of the nature of these stars will depend on proper motions and radial velocities.

## $5.2 \alpha$-element trends with $[\mathrm{Fe} / \mathrm{H}]$

As mentioned in Section 4, though we find the expected $\alpha$ abundance trend, the $[\mathrm{Si} / \mathrm{Fe}]$ abundances are lower than $[\mathrm{Mg} / \mathrm{Fe}]$ abundances in the subsolar metallicity regime. In Fig. 13, we show the outer bulge $\left(|b|>2^{\circ}\right) \alpha$-element trends seen for micro-lensed dwarf sample in Bensby et al. (2013) and for red giant branch stars in Johnson et al. (2014). We plot each star with its individual uncertainties estimated for $[\mathrm{Si} / \mathrm{Fe}]$, $[\mathrm{Mg} / \mathrm{Fe}]$, and $[\mathrm{Fe} / \mathrm{H}]$, from the corresponding tables in Bensby et al. (2013) and Johnson et al. (2014). The $\alpha$-abundance trend with metallicity in Rich et al. (2012) covers only a narrow range in metallicity of $\sim-0.4$ to 0 dex. Hence, it is not possible to make a full metallicity range comparison with our trend though two of our sample fields coincide with theirs in the inner Galactic bulge.

We find that our $[\mathrm{Si} / \mathrm{Fe}]$ trend is consistent with the outer bulge trend of Johnson et al. (2014) over the full metallicity ranges, apart from a systematic shift of the order of 0.1 dex. This shift is consistent within the $1-\sigma$ uncertainty limits of both samples. Both trends seem to continuously decrease with metallicity, even in the supersolar regime. The $[\mathrm{Si} / \mathrm{Fe}]$ trend of Bensby et al. (2013) in the subsolar metallicity regime lies consistently in between our and the Johnson et al. (2014) trend. One significant difference is, however, that the supersolar [ $\mathrm{Si} / \mathrm{Fe}$ ] trend of Bensby et al. (2013) saturates or levels off and continues at supersolar $[\mathrm{Si} / \mathrm{Fe}]$ values. Such a scenario is only possible if the rate of Type II supernovae explosions, that produce majority of $\alpha$ elements, increases sufficiently compared to the Type Ia supernovae explosions or if there is a metallicitydependent yield that increases the Si abundances dramatically, both of which are unexpected. Another possibility is that our studies are considering different stellar populations. Also, generally it should be noted that at supersolar metallicities, there might be a problem with blending atomic or molecular lines, which are not known to exist or whose strengths are unknown. The lines used in abundance analyses are generally checked for blends, but if there are unknown blends that cannot be taken into account, there is a tendency to overestimate the abundance of a spectra line, since the unknown blending line is ascribed to the element. Therefore, there is always a risk of overestimating the derived abundances in cool, metal-rich stars.


Figure 13. $[\mathrm{Si} / \mathrm{Fe}]$ versus $[\mathrm{Fe} / \mathrm{H}]$ (left) and $[\mathrm{Mg} / \mathrm{Fe}]$ versus $[\mathrm{Fe} / \mathrm{H}]$ (right) trends of our sample (red filled circles) in comparison with that of the micro-lensed dwarf sample in Bensby et al. (2013) (green filled circles) and red giant sample in Johnson et al. (2014) (blue filled circles) in outer bulge fields. We plot our sample with typical uncertainty of 0.15 dex, while the comparison samples are plotted with individual uncertainties of each star estimated in Bensby et al. (2013) and Johnson et al. (2014). Our trends in the subsolar metallicity regime are consistent within the 1- $\sigma$ uncertainty limit of both samples. In the supersolar metallicity regime, we find subsolar $\alpha$ abundances causing the trend to go down, consistent with Johnson et al. (2014). Meanwhile, the trend in Bensby et al. (2013) is levelling off and continuing at the supersolar alpha values, with higher uncertainties.

Our $[\mathrm{Mg} / \mathrm{Fe}]$ trend is consistent with the trends of both Bensby et al. (2013) and Johnson et al. (2014) in the subsolar metallicity regime. Our trend over the entire metallicity ranges is especially consistent with that of Johnson et al. (2014). Still the dispersion in our $[\mathrm{Mg} / \mathrm{Fe}]$ measurements is higher than the comparison samples, which may be due to the fact that there is only one spectral feature that can be used for the abundance determination, namely, the group of lines at $21060 \AA$. In the supersolar metallicity regime, our trend is consistent with that found by Johnson et al. (2014), while the trend in Bensby et al. (2013) is again levelling off and continuing at the supersolar $[\mathrm{Mg} / \mathrm{Fe}]$ values.

### 5.3 Kinematics

The mean value of the Galactocentric radial velocity that we have estimated for our entire sample within $|b|<3^{\circ}$ is consistent with the estimates from other studies using much larger sample of stars in the inner and outer bulge fields (Howard et al. 2008; Kunder et al. 2012; Ness et al. 2013b; Babusiaux et al. 2014; Zoccali et al. 2014). The mean values of $V_{\mathrm{GC}}$ estimated by BRAVA survey for fields at $(l, b) \sim$ $\left(0^{\circ},-2^{\circ}\right),\left(0^{\circ},-4^{\circ}\right),\left(0^{\circ},-5^{\circ}\right),\left(0^{\circ},-6^{\circ}\right)$, and $\left(0^{\circ},+4^{\circ}\right)$ range from -8 to $14 \mathrm{~km} \mathrm{~s}^{-1}$ (Howard et al. 2008; Kunder et al. 2012). Our mean estimate of $-12 \mathrm{~km} \mathrm{~s}^{-1}$ is closer to the values of $-9.7,-6.2$, and $-10.9 \mathrm{~km} \mathrm{~s}^{-1}$ found by Ness et al. (2013b) for their fields at $(l, b)=$ $\left(0^{\circ},-5^{\circ}\right),\left(0^{\circ},-7.5\right)$, and $\left(0^{\circ},-10^{\circ}\right)$, respectively. Babusiaux et al. (2014) also find a negative mean $V_{\mathrm{GC}}$ of $-3 \mathrm{~km} \mathrm{~s}^{-1}$ for their sample at $(l, b)=\left(0^{\circ},+1^{\circ}\right)$. At the same time, the mean $V_{\mathrm{GC}}$ surface in the longitude-latitude plane as derived from the GIBS Survey (fig. 10 in Zoccali et al. $2014^{3}$ ) clearly showed that the mean $V_{\mathrm{GC}}$ along the bulge minor axis is in the range of -10 to $0 \mathrm{~km} \mathrm{~s}^{-1}$. Valenti et al. (2018) measured the mean Galactocentric radial velocity and dispersion from the low-resolution MUSE spectra for bulge stars in the fields at $(l, b)=\left(0^{\circ},+2^{\circ}\right),\left(0^{\circ},-2^{\circ}\right),\left(+1^{\circ},-1^{\circ}\right)$, and $\left(-1^{\circ}\right.$, $+2^{\circ}$ ). They find the mean Galactocentric radial velocity for stars in their fields corresponding to our bp2 and bm2 fields to be +9.8 and $+19.2 \mathrm{~km} \mathrm{~s}^{-1}$, respectively.

[^2]In the case of the Galactocentric radial velocity dispersion, Babusiaux (2016) compiled radial velocity dispersion values along the bulge minor axis ( $l=0^{\circ},|b|<12^{\circ}$ ) from different literature studies. They showed that the $V_{\mathrm{GC}}$ dispersion follows a steep trend that goes down as we move away from the Galactic mid-plane. So, we compare our dispersion estimate with only those studies within $|b|<2^{\circ}$. Howard et al. 2008 estimated the velocity dispersion at $(l, b) \sim\left(0^{\circ},-2^{\circ}\right)$ to be $126 \mathrm{~km} \mathrm{~s}^{-1}$, consistent with our estimate. A higher velocity dispersion of $145 \mathrm{~km} \mathrm{~s}^{-1}$ was calculated by Babusiaux et al. (2014). Zoccali et al. (2014) also found a peak dispersion value closer to $140 \mathrm{~km} \mathrm{~s}^{-1}$ for the GIBS sample at $(l, b) \sim\left(0^{\circ}\right.$, $-1^{\circ}$ ), and $\left(0^{\circ},-2^{\circ}\right)$. Valenti et al. (2018) confirmed this result in their study including fields at positive latitudes that were missing in GIBS, also finding a symmetric velocity dispersion about the Galactic plane. Any slight variation of our estimate from the rest of the studies can be attributed to our small sample size due to which we had to combine our entire sample.

Babusiaux (2016) has also shown (see their fig. 4.) that the dispersion trends for the metal-poor $\operatorname{star}(-1<[\mathrm{Fe} / \mathrm{H}]<-0.5)$ and the metal-rich star sample $(0<[\mathrm{Fe} / \mathrm{H}]<0$.) are comparable within $|b|<2^{\circ}$. For higher latitudes $\left(|\mathrm{b}| \geq 4^{\circ}\right)$, there is a strong decrease in velocity dispersion for metal-rich stars while it is flat for metal-poor stars. By dividing the GIBS sample into metal-poor $(-0.8<[\mathrm{Fe} / \mathrm{H}]$ $<-0.1)$ and metal-rich $([\mathrm{Fe} / \mathrm{H}]>0.1)$ populations, Zoccali et al. (2017) also found a similar trend. We also separated our limited sample into metal-poor $(-1.0 \leq[\mathrm{Fe} / \mathrm{H}] \leq 0.0)$ and metal-rich $(0.0$ $<[\mathrm{Fe} / \mathrm{H}] \leq 0.6)$ populations and estimated their dispersions as shown in Fig. 14. We find similar velocity dispersions for the two populations that are close to the estimates from the above-mentioned studies. However, we suffer from a limited sample size and clearly more observations are needed.

### 5.4 North-South symmetry

The North-South symmetry in bulge kinematics, namely, mean Galactocentric radial velocity and dispersion, has already been shown for a range of longitudes by sampling outer bulge fields (Ness et al. 2013b; Zoccali et al. 2014). The rotation and dispersion symmetry along the major axis has been shown by Ness et al.


Figure 14. The Galactocentric radial velocity distribution for our entire sample divided into metal-poor (MP; red) and metal-rich (MR; blue). Overlaid KDEs of respective colours have similar bandwidth as their bin size. The mean velocity and dispersion for the two samples are listed in the figure.
(2013b) using three fields at latitudes of $-10^{\circ}$ and $+10^{\circ}$, and longitudes of $-10^{\circ},-5^{\circ}$, and $+10^{\circ}$. Similar results have been obtained by Zoccali et al. (2014) using the GIBS survey fields at $b=+4.5$ and -4.7 covering a range of longitudes, $|l|<8^{\circ}$.

Valenti et al. (2016) have shown, using the VVV PSF-fitting photometry, the increase of the RC density distribution in the density profile of the inner bulge towards the Galactic plane. They have also shown symmetries in their RC star counts in the Galactic mid-plane, at $l=0^{\circ}, b= \pm 1^{\circ}, \pm 2^{\circ}, \pm 3^{\circ}$, and $\pm 4^{\circ}$. This suggests a NorthSouth symmetry in kinematics and stellar density for the outer bulge and inner bulge regions, respectively. We extend this investigation for the North-South symmetry to chemical abundances and the MDF.

Four of our fields along the bulge minor axis are located at symmetrically opposite latitudes with respect to the Galactic mid-plane. In addition, we have carried out a consistent analysis of the spectral analysis in both North and South fields. This is crucial in order to explore the symmetry of the MDF between Northern and Southern fields along the bulge minor axis. This is the first time such a study is being carried out, as previously most of the studies in the inner bulge have been concentrated to the southern latitudes.

The Sun is located at a distance of $17 \pm 5 \mathrm{pc}$ above the Galactic mid-plane and at a distance of $8.2 \pm 0.1 \mathrm{kpc}$ from the GC (Karim \& Mamajek 2017). Based on this, we estimated very similar distance of $\sim 145$ and 298 pc , above the Galactic mid-plane along the bulge minor axis, corresponding to the North-South latitudes, $\pm 1^{\circ}$ and $\pm 2^{\circ}$, respectively. Thus we can safely assume that our stars at the North-South latitudes in our sample are located symmetrically with respect to the Galactic mid-plane.

We group the stars in the $b=+1^{\circ}, b=+2^{\circ}$ fields together as the North field and those in the $b=-1^{\circ}, b=-2^{\circ}$ fields as the South field and plot their metallicity distributions in Fig. 12 (right panel). The metal-rich part of both the MDFs is very similar. The overlaid KDE estimate for the North and South fields in the metal-rich regime is similar with approximate matching peaks. Keeping in mind the low number of stars and the abundance uncertainties, the KDE peak in the metal-poor regime for South field does, however, not seem to match with that for the Northern field due to the absence of stars with metallicities in the range of -0.3 to -0.6 dex. The metallicity distribution for the Northern field in the metal-poor regime shows a
peak in the KDE of around -0.5 dex . We want to stress that we are dealing here with low-number statistics; there are only four stars in the Southern fields with metallicities falling into the metal-poor group. Clearly, a larger sample is needed. We cannot reject the hypothesis of symmetry based on the distribution of these few stars. It is too early to claim any difference. Testing the full Northern and Southern MDF populations (only excluding the $[\mathrm{Fe} / \mathrm{H}]=-1.8$ star) with a Kolmogrov-Smirnoff test, we arrive at a $P$ value of 0.90 , suggesting that both distributions, nevertheless, come from the same parent population. Thus, we cannot claim any non-symmetry in the MDFs between Northern and Southern fields based on our data. Most likely the inner bulge is symmetric along the minor axis in its metallicity distributions.

We then proceed to carry out a similar exercise for the $[\mathrm{Si} / \mathrm{Fe}]$ versus $[\mathrm{Fe} / \mathrm{H}]$ and $[\mathrm{Mg} / \mathrm{Fe}]$ versus $[\mathrm{Fe} / \mathrm{H}]$ trends, as shown in Fig. 15. As mentioned in the above paragraph, the absence of Southern field stars in the range of -0.3 to -0.6 dex results in insignificant overlap between North-South samples in subsolar metallicity regime. Still, they a follow very similar continuous trend. On the other hand, there is significant overlap and consistency between the $[\mathrm{Si} / \mathrm{Fe}]$ and $[\mathrm{Mg} / \mathrm{Fe}]$ values in the supersolar metallicity regime. Thus, we cannot reject North-South symmetry in the $\alpha$-abundance trends based on our data, but we need more data to confirm it.

## 6 CONCLUSIONS

We have carried out a consistent spectroscopic analysis of 72 M giant stars in the inner Galactic bulge $\left(|b|<3^{\circ}\right)$ along the minor axis from the high-resolution CRIRES spectra. Out of 72 stars, 9 stars are located in the GC, 44 stars are at the Northern latitudes, while 28 at the Southern latitudes. This is the first work to carry out such a systematic analysis in the inner bulge region, especially at symmetric fields along the bulge minor axis.

We find a bimodal MDF in the inner bulge, following that reported for outer bulge samples, but a larger sample will be required for confirmation. Our GC sample is completely supersolar with a mean metallicity of 0.3 dex but with no subsolar metallicities, which could be due to our limited sample size. We find the median overall metallicities in each field to decrease as we move away from the Galactic mid-plane. This is in agreement with the negative vertical metallicity gradient found in outer bulge fields. We find no stars with $[\mathrm{Fe} / \mathrm{H}]>+0.6$ dex.

The $\alpha$-element trends with metallicity show no gradient over the entire minor axis, from far out through the GC and going North. Our $[\mathrm{Si} / \mathrm{Fe}]$ and $[\mathrm{Mg} / \mathrm{Fe}]$ trends with $[\mathrm{Fe} / \mathrm{H}]$ are consistent with outer bulge trends for red giants, showing a gradual decreasing trend with increasing metallicity, as expected from chemical evolution models. We confirm that for the supersolar regime, the $[\mathrm{Si} / \mathrm{Fe}]$ and $[\mathrm{Mg} / \mathrm{Fe}]$ abundances decrease as expected from chemical evolution models.

The mean Galactocentric radial velocity and dispersion for our entire sample is consistent within the errors with the study of Howard et al. (2008) and that of the GIBS survey. No difference in the velocity dispersion has been found between the metal-rich and metal-poor samples.

Based on our investigation using $b= \pm 1^{\circ}, \pm 2^{\circ}$ fields, we confirm the expected North-South symmetry in the MDF as well as in the $\alpha$ abundances for the inner bulge region. These results imply that there is chemical homogeneity between the northern and the southern fields.


Figure 15. $[\mathrm{Si} / \mathrm{Fe}]$ versus $[\mathrm{Fe} / \mathrm{H}]$ (left) and $[\mathrm{Mg} / \mathrm{Fe}]$ versus $[\mathrm{Fe} / \mathrm{H}]$ (right) trends of stars at $b=+1^{\circ},+2^{\circ}\left(\right.$ blue filled circles), and those at $\mathrm{b}=-1^{\circ},-2^{\circ}(\mathrm{red}$ filled circles). The error bars correspond to typical uncertainty of 0.15 dex.

Although we report the largest and highest resolution abundance analysis of giants within 2 deg of the GC, the sample size remains relatively modest. Upcoming instruments and surveys such as CRIRES+ or MOONS will help to obtain a larger sample of stars in the inner bulge and towards the GC region. This will allow us to trace the vertical metallicity gradient as well as the full MDF in the GC together with their chemical footprints. It will also be vital to add superior kinematic data. All of this can help in deciphering the formation/evolution scenario of the inner bulge as well as the relation of the inner bulge to the GC and its NSC.
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