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Abstract—Trellis-based detector is an effective method to demodulate non-coherent continuous-phase modulated sequences. Most of them have been derived for the maximum likelihood sequence estimation setting, while only few contributions have been proposed for the maximum a posteriori (MAP) symbol detection, required when soft information is needed for iterative detection and decoding. In this letter, we derive a new symbol MAP non-coherent receiver with reduced state space representation compared with the existing extended state-space-based approaches. While having the same performance, it enables a lower complexity.

Index Terms—Trellis-based detector, non-coherent, continuous phase modulation, mutual information rate, spectral efficiency.

I. INTRODUCTION

CPM is a particular modulation having a constant envelop waveform leading to excellent power efficiency [1], [9]. A second important aspect of CPM is the phase continuity yielding better spectral occupancy. The phase of a CPM signal for a given symbol depends on the cumulative phase of previous transmitted symbols known as the phase memory. Hence the decision taken on the current symbol must take into account the previous ones. Two types of CPM can be distinguished, partial response CPM which has a memory strictly greater than one symbol and full response CPM whose memory is exactly equal to one. Another important element of CPM is the modulation index which could restrain, in a particular case, the set of the phase memory to a finite set. In the non-coherent regime, two main approaches exist to demodulate/detect a sequence based on either block or trellis processing. Block detection can work for any value of modulation index and is robust to fast channel phase shifts when processing. Block detection can work for any value of modulation index and is robust to fast channel phase shifts when processing. Hence the decision taken on the current symbol must take into account the previous ones. Two types of CPM can be distinguished, partial response CPM which has a memory strictly greater than one symbol and full response CPM whose memory is exactly equal to one. Another important element of CPM is the modulation index which could restrain, in a particular case, the set of the phase memory to a finite set. In the non-coherent regime, two main approaches exist to demodulate/detect a sequence based on either block or trellis processing. Block detection can work for any value of modulation index and is robust to fast channel phase shifts when processing. Hence the decision taken on the current symbol must take into account the previous ones. Two types of CPM can be distinguished, partial response CPM which has a memory strictly greater than one symbol and full response CPM whose memory is exactly equal to one. Another important element of CPM is the modulation index which could restrain, in a particular case, the set of the phase memory to a finite set.

In the non-coherent regime, two main approaches exist to demodulate/detect a sequence based on either block or trellis processing. Block detection can work for any value of modulation index and is robust to fast channel phase shifts when processing. Hence the decision taken on the current symbol must take into account the previous ones. Two types of CPM can be distinguished, partial response CPM which has a memory strictly greater than one symbol and full response CPM whose memory is exactly equal to one. Another important element of CPM is the modulation index which could restrain, in a particular case, the set of the phase memory to a finite set. In the non-coherent regime, two main approaches exist to demodulate/detect a sequence based on either block or trellis processing. Block detection can work for any value of modulation index and is robust to fast channel phase shifts when processing. Hence the decision taken on the current symbol must take into account the previous ones. Two types of CPM can be distinguished, partial response CPM which has a memory strictly greater than one symbol and full response CPM whose memory is exactly equal to one. Another important element of CPM is the modulation index which could restrain, in a particular case, the set of the phase memory to a finite set.

References [4] and [5] (respect. [6]) have implemented the receiver by block for a hard (respect. soft-decision) demodu-
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<tr>
<th>Comparison With Main Existing Approaches</th>
</tr>
</thead>
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<td>Reference paper</td>
</tr>
<tr>
<td>[8]</td>
</tr>
<tr>
<td>[7]</td>
</tr>
</tbody>
</table>

1 ≠ (respectively ≠) the reference paper has the same (respectively different) feature (“Criteria/State model/Metrics”) than the proposed approach.
2 ≠ (respectively >) the reference has a lower (respectively larger) complexity than the proposed approach.

A first trellis-based approach based on Viterbi algorithm had been presented in [8]. Thereafter [7] proposed a symbol MAP decoding algorithm similar to the well-known BCJR [3]. However the state cardinality proposed for the MAP detection in [7] is greater than the one presented in [8] for the ML detection. Indeed the author added to the state provided in [8] the accumulated phase given birth, in some ways, to an extended state space. The main differences between both approaches and the one proposed in this letter are summarized in Table I. We explicitly show in this letter that, by considering the state space given by [8], the direct derivation of the symbolwise non coherent MAP receiver for CPMs leads to the same bit error rate performance than the extended state space approach usually considered in the literature. An additional EXIT chart analysis shows that there is no information loss when considering the proposed reduced state space approach. This implies that [8] is effectively a sufficient state representation for non coherent detection, since no loss of information occurs. Moreover, the trellis resulting from state space [8] is minimal, in the sense that, for a given observation length, a non coherent trellis MAP detector having less states without performance loss cannot be found. This implies that this representation is the sole representation leading to minimal complexity for a given observation length.

The remainder of this letter is organized as follows. The next section provides a detailed exposition of the system model. Section III is devoted to the derivation of an exact math-
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mational formulation of the non-coherent trellis based receiver state space model. Thereafter the mutual information rate of the system is derived and subsequently used to compute the spectral efficiency (SE) in section IV. Section V gives some simulation results while Section VI concludes the letter.

II. SYSTEM MODEL

At the transmitter, a binary message vector $b = [b_0, \ldots, b_{k-1}] \in \mathbb{F}_2^k$ is mapped into a sequence $u = [u_0, \ldots, u_{N-1}]$ belonging to the $M$-ary alphabet $\{0, \ldots, M-1\}$ (with $M$ being a power of 2). Symbols are then modulated following the CPM modulation rule using Rimoldi’s representation (see [2]). This can be seen as the serial concatenation of a continuous phase encoder (CPE) and a memoryless modulator. First, the CPE ensures the continuity between the transmitted continuous-time waveforms by accumulating the phase of each modulated symbol.

$$\phi_{k+1} = \phi_k + 2\pi h u_{k-L+1}$$

$h$ is the modulation index ($h = \frac{P}{Q}$, with $P$ and $Q$ being relatively prime) and $\phi_k$ is the accumulated phase at the start of the $k$th symbol. We note $Q$ the set of $Q$ values taken by the $\phi_k$. $L$ is a strictly positive integer referred to as the memory of the CPM. Then, the memoryless modulator maps the output of the CPE into a set $X$ of $M^L$ continuous-time waveforms. At the $k$th symbol interval, the subset $u_{k-L+1} = \{u_{k-L+1}, \ldots, u_k\}$ matches $x_i(\tau)$ corresponding to the $i$th signal of $X = \{x_i(\tau), i = 0, \ldots, M^L-1\}$ with [2], [6]

$$x_i(\tau) = \frac{A(\tau)}{\sqrt{T}} e^{j \pi h \sum_{n=0}^{\infty} u_{k-n} q(\tau+nT)}, \quad \tau \in [0, T),$$

where $A(\tau)$ represents the Rimoldi representation’s data independent terms and the index $i$ is determined as follows

$$i = \sum_{n=0}^{L-1} u_{k-n} \cdot M^{L-1-n}$$

and

$$A(\tau) = e^{j \pi h (M^L-1) \left( \sum_{n=0}^{L-1} u_{k-n} q(\tau+nT) \right)}.$$ 

In the expression above, $T$ is the symbol period and the function $q(t)$ is the phase response that satisfies $q(t) = 0$ if $t \leq 0$, $q(t) = \frac{\pi}{2}$ if $t \geq LT$ and $q(t) = \int_0^t g(u) du$ if $0 < t \leq LT$. $g(u)$ is the frequency pulse depending on the kind of used CPM. The CPM complex-baseband representation of the transmitted continuous-time waveform during the $k$th symbol time of the observation interval is given by:

$$s_k(t) = \sqrt{E_s} \cdot x_i(\tau) \cdot e^{j \phi_k}$$

The transmitted signal undergoes a phase rotation and is corrupted by an additive complex white Gaussian noise (AWGN), $n(t)$, with noise spectral density $N_0$. $\theta$ is assumed to be unknown and uniformly distributed on $[0, 2\pi]$. $E_s$ is the energy per symbol. The channel is said to be non-coherent. The corresponding complex-baseband received signal is given by,

$$r_k(t) = e^{j \theta} \cdot s_k(t) + n(t).$$

In this paper, perfect frequency and time synchronization are assumed. During the $k$th symbol interval, the received signal $r_k(t)$ is passed through a bank of $M^L$ matched filters whose impulse responses are given by $\tilde{x}_i(-\tau), i = 0, \ldots, M^L-1$ where $\tilde{x}_i(t)$ is the complex conjugate of $x_i(t)$. The sufficient statistics are the samples $r_{i,k}$ resulting from the correlation between $r_k(t)$ and $\tilde{x}_i(-\tau)$. In the sequel, we adopt the following notation $r_k = [r_{0,k}, \ldots, r_{M^L-1,k}]$ and the set of observations is given by $r_{N-1}^0 = [r_0, \ldots, r_{N-1}]$.

III. NON-COHERENT MAP TRELLIS-BASED RECEIVER

The non-coherent trellis-based receiver (TBR) is based on a trellis representation allowing us to use a modified version of the BCJR algorithm to compute the conditional probability of a symbol given the observations noted $p(u_k | r_{N-1}^0)$. Let $\delta_k = \{u_{k-N-L+2}, \ldots, u_{k-1}\}$ be a state of the trellis taking into account a series of $N + L - 2$ symbols $u_{k-N-L+2}$ (with $k \geq N + L - 2$). Based on this state space, we can differentiate the $L - 1$ symbols coming from the memory required by the partial response and the $N - 1$ additional symbols required when we extend the observation length in non-coherent regime to improve the performance. Those latter are called the correlated symbols in the sequel because they are used in the process of correlation between the observations and the existing combination of symbols. The voter will notice that the state cardinality of $\delta_k$ is reduced compared to [7]. Actually [7] included unnecessarily the accumulated phase $\phi$ to $\delta_k$ generating an extended state space. The transition between two states $\{\delta_k \rightarrow \delta_{k+1}\}$ corresponds to the transmitted symbol $u_k$. Based on this minimal state space model which can be shown optimal, we re-derive a modified version of the BCJR algorithm. At first, the conditional probability is developed as follows.

$$p(u_k | r_{N-1}^0) \propto \sum_{\delta_k} \alpha_k(\delta_k) \beta_{k+1}(\delta_{k+1}) \gamma(\delta_k \rightarrow \delta_{k+1}, r_{k-N+1}^k) p(u_k)$$

where

$$\gamma(\delta_k \rightarrow \delta_{k+1}, r_{k-N+1}^k) = p(r_{k-N+1}^k | \delta_k, u_k), \alpha_k(\delta_k) = p(r_{k-N+1}^k | \delta_k), \beta_{k+1}(\delta_{k+1}) = p(r_{k-N-1}^0 | \delta_{k+N+2}, \delta_{k+1}).$$

The forward-backward recursions can be calculated as

$$\alpha_k(\delta_k) = \sum_{\delta_{k-1}} \alpha_{k-1}(\delta_{k-1}) \cdot p(r_{k-N} | r_{k-N}^{k-1}, \delta_k, \delta_{k-1}) \cdot p(u_k)$$

$$\beta_{k+1}(\delta_{k+1}) = \sum_{\delta_k} \beta_k(\delta_k) \cdot p(r_{k} | r_{k-N-1}^{k-1}, \delta_k, \delta_{k+1}) \cdot p(u_k)$$

$\alpha_k$ and $\beta_k$ read finally as follows

$$\alpha_k(\delta_k) = \sum_{\delta_{k-1}} \alpha_{k-1}(\delta_{k-1}) \gamma(\delta_k \rightarrow \delta_{k+1}, r_{k-N+1}^k) p(u_k)$$

$$\beta_{k+1}(\delta_{k+1}) = \sum_{\delta_k} \beta_k(\delta_k) \cdot p(r_{k-N+1}^k | u_k, \delta_k) p(u_k)$$
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The branch metric can be computed as
\[
\gamma(\delta_k \rightarrow \delta_{k+1}, r^{k}_{k-N+1}) = p(r^{k}_{k-N+1}|\delta_k, u_k) \\
\propto I_0(\rho \cdot |\mu(u^{k}_{k-N-L+2})|)
\]
where \( \rho = 2\sqrt{E_s/N_0} \) and \( I_0 \) the modified zero order Bessel function of the first kind,
\[
\mu(u^{k}_{k-N-L+2}) = \sum_{\gamma=0}^{k} \sum_{\gamma=0}^{N-L+2} \gamma_{\gamma} e^{-j2\pi \gamma} \sum_{n=0}^{N-L+2} u_n
\]
which finally gives the following recursions
\[
\alpha_k(\delta_k) \propto \sum_{\{\delta_{k-1}\}} \alpha_{k-1}(\delta_{k-1}) \frac{I_0(\rho \cdot |\mu(u^{k-1}_{k-N-L+2})|)}{I_0(\rho \cdot |\mu(u^{k-1}_{k-N-L+2})|)} p(u_{k-1}) \\
\beta_k(\delta_k) \propto \sum_{\{\delta_{k-1}\}} \beta_{k-1}(\delta_{k-1}) \frac{I_0(\rho \cdot |\mu(u^{k}_{k-N-L+2})|)}{I_0(\rho \cdot |\mu(u^{k}_{k-N-L+2})|)} p(u_{k})
\]
(9)
(10)
N.B. \( I_0(\rho \cdot |\mu(u^{k}_{k-N-L+2})|) \) is seen as a normalization factor which is not taken into account in [8] when ML criterion is applied. We note \( \delta_k \) the extended state space described in [7]. Metrics associated to \( \delta_k \) can be derived from the metrics associated to \( \delta'_k \) by averaging over the accumulated phase.
\[
\gamma(\delta_k \rightarrow \delta_{k+1}, r^{k}_{k-N+1}) = \frac{1}{Q} \cdot \sum_{\{\delta_{k-1}\}} \gamma(\delta'_k \rightarrow \delta'_{k+1}, r'^{k}_{k-N+1}) \\
\alpha_k(\delta_k) = \sum_{\{\delta_{k-N+1}\}} \alpha(\delta'_k) \\
\beta_k(\delta_k) = \frac{1}{Q} \cdot \sum_{\{\delta_{k-N+1}\}} \beta(\delta'_k)
\]
(11)
The complexity of the proposed algorithm, evaluated in terms of number of real operations, is of the order of \( O(SNM^{N+L-1}) \). Being the MAP extension of [8] that considers a Viterbi decoding approach, we roughly have twice the complexity of the latter approach, that can be seen as a forward only version. Note that we address the symbolwise MAP decoding for enabling soft iterative non coherent detection of CPMs signal, which cannot be done using a Viterbi based detection. Finally, our approach has a lower complexity than [7] evaluated as \( O(S(N+Q)M^{N+L-1}) \).

IV. ASYMPTOTIC PERFORMANCE ANALYSIS

The mutual information rate of finite-state channels have been studied in [10] and [11]. The mutual information rate between the channel input source \( U \) and the channel output \( R \) can be described as follows [12]:
\[
I(U, R) = \lim_{N_s \rightarrow \infty} \frac{1}{N_s} I(u^{N_s-1}_{0}, r^{N_s-1}_{0}|\delta_{N+L-2})
\]
(12)
We denote by \( I(u^{N_s-1}_{0}, r^{N_s-1}_{0}|\delta_{N+L-2}) \) the mutual information between the input process \( u^{N_s-1}_{0} \) and the output process \( r^{N_s-1}_{0} \) conditioned by the initial state \( \delta_{N+L-2} \). Its general expression is the following [13]
\[
I(u^{N_s-1}_{0}, r^{N_s-1}_{0}|\delta_{N+L-2}) = (N_s - (N + L - 2)) \log_2(M) \\
+ E \left[ \sum_{k=N+L-2}^{N_s-1} \log_2(p(u_k|\delta^{N_s+L-2}_{N+L-2}, r^{N_s-1}_{0}) \right)
\]
(13)
Computation of \( p(u_k|\delta^{N_s+L-2}_{N+L-2}, r^{N_s-1}_{0}) \) in equation (13) can be found in [14]. The idea is to compute the probability of a symbol knowing perfectly all the previous states from the beginning of the transmission. This is equivalent to perform the BCJR algorithm as usual but taking into account the complete knowledge of the forward recursion i.e \( \alpha \) is fixed to 1 for the correct state and 0 to all other states. \( \gamma \) and \( \beta \) remained unchanged beside the traditional BCJR. Then dividing by the source length \( N_s \) gives the result.

Asymptotic analysis can also be carried out using EXIT charts. Reference [16] pointed out that the achievable rate is approximately equal to the area under the EXIT curve for a given operating point (proven over the erasure channel [15]). In other words, the experimental achievable rate noted \( R^* \) is linked with \( I_c \), the mutual information at the output of decoder: \( R^* \approx \int_{I_c} L_0(x)dx \). Readers unfamiliar to EXIT chart could refer to Hagenauer’s introduction on EXIT chart in [16]. To effectively compare various CPM, it is necessary to compute the achievable information rate under a bandwidth constraint. 1 Hz of available bandwidth is usually taken. Thus we define the normalized bandwidth as \( B_n = \log_2(M)/(B_{99} T) \). \( T \) is taken equal to 1 (since only 1 Hz bandwidth is available) and \( B_{99} \) is given as the bandwidth that contains 99% of the power of the uncoded complex baseband signal. Then the spectral efficiency is obtained by multiplying the achievable information rate by the normalized bandwidth. Fig. 1 shows the spectral efficiency of a binary GMSK with \( B_n \sim 0.88 \).

V. SIMULATION RESULTS

Fig. 2 shows binary GMSK and quaternary 2RC EXIT charts for an operating point of \( E_s/N_0 = 0 \) dB. Curves have been drawn in non-coherent regime based on: (a) the extended
plotted in Fig. 1 and 3 for several types of CPM widely used in satellite and aeronautical communications [17]. It brings to light two important aspects: there is no information to gain from the state space expansion and the performance is improved when \( N \) increases. Thus state \( \delta_k \) is sufficient but also minimal since for a given observation length \( N \), you cannot find a non coherent trellis MAP detector having less states without performance loss. Simulation relative to the impact of residual frequency synchronization error have also been carried out. For instance for a 2GMSK (\( N = 2, h = 1/2, M = 2, BT = 0.25 \)), a frequency shift of \( T \Delta f = 2\% \) (respect. 3\% ) the symbol rate generates 0.5dB (respect. 1dB) loss for a BER equal to \( 10^{-5} \).

VI. CONCLUSION

In this paper, a trellis based MAP detector with a minimal and sufficient state space for CPM suited for non-coherent communications is proposed. This latter has a lower complexity than the extended state space approach usually considered in the literature [7] without performance penalties.
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