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The emergence of smart meters has fostered the collection of massive data that support a better understanding
of consumer behaviors and better management of water resources and networks. The main focus of this
paper is to analyze consumption behavior over time; thus, we first identify the main weekly consumption
patterns. This approach allows each meter to be represented by a categorical series, where each category
corresponds to a weekly consumption behavior. By considering the resulting consumption behavior sequences,
we propose a new methodology based on a mixture of nonhomogeneous Markov models to cluster these
categorical time series. Using this method, the meters are described by the Markovian dynamics of their cluster.
The latent variable that controls cluster membership is estimated alongside the parameters of the Markov
model using a novel classification expectation maximization (CEM) algorithm. A specific entropy measure is
formulated to evaluate the quality of the estimated partition by considering the joint Markovian dynamics.
The proposed clustering model can also be used to predict future consumption behaviors within each cluster.
Numerical experiments using real water consumption data provided by a water utility in France and gathered
over nineteen months are conducted to evaluate the performance of the proposed approach in terms of both
clustering and prediction. The results demonstrate the effectiveness of the proposed method.
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1 INTRODUCTION
The issue of effective water resource management becomes increasingly important as populations
grow and the climate changes. The problem is more acute for dense urban areas that involve
complex water network architectures. One significant performance leverage about management
and distribution of drinking water is meter readings taken over a consumption period. By analyzing
the collected information, water utilities in collaboration with national authorities can establish
different types of strategies, e.g., price strategies [18, 29], drought strategies [21, 28] and strategies
to promote conservation [27]. The objective of these strategies is to encourage consumers to use
water more responsibly. To achieve this goal, the collected consumption data must be acquired
with a fine granularity. Recently, the increasing use of smart meters in the framework of smart
water grids has provided water utilities with large amounts of telemetered consumption data at
very low sampling rates (i.e., from fifteen seconds interval to one hour) compared to the traditional
monthly sampling rate usually used for billing purposes. These finer spatial and temporal sampling
resolutions make it possible to develop advanced data analytics in this domain. The data with a high
longitudinal frequency are used for water end-use disaggregation [2] while the lower frequency
data can be utilized for short-term consumption analysis [7, 14, 20] and other applications, such as
detecting water leaks [5, 8].

One primary issue that has been addressed by several studies in the domain of water data analysis
is related to clustering, in which data are reduced to an identified set of clusters to facilitate further
analysis and enhance decision-making capabilities. Consumers who share common consumption
behaviors are assigned to the same cluster. By partitioning the consumers into different clusters,
water companies can monitor and manage the demand more efficiently. For example, one way to
distinguish consumers is based on their water consumption level [1, 25]. Another possibility is
to investigate the consumer consumption behavior over different time periods [23]. Then, each
cluster will consist of consumers who share the same consumption habits regardless of their water
consumption levels.

Various exogenous factors can also influence consumption behaviors, including environmental
and water conservation attitudes [34], climatic variables [17, 37], socio-economic and demographic
information [13], calendar events [36], and so on. These factors should also be considered by water
utilities when analyzing consumers’ behavior. Several related works have studied the influence of
such covariates on water consumption using statistical approaches and feature selection methods
[10, 15].
Keeping that information in mind, the main focus of this paper is on clustering of categorical

sequences, which represent the evolution of consumer behavior over time. Note that in this
study, clustering is performed by considering both the consumption behavior dynamics and other
available exogenous factors. For this purpose, we propose a clustering approach based on a mixture
of nonhomogeneous Markov models that uses contextual factors as model inputs. Aside from
clustering, the proposed model can be used to perform prediction tasks. Indeed, future consumption
behaviors within the identified clusters can be predicted by using the estimated parameters of each
of the nonhomogeneous (input-dependent) Markov models in the mixture. We introduce several
graphical tools to facilitate the interpretation of the results.
The rest of this paper is organized as follows. Section II presents the related works. Section III

describes the core components of the proposed methodology for clustering and forecasting water
consumption behaviors, presents the details of the estimation algorithm, and describes the analyzed
real-world dataset. In Section IV, we present the experimental results using graphical and numerical
tools in two separate sub-sections: the first subsection is related to the clustering results and the
second subsection provides an evaluation of the forecasting performance of the proposed method.
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2 RELATEDWORK
Analyzing user behavior using Markov models has been widely studied in application domains
such as energy, transport and web traffic analysis. In [9], the authors analyzed the navigation
patterns of website users. The proposed approach partitioned users into clusters in which the users
shared similar navigation paths through the site. To consider dynamic user behavior, the authors
used a mixture of first-order Markov models. Each state of the Markov model corresponded to a
page category that a user could visit. The authors showed that some higher order dependencies
can also be captured using the mixture mechanism. Finally, the visualization results confirm the
appropriateness of using Markov mixture models to cluster categorical time series. In contrast to
this model, our proposed approach assumes the model to be input-dependent.

The consumption behavior of energy consumers has been analyzed in several different research
papers [22, 33]. In [33], symbolic aggregate approximation was used in conjunction with the Markov
models to reduce the scale of the data and to model the dynamic behavior of consumers using
transition matrices. To partition consumers in different groups, a density-based clustering technique
(CFSFDP) was used that takes as input the dissimilarity matrix obtained by the Kullback-Liebler
distance between each pair of transition matrices. The consumption behavior of an adjacent time
period is analyzed for different groups throughout an entropy measure. However, this work did not
study the influence of exogenous factors on consumption behaviors. A methodology based on an
encoding system with a preprocessed load shape dictionary was proposed in [22]. The load shape
information of energy consumers was used to classify households with regard to extracted features
such as an “entropy of shape” code which measures consumption variability. This study derived
five sample programs and policy-relevant energy lifestyle segmentation strategies.

To analyze the behavior of public transport users and predict their future trajectories, the authors
of [35] proposed clustering users into three categories (regular, variable and irregular) based on a
spatiotemporal entropy measure and the k-means algorithm. They investigated Markov models
and their hidden extensions to predict individuals’ future movements within different predefined
time periods throughout a day (morning, afternoon, evening, and night). The latency time (the
amount of time spent at a place after exiting a metro station) and users’ current locations were
considered as inputs to the model. The results of a comparison indicated that the hidden Markov
models were able to achieve better prediction accuracy. This model differs from ours because we
used a model-based algorithm for clustering that considers the temporal dynamics of consumption
behaviors. In this way, context-based clusters can be identified rather than performing grouping
based on a regularity measure.

As discussed above, few papers have studied user behavior while considering the joint Markovian
dynamics. In most of the developed methods consumption patterns are clustered regardless of

Fig. 1. Scheme of the proposed methodology, which consists of 4 steps: (1) preprocessing and normalization,
(2) data discretization per week, (3) modeling consumption behavior dynamics, (4) clustering of categorical
time series and forecasting of future consumption behaviors.
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exogenous factors. Furthermore, to capture the consumption behavior dynamics, clustering and
modeling are typically performed in two separate stages. To fill these gaps, this paper presents
an integrated methodology based on a mixture of nonhomogeneous Markov models that merges
clustering and modeling into a single uniform platform. In this platform, each transition between
an adjacent pair of consumption behaviors (called states) is assumed to be dependent on some
exogenous variables.

The contributions of this study can be summarized as follows:

• The categorical water consumption series extracted from a real-world dataset are classified
using a clustering approach based on a mixture of nonhomogeneous Markov models;
• The consumption behavior dynamics related to each identified cluster are visualized using
appropriate graphical representations and a quantitative metric;
• Future consumption behaviors are predicted for each cluster.

3 METHODOLOGY
The proposed methodology for clustering and forecasting the consumption behaviors consists of
the different phases shown in Figure 1. The consumption profiles are normalized in a preprocessing
step. The typical consumption patterns are extracted from the normalized consumption profiles,
and the sequences of these patterns are used to construct a new categorical database. In this way,
each meter in this categorical dataset is represented by the evolution of its users’ consumption
behaviors (categorical states). Next, the consumption behavior dynamics are modeled using a
mixture of nonhomogeneous Markov models, leading to the estimation of a latent variable that
encodes the class membership. Finally, future consumption behaviors are predicted within each
cluster. These phases are described in the following subsections.

3.1 Data and preprocessing
The dataset analyzed in this paper stems from 2,000 meters located in suburban areas of Paris,
France. The dataset covers a 19-month consumption period: from January 26th, 2015 to July 24th,
2016. Data collection is performed hourly using automatic meter reading (AMR) [26], and the
meters mainly reflect both individual and collective housing. The data collected from the smart
meters exhibit a significant number of missing values due to meter malfunctions or erroneous
readings. A pretreatment stage is applied to address these missing consumption values. However,
because this paper focuses on clustering and prediction of water consumption time series, we do
not discuss the specific details of the preprocessing stage.
Depending on the desired forecasting time horizon (short-term, medium-term or long-term),

either daily or weekly profiles can be investigated. In this paper, we investigate weekly profiles,
since the aim is to be able to forecast the medium-term consumption behaviors (weekly behaviors);
however, the proposed approach could also be performed by considering daily profiles. In a similar
work [24], we have used the daily profiles to forecast the short-term consumption behaviors. To
analyze the evolution of consumption behaviors of consumers over time, the weekly demand profiles
are log-normalized. Subsequently, all the profiles are centered and reduced. The normalization has
two main purposes: it scales down the consumption data for all the consumers so they present less
variability, and it causes them to approach a normal distribution. These normalized data are used
as inputs for the next stage.
Apart from the consumption data, this study also considers different exogenous variables such

as climatic factors and calendar events. The climatic variables are temperature and precipitation
level, while the calendar variables are public and school holidays.
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3.2 Data discretization
To be able to analyze the massive data collected using smart meters, one solution is to reduce the
data size. To accomplish this, the normalized weekly consumption curves are discretized using a
functional clustering algorithm [31]. The Bayesian information criterion (BIC) [32] is used to select
the number of states. As the result of clustering, we identified eight main weekly consumption
behaviors or states (K = 8), as shown in Figure 2, where each cluster center (the solid lines) is
visualized with its standard deviation (brighter colors) on the left side, and the corresponding
superimposed daily patterns are shown on the right.

Fig. 2. Clusters centers or main weekly consumption behaviors, called states (solid lines), with their standard
deviations (brighter colors) on the left and the corresponding superimposed daily profiles on the right. The
plots on the right-hand side clearly reveal how consumption behavior on weekdays (solid lines) differ from
those on weekends (dashed lines).

Looking at the superimposed daily patterns, the differences between consumption behaviors on
weekdays (solid lines) and weekends (dashed lines) can clearly be observed. Note that for states
1–5, the morning peaks occur later in time on weekends. State 6 is characterized by a symmetrical
consumption behavior on Monday and Friday with respect to Saturday and Sunday. A single peak
during weekdays followed by a more consistent consumption during weekends characterizes the
state 7, which can be associated with consumption behavior in a commercial activity zone. Finally,
state 8 shows higher morning peaks during weekends and probably represents a consumption
behavior related to holidays.
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The resulted categorical dataset encoding the weekly consumption curves of each residence is
shown in Figure 3. In this figure, each of the identified states (main weekly consumption behaviors)
is shown by the corresponding color for each sequence.

Fig. 3. Categorical dataset encoding the weekly consumption behaviors of 2,000 smart meters

NOTATIONS

s (sit )i=1, ...,n;t=1, ...,T : dataset
sit state associated to the meter i at day t (sit ∈ {1, . . . , 5})
si (sit )t=1, ...,T : consumption sequence for a meter i
st (sit )i=1, ...,n : data of day t
wi label associated to the time series si
w (wi )i=1, ...,n : set of labels associated to meters si
e (eit )i=1, ...,n;t=1, ...,T : set of input variables
eit input associated to the meter i at day t
ϕ set of all the parameters of the model
ϕд set of the parameters for the meters of cluster д
K number of states
G number of time series clusters

3.3 Modeling
3.3.1 Model definition. Using a set of categorical consumption time series s = {s1, . . . , si , . . . , sn},
where si is measured over T different weeks (si = {si1, . . . , siT }), the proposed model assumes that
each series si is issued from one of G groups. A clustering random variable w = (w1, . . . ,wn) is
associated with s where each realization of this random variablewi takes a value in д ∈ {1, . . . ,G}.
In each group д, the time series are modeled by a first order nonhomogeneous Markov model from
the input data or entries e [24], [4], [3]. This model has the following property:

P(sit | si1, . . . , sit−1, ei1, . . . , eit ) = P(sit | sit−1, eit ). (1)
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The current state sit depends only on the previous state sit−1 and the input vector eit . A correspond-
ing graphical representation of the proposed mixture model is shown in Figure 4. In this setting,
we have considered that each state sit corresponds to one of the eight identified main weekly
consumption behaviors. This model is specified by the following conditional mixture density:

f (si |ei ;ϕ) =
G∑
д=1

pд fд(si |ei ;ϕд), (2)

where pд is the proportion of the cluster д that satisfies
∑G
д=1 pд = 1, fд(.) is the distribution

associated to the group д, and ϕд is its set of parameters. The distribution of a time series si from a
group д is given by

fд(si |ei ;ϕд) = P(si1 | wi = д, ei1;ϕд)

T∏
t=2

P(sit | wi = д, sit−1, eit ;ϕд), (3)

with

P(si1 = ℓ | wi = д, ei1) = πдℓ(ei1;αд) =
exp (α⊤дℓei1)∑K
ℓ′=1 exp (α

⊤
ℓ′
ei1)
, (4)

P(sit = k | sit−1 = ℓ,wi = д, eit ) = πдℓk (eit ; βдℓ) =
exp (β⊤дℓkeit )∑K

k ′=1 exp (β
⊤
дℓk ′eit )

, (5)

where the πдℓs designate the initial input-dependent probabilities whose parameter vector is
αд = (αдℓ)ℓ=1, ...,K , and the πдℓk s designate the input-dependent transition probabilities of partition
д whose set of parameters are βдℓ = (βдℓk )ℓ=1, ...,K . In the following, we call the proposed mixture
of joint nonhomogeneous Markov models “MixJNMM.”

s1,1 s1,2 s1,T s1,T+1

sn,1 sn,2 sn,T sn,T+1

e1,1 e1,2 e1,T e1,T+1

en,1 en,2 en,T en,T+1

. . .

. . .

. . .

w1

wn

Fig. 4. A graphical representation of the proposed mixed joint nonhomogeneous Markov model (MixJNMM)
with input variables
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3.3.2 Parameter estimation. The optimal parameters are generally obtained by maximizing the
log-likelihood

L(ϕ) = log P(s1, . . . , sT | e;ϕ) = log
n∏
i=1

P(si | ei ;ϕ) (6)

=

n∑
i=1

log
G∑
д=1

pд
[
P(si1 | wi = д, ei1;ϕд)

T∏
t=2

P(sit | sit−1,wi = д, eit ;ϕд)
]
,

where ϕ = (pд ,αд , βд) is the complete set of model parameters, where βд = (βдℓk )ℓk . The values
of P(si1 | wi = д, ei1;ϕд) and P(sit | sit−1,wi = д, eit ;ϕд) are given by Equations (4) and (5),
respectively. This criterion cannot be maximized directly. However, one can use the expectation-
maximization (EM) algorithm [12] to maximize it. Considering the large global data size, we adopted
the classification EM (CEM) algorithm [11] for this study because it converges faster than the EM
algorithm. Using CEM, both the latent random variable w and the other parameters of the model
are estimated by maximizing the following complete data likelihood:

P(s,w | e;ϕ) = P(w) P(s | w, e;ϕ)

=

n∏
i=1

P(wi ) P(si | wi , ei ;ϕwi
). (7)

Developing 7, we get the following complete log-likelihood:

Lc (ϕ,w) = log P(s,w | e;ϕ) (8)

=

G∑
д=1

[
n∑
i=1

wiд logpд +
n∑
i=1

K∑
ℓ=1

wiдsi1ℓ logπдℓ(ei1;αд)

+

n∑
i=1

T∑
t=2

K∑
k=1

K∑
ℓ=1

wiдsitksi(t−1)ℓ logπдℓk (eit ; βдℓ)

]
,

for which we have used the following indicator variables to specify the cluster memberships and
designate the transitions of the Markov model:
• wiд = 1 ifwi = д andwiд = 0 otherwise;
• si1ℓ = 1 if si1 = ℓ and si1ℓ = 0 otherwise;
• sitk = 1 if sit = k and sitk = 0 otherwise;
• sitksi(t−1)ℓ = 1 if sit = k and si(t−1) = ℓ simultaneously and sitksi(t−1)ℓ = 0 otherwise.

To promote the robustness of the parameter estimation, we add a regularization term to the
likelihood function of Equation (8), which leads to the following optimization problem:

argmax
(ϕ,w)

(Lc (ϕ,w) −
ξ

2
∥ϕ∥22 ), (9)

where ∥.∥2 is the L2 norm and ξ is a hyperparameter that controls the importance of the regulariza-
tion term.

In the following section, we introduce the proposed CEM algorithm to estimate the parameters
of the mixture model.

Proposed CEM algorithm. The CEM algorithm [11] used here is a variant of EM that incorpo-
rates a classification step between the E- and M-steps of the EM algorithm. Starting from an initial
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A mixture of Markov chains for clustering 1:9

partition w(0), the q-th iteration of CEM for the proposed mixture approach is defined as follows:

– E-step. For i = 1, . . . ,n and д = 1, . . . ,G, compute the current posterior probabilities τ (q)д (si )
that si belongs to cluster д as follows:

τ
(q)
д (si ) =

p
(q)
д fд(si ;ϕ

(q)
д )∑G

д′=1 p
(q)
д′ fд′(si ;ϕ

(q)
д′ )
, (10)

given the current parameter estimates ϕ(q).

– C-step. The partition w(q+1) is defined by assigning each observation si to the cluster that
provides the maximum current posterior probability τ (q)д (si ), (1 ≤ д ≤ G) as follows:

w
(q+1)
i = argmax

1≤д≤G
τ
(q)
д (si ). (11)

– M-step. Compute the maximum likelihood estimates (pq+1д ,ϕ
(q+1)
д ), which leads to

p
(q+1)
д =

∑n
i=1w

(q)
iд

n
, ∀ д = {1, . . . ,G}. (12)

Furthermore, the parameters of the model (α (q+1)д , β
(q+1)
дℓ ) can be computed by maximizing the

quantity:

L1(αд) +

K∑
ℓ=1
L2, ℓ(βдℓ), (13)

where

L1(α
(q+1)
д ) =

K∑
ℓ=1

n∑
i=1

wiдsi1ℓ logπдℓ(ei1;α
(q+1)
д ), (14)

and

L2, ℓ(β
(q+1)
дℓ ) =

T∑
t=2

K∑
k=1

n∑
i=1

wiдsit−1ℓ sitk logπдℓk (eit ; β
(q+1)
дℓ ). (15)

Consequently, the problem (9) can be solved by the followingG × (K + 1) separate maximization
problems:

argmax
βдℓ

[
L2, ℓ(βдℓ) −

ξ

2
∥βдℓ ∥

2
2

]
, ∀ д, ℓ

argmax
α д

[
L1(αд) −

ξ

2
∥αд ∥

2
2

]
, ∀ д = 1, . . . ,G .

(16)

In this paper, we opted for the Newton algorithm [30], known in this situation as the iteratively
reweighted least squares (IRLS) algorithm [16]. It converges to the optimal solution at a sufficient
speed.

Model selection. In the proposed method, the best model is defined as the model with the optimal
value of the number of time series clusters G. To select the best model, we use the following
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1:10 M. Leyli-abadi et al.

integrated classification likelihood (ICL) criterion [6] which is essentially the ordinary BIC [32]
penalized by the entropy −

∑
i,д τд(si ) logτд(si ):

ICL(G) = Lc (ϕ̂) −
ϑ (G)

2
log(n ×T ), (17)

where ϕ̂ is the maximum likelihood estimate of the parameter vector ϕ, and ϑ (G) is the number of
free parameters in the model, which is given by

ϑ (G) = G ×
[
(K − 1)m︸    ︷︷    ︸

α д

+ K × (K − 1)m︸           ︷︷           ︸
(βдℓ )ℓ=1, . . .,K

]
+ G − 1︸︷︷︸
(pд )д=1, . . .,G

, (18)

where G is the number of clusters, K is the number of states of the variables sit , and m is the
dimension of the input vector eit . The ICL values are computed for different numbers of parameters
G. Finally, the model with the minimum ICL value is selected.

3.3.3 Forecasting. After the parameters have been estimated from the training sequence (s1, . . . , sT ),
the following one-step-ahead forecast permits future state prediction within each group д:

ŝiT+1 = argmax
k

P(siT+1 = k | siT ,wi = д, eiT+1)

= argmax
k

πдsiT k (eiT+1; βsiT ). (19)

The pseudocode in 1 summarizes the proposed MixJNMM approach.

ALGORITHM 1: MixJNMM
Data: (s1, . . . , sn ), (e1, . . . , en ).
Result: Parameters ϕ̂ ; Partition variable ŵ.
initialization: G ; ϕ (0) = (p(0)д , α (0)д , β (0)д ), w

(0); fix a threshold ϵ > 0; set q ← 0.

while L(q+1)c (ϕ) − L
(q)
c (ϕ) > ϵ do

E-Step:

forall i, д do
compute τ (q)д (si ) using Eq. (10)

end
C-Step:

forall i do
compute w(q+1)i using Eq. (11)

end
M-Step:

for д = 1, . . . , G do
compute p(q+1)д using Eq. (12)
for ℓ = 1, . . . , K do

compute the parameters ϕ (q+1)д = (α
(q+1)
д ,

β
(q+1)
дℓ ) by maximizing the likelihood (13)

end
q ← q + 1

end

ϕ̂ = ( p(q)д , α
(q)
д , β

(q)
д ) and ŵ = w(q) .

end
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4 EXPERIMENTAL RESULTS
We applied the proposed methodology to the previously discussed categorical dataset with the
objectives of learning the heterogeneous structure of the consumption behaviors time series and
predicting future consumption behaviors with respect to the identified structure. To this end, we
used two-thirds of the consumption period (12 months of consumption during 2015) and all the
available exogenous covariates to learn the mixture parameters, including the meter clustering.
Then, we used the remaining data (corresponding to 7 months of consumption during 2016) to test
the forecasting capabilities of the proposed method.
The exogenous variables used are the following climatic factors and calendar events (school

holidays or summer vacations):
• Tt−1 is the temperature (°C) at the previous timestep;
• Pt−1 is the precipitation (in mm) at the previous timestep;
• C comprises the calendar events (school holidays or summer vacations) encoded using a
binary variable at the current timestep;
• Yt−1 is the hourly consumption level at the previous timestep.

Although other demographic and socioeconomic information could improve the richness of the
analysis, such data were not available at the time of writing. For clustering purposes, all the
introduced exogenous variables are used as model inputs. However, to examine the influences of
these factors on the forecasting capability of the proposed method, the input vector e can contain
one or more of these variables. The following two sections describe the results of these stages.

4.1 Learning and clustering
The graphical representation of the proposed method (see Figure 4) shows that each meter issues
from a conditional mixture density function. To be able to compute this density function for
the meters in Figure 5 (a), the number of mixture components should be known beforehand.
After this parameter is estimated, the learning procedure can be initiated, and the consumption
behavior dynamics can be captured by considering the exogenous factors. Note that we set the
hyperparameter ξ to 10−8. The following sections examine these steps in more detail by providing
the corresponding results.

(a) Categorical database (2,000 smart meters)
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(b) Clustering result

Fig. 5. Clustering process: (a) the consumption behavior sequences of 2,000 consumers and (b) the 13 clusters
(separated by horizontal red lines) obtained by applying the proposed method.
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4.1.1 Number of components. The number of componentsG of the mixture must be set beforehand,
as is the case for most unsupervised clustering algorithms. To estimate G for the proposed model,
we computed the ICL criterion introduced earlier in the modeling section for a varying number of
componentsG ∈ {1, . . . , 30}. The corresponding results are shown in Figure 6. A better model is
obtained when the associated ICL value is minimum. In Figure 6, the minimum value of the ICL
criterion is highlighted in red and corresponds to G = 13.
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Fig. 6. ICL computed using an interval of 1–30 clusters; estimating the number of clusters.

4.1.2 Clustering result. Running the proposed mixture model withG = 13 allows the identification
of the clusters shown in Figure 5 (b). In this figure, the meters (rows) are reorganized to reflect
their cluster membership. The identified clusters are separated using horizontal red lines. Note
that some clusters are made up of meters with more homogeneous consumption behaviors (e.g.,
clusters five and eight). To analyze the obtained clusters in more depth, the next section introduces
some graphical tools and quantitative criteria.

4.1.3 Clustering sensitivity with respect to the number of states. In this section, we have conducted
a sensitivity analysis of the model quality with respect to the number of states. This analysis is
performed using simulated data which are constituted from three main Markovian dynamics (G = 3)
and eight states (K = 8). We retrospectively varied the number of states from 2 to 20 increased by
steps of 2, an operation that leads to the creation of 10 categorical datasets. Thereafter, using the
proposed method (MixJNMM), we have classified the sequences in each of these datasets by fixing
G to 3. Finally, we have computed the accuracy between the clustering results obtained on each
dataset and the ground truth clusters of the simulated data (see Figure 7). In our case, the accuracy
is estimated through the rate of the correctly classified sequences. As can be seen in Figure 7, the
performances do not fluctuate significantly from K = 8. This can be explained by the fact that,
increasing the number of states (more than 8) may result to the emergence of redundant states,
which does not improve the clustering result.
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Fig. 7. Sensitivity of clustering result for different number of states K .

4.1.4 Analysis of the clustering results. One way to represent the obtained clusters is to plot the
proportion of states per cluster during the consumption time period and look for significant changes
in consumption behavior. In Figure 8, the state proportions are illustrated for each cluster along
with the school holidays and summer vacations, which are surrounded with red and cyan dashed
rectangles, respectively. The distinctions between the proportions of the consumption behaviors at
different time periods is immediately apparent.
As shown in Figure 8, the state proportions change significantly during summer vacations for

clustersC1 andC2. This change is highlighted by a significant emergence of the eighth state, which
has a later morning peak compared with states 1 and 2 (both of which are prevalent in these
clusters).
Taking a different case, the meters of cluster C4 exhibit a double behavior over time—the sig-

nificant emergence of state 6 after the month of June 2015. Then, this state persists until the next
summer. The symmetrical behavior of state 6 could be induced by some scheduled task (e.g., a
scheduled maintenance operation) undertaken starting from this date.

The more homogeneous clusters (i.e.,C5 andC8) exhibit a stable consumption behavior over time
that does not change significantly. Cluster 8 consists mainly of the state 7, which is characterized
by a one-peak pattern during weekdays and more constant consumption during weekends. The
meters in this cluster may be associated with a commercial activity zone.

To summarize global cluster behavior, we used the estimated Markov model transition matrices.
Figure 9 represents the transition matrices associated with three of the thirteen identified clusters.
These are averaged transition matrices over time. As in the case of the time-variant Markov model,
the transition probabilities between states belonging to any pair of consecutive timestamps are
held in a unique transition matrix. In these matrices, the transition probabilities are encoded
using a range of [0, 1]—from white (the lowest probability) to black (the highest probability)—by∑K

ℓ=1 πдℓk = 1. The rows of these matrices indicate the states at time t − 1, whereas the columns
indicate the states at time t . In each matrix, the predominant states are surrounded by orange boxes.

By observing the general behaviors of these matrices, we can immediately perceive the difference
between homogeneous and less-homogeneous clusters. In homogeneous clusters, the transition
probabilities accumulate in a specific zone (e.g., cluster 8), whereas in the less-homogeneous clusters,
the transition probabilities are shared between a higher number of states (e.g., clusters 2 and 9).
Considering the transition matrix of cluster 2 (Figure 9 (a)), we can see that there is a high

transition probability from all the states towards state 1, which is one of the predominant states
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Fig. 9. Average transition matrices associated with three of the thirteen identified clusters. Darker colors
indicate higher transition probabilities. In each matrix, the predominant states are surrounded by orange
boxes. The rows of the matrices indicate the states at time t − 1, and the columns indicate the states at time t .
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in this cluster. State 8, which is another predominant state in cluster 2 during summer vacations
exhibits a high probability of staying in the same state. To summarize, most of the consumers
associated with this cluster change their consumption behavior at the onset of summer vacations
and then maintain that same behavior until the summer vacation ends.

Considering the more homogeneous cluster 8 (Figure 9 (b)), most of the transitions are towards
state 7, which is the only predominant state in this cluster. The meters associated with this cluster
tend not to change their consumption behavior over time, which acts as a confirmation that they
belong to a spatial zone with commercial activity.

In addition to graphical representations, using a quantitative metric that measures the variability
within clusters can also be helpful. For this purpose, we propose an entropy measure based on
Markovian dynamics. For each observation i belonging to a cluster д, the entropy is determined as
follows:

H (si ,д) = −
∑
t

∑
ℓ

∑
k

P
(д)
kℓ (eit ) log P

(д)
kℓ (eit ), (20)

where P (д)kℓ (eit ) indicates an input-dependent transition probability from state k to state ℓ for meter
i belonging to group д. To compute the entropy at the cluster level, the mean entropy over the
meters belonging to each cluster are computed as follows:

H (sд) =
1
nд

∑
i ∈д

H (si ,д), (21)

where nд is the number of meters in cluster д. As a result, the entropy measure is independent
of the cluster size. Higher entropy values for a cluster д correspond to higher variability in the
consumer consumption behaviors associated with that cluster.
The entropy distribution of the meters with respect to the clusters of Figure 5 (b) is shown in

Figure 10 through boxplots. In addition, the water consumption (in cubic meters) associated with
the identified clusters is superimposed over the boxplots and visualized with respect to the right
vertical axis. To facilitate the interpretation, we divide the entropy distribution values into the
following three regions: (i) low variability (entropy < 2), (ii) medium variability (2 ≤ entropy ≤ 5),
and (iii) high variability (entropy > 5).

Fig. 10. Entropy distribution of meters per clusters using boxplots and mean water consumption (in cubic
meters) superimposed using blue filled curves and plotted with respect to the right-hand y-axis
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Looking at the entropy distribution in Figure 10, clusters 1 and 2 are characterized by medium
variability in their consumption behaviors, and their water consumption is much than that of the
other clusters. This confirms the fact that residential housing accounts for a large amounts of water
consumption and their behaviors do not change much. In contrast, cluster 4, which encompasses
only a few meters, exhibits medium-to-high variability in consumption behavior and has the lowest
consumption volume. This follows the interpretation given previously when discussing Figure 8.
We can observe that a very low entropy distribution exists for the homogeneous clusters 5 and
8, which consist mainly of one state; however, cluster 8 includes a higher number of meters and,
consequently, a higher consumption volume.
Another interesting pattern that can be observed regarding the entropy is the relationship

between cluster size, water consumption volume per cluster, and the variability inside the clusters.
In most cases, high variability is associated with the clusters that include fewer meters, yet at the
same time, present a lower consumption volume. These clusters present irregular behaviors over
time and can be the subject of further analysis.

4.1.5 Analysis of the influence of the context variables. To conduct this analysis, we relied on the
estimated coefficients of themodel to providemore details concerning the influence of the exogenous
factors on consumption behaviors. To this end, we have extracted the estimated coefficients β
corresponding to climatic variables (i.e., temperature and precipitation) for the most significant
transitions of two different clusters (i.e., C2 and C9). First, let us recall that, within a cluster д, the
transition probability from a state ℓ to a state k is defined by

P(sit = k | sit−1 = ℓ,wi = д, eit ) = πдℓk (eit ; βдℓ) =
exp (β⊤дℓkeit )∑K

k ′=1 exp (β
⊤
дℓk ′eit )

.

The above mentioned coefficients for clusters 2 and 9 are shown respectively in the tables 1 and
2. In these tables, each value corresponds to the coefficient of the above logistic regression model,
for a climatic variable, given transitions from the states located in the rows to the states located in
the columns. The most significant values are highlighted in bold face in these tables. Cluster 2 is
dominated by the state 8 during the summer period and by state 1 during the remaining period
(see figure 5 (b)). Regarding cluster 9, it is constituted mainly by states 1, 5 and 8.

Looking at Table 1 (a), we can notice a high positive coefficient value for the transitions from state
1 to states 5 and 8. An increase in temperature therefore results in an increase of such transitions
(occurring mainly when entering the summer period). Looking at the Table 1 (b), regarding the
precipitation variable coefficients, we can notice a high positive value for the transition from
the state 8 to the state 1, following which an increase in rainfall may lead to an increase of such
transitions (occurring mainly when entering the autumn period). Additionally, we can notice
the high negative values for transitions from states 1 and 8 to state 2, according to which a low
precipitation rate may lead to an increase of such transitions.

Table 2 represents the transition coefficients of cluster 9 corresponding to the above-mentioned
climatic variables. Looking at the Table 2 (a), we can notice a high positive value for the transition
from the state 8 to itself and a high negative value for the transition from the state 5 to the state 1.
This would signify that high temperatures lead to an increasing number of transitions from state 8
to itself and low temperatures lead to an increasing number of transitions from state 5 to state 1.
Looking at Table 2 (b), we can notice a high positive coefficient value for the transition form state 8
to state 5. It means that a high precipitation rate leads to an increasing number of such transitions
for this cluster.
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Table 1. Estimated coefficients of the most significant transition probabilities of cluster 2 for temperature
and precipitation factors

test test test test (a) Temperature coefficients (b) Precipitation coefficients

st−1

st
1 2 5 8

1 0.17 0.19 0.30 0.28
8 -0.12 -0.06 -0.01 0.12

st−1

st
1 2 5 8

1 2.13 -3.63 0.68 0.41
8 3.90 -4.77 2.30 -1.37

Table 2. Estimated coefficients of the most significant transition probabilities of cluster 9 for temperature
and precipitation factors

test test test test (a) Temperature coefficients (b) Precipitation coefficients

st−1

st
1 5 8

1 -0.11 -0.03 -0.01
5 -0.17 -0.06 0.03
8 -0.03 0.08 0.14

st−1

st
1 5 8

1 0.46 1.75 0.44
5 1.61 2.42 -1.49
8 0.46 3.89 -0.69

4.2 Forecasting
Using the mixture parameters and the input-dependent Markov model transition matrices estimated
during the learning process, future consumption behaviors can be predicted within each cluster.
As mentioned earlier, we used the first 7 months of data from 2016 to test the performance of the
proposed method. Here, we provide the details of the experimental setup used to evaluate the
performance of the proposed method in terms of the prediction error.

4.2.1 Evaluatedmethods. The performance of the proposedmethod in terms of forecasting accuracy
is evaluated with respect to four other methods:

• The homogeneous Markov model (MM) is a time-independent model and assumes that a
single transition matrix summarizes the evolution of consumption behavior dynamics for all
the categorical sequences;
• The mixture of homogeneous Markov models (MixMM) fits a homogeneous Markov model
within each cluster to model the dynamics of the consumption behaviors;
• The joint nonhomogeneous Markov model (JNMM), unlike the MM, considers the temporal
regularity of states;
• The K-means+JNMM is a combination of the k-means algorithm and the nonhomogeneous
Markov model. The initial time series (with an hourly frequency) are clustered in the first
step by the k-means algorithm; then, the categorical series within each cluster are predicted
using the nonhomogeneous Markov model.

4.2.2 Evaluation criteria. To compare the forecasting results, we compute different criteria for
each configuration as follows:
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• The adjusted Rand index (ARI) [19] is a measure of agreement between two clustering results
and is a multi-class criterion;
• Accuracy is the percentage of correctly predicted daily consumption behaviors;
• Precision is defined for each category by the rate of correctly predicted instances among the
instances affected by this category;
• Recall is defined for each category by the rate of correctly predicted instances among the
instances of that category;
• the F-measure represents the harmonic mean of precision and recall.

4.2.3 Comparisons. Table 3 summarizes the comparison results between the aforementioned
methods when using different combinations of input variables. Note that no input variable exists
for the methods based on the homogeneous Markov model (i.e., MM and MixMM) because it is
inherently time-invariant. The evaluation results obtained by each criterion appear as bars inside
each associated table cell. All the evaluated criteria can take values within [0, 1], where 1 indicates
the best performance. The bar lengths are designed to be proportional to the values of the metrics
and to facilitate the interpretation of the results. The best performances are highlighted with red
bars.

Table 3. Comparison of the models in terms of the supervised metrics during the 26 test weeks: MM: homo-
geneous Markov model, MixMM: mixture of homogeneous Markov models, JNMM: joint nonhomogeneous
Markov model, k-means+JNMM: joint nonhomogeneous Markov model within the clusters identified by the
k-means algorithm, MixJNMM: mixture of nonhomogeneous Markov models, Y: meter water consumption, T:
temperature, P: precipitation, C: calendar information

Models Inputs (eit ) ARI Accuracy Recall Precision F-
Measure

MM 0.36 0.65 0.67 0.67 0.67
MixMM 0.37 0.65 0.68 0.68 0.68

JNMM

(Tt−1, Pt−1) 0.57 0.66 0.67 0.67 0.67
(Yt−1) 0.59 0.71 0.72 0.73 0.72
(Yt−1,Tt−1, Pt−1) 0.62 0.71 0.72 0.73 0.73
(Yt−1,C) 0.61 0.73 0.72 0.72 0.72
(Yt−1,C,Tt−1, Pt−1) 0.63 0.74 0.73 0.74 0.73
(Tt−1, Pt−1) 0.58 0.69 0.67 0.69 0.68

K-means (Yt−1) 0.61 0.74 0.74 0.72 0.73
+ (Yt−1,Tt−1, Pt−1) 0.63 0.75 0.75 0.76 0.75
JNMM (Yt−1,C) 0.62 0.74 0.75 0.74 0.74

(Yt−1,C,Tt−1, Pt−1) 0.65 0.76 0.76 0.75 0.76

MixJNMM

(Tt−1, Pt−1) 0.59 0.71 0.73 0.71 0.72
(Yt−1) 0.64 0.79 0.77 0.78 0.77
(Yt−1,Tt−1, Pt−1) 0.67 0.80 0.81 0.79 0.80
(Yt−1,C) 0.64 0.79 0.78 0.76 0.77
(Yt−1,C,Tt−1, Pt−1) 0.70 0.82 0.81 0.80 0.80

By looking at this table, we can see that the methods depending on the homogeneous Markov
chains (MM and MixMM) achieve low forecasting precision levels. In contrast, the models that take
exogenous factors as input (JNMM, K-means+JNMM and MixJNMM) obtain their best results when
the input vector e includes all the available covariates (temperature, precipitation, calendar events
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Fig. 11. Prediction error with respect to the clusters using the proposed MixJNMM and the following inputs:
temperature, precipitation and calendar events

and consumption level). Figure 8 illustrated how calendar events can affect consumer consumption
behavior over time.

The proposed MixJNMM method obtains the best prediction results. The proposed method may
give better results due to the presence of heterogeneous latent structure among the different categor-
ical time series. The mixture property of the proposed method allows for the proper identification
of this structure. Its Markovian property provides us with the ability to capture the joint dynamics
(state-state and state-input) of the consumption behaviors.

Figure 11 provides greater detail concerning the forecasting results when using the proposed
method. In this figure, the prediction errors are measured for each identified cluster and are
expressed as percentages. We can see that the prediction error changes significantly between
clusters. For the clusters that exhibit homogeneous consumption behaviors over time (i.e., clusters
5 and 8), the prediction error remains very low. In contrast, as the consumption behavior variability
increases inside the clusters, the prediction error also increases.

5 DISCUSSION AND CONCLUSION
In this paper, we propose a novel methodology based on a mixture of Markov models for analyzing
consumer behavior. Using the methodology proposed in this study, categorical time series rep-
resenting sequences of consumption behaviors were classified into homogeneous groups while
considering the joint Markovian dynamics. Subsequently, we predicted the future consumption
behaviors of each identified cluster using a set of input variables and cluster-specific estimated
parameters. The numerical and graphical evaluations on a real-world dataset demonstrated the
effectiveness of the proposed methodology for clustering and forecasting of water consumption
time series. In this article, we have analyzed weekly consumption behaviors, however, the proposed
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method could potentially be extended to treat daily behaviors and can also be applied to other
application domains involving categorical time series.
The proposed method allows clustering of water consumers and forecasting of their future

consumption habits. This method can help water utilities in different ways to better manage the
water network. By clustering the consumers in different groups, inside which they share similar
consumption habits, it can accelerate the decision making process and forecasting the future
consumption habits could be necessary in some critical conditions such as a drought period for
better distribution of this valuable resource. It provides also water utilities with the ability of
targeting a group of consumers based on their consumption behavior dynamics.
As an insight for future works, in order to improve the forecasting accuracy of the proposed

method, the transition dynamics can be learned on a set of homogeneous segments in each cluster.
It requires the model modification, following which, each segment should be composed of adjacent
time instants in order to respect the time dependence constraint of the proposed method. Addi-
tionally, spatial localization of smart meters may be used in future works to expand the analysis of
consumption behaviors and to assign spatial implications to clusters. The proposed method may
also be adapted to detect consumption behavior changes and conduct change analyses.”
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