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Abstract

Purpose – To synthesize equivalent circuit obtained from reduced order model of large scale inductive PEEC circuits.

Design/methodology/approach –This paper describes an original approach for reducing and synthesizing large parasitic
RLM electrical circuits coming from inductive Partial Element Equivalent Circuit (PEEC) models. The proposed technique
enables the re-use of the reduced order model in the time domain circuit simulation context.

Findings – The paper shows how to use a synthesis method to realize an equivalent circuit issued from compressed PEEC

circuits.

Originality/value – The coupling between methods PEEC and a compressed method as Fast Multipole Method (FMM) in

order to reduce time and space consuming are well-known. The innovation here is to realize a smaller circuit equivalent with

the original large scale PEEC circuits to use in temporal simulation tools. Moreover, this synthesis method reduces time and

memories for modelling industrial application while maintaining high accuracy.

Keywords Interconnect circuit, model order reduction, equivalent circuit synthesis method, PEEC method, FMM method,
SPRIM, IOPOR.

Paper type Research paper

1. Introduction

PARTIAL ELEMENT EQUIVALENT CIRCUIT (PEEC) approach (Ruehli, 1974) is known to be very suitable
for  the  modelling  of  power  electronic  devices  with  complex  set  of  conductors.  Using  the  PEEC  method,  the
electromagnetic  behaviour  of  arbitrarily  3D  conducting  devices  can  be  represented  by  equivalent  circuits
combining resistors, partial/mutual inductances (computed numerically thanks to an integral formulation). As the
problem  is  transferred  from  the  electromagnetic  domain  to  the  circuit  domain  (Wollenberg et al.,  2011),  any
conventional SPICE-like circuit solvers can be employed to analyze the equivalent circuit and other electrical
components such as current and/or voltage sources, resistor, capacitor and inductance could be easily included to
the PEEC model. In many applications within power electronics, the magnetic field is a dominating factor over
the electric field due to the high current in the systems, therefore internal capacitive effects could be neglected
and the method is restricted to its inductive formulation.

However, in high complex industrial applications, the increment of number of conductor elements (directly

proportional with the complexity of the devices) causes an explosion in memory by the number of terms in the

full PEEC matrix. In addition, the equivalent circuit is very large and each mutual inductances issue of PEEC

model  is  coupled  with  other  (fully  dense  matrices) so it’s rapidly impossible to simulate a power electronic

device  in  a  temporal  simulation  tool  (like  PSpice,  Saber…)  with  an  electrical  scheme  derived  from  PEEC

approach because of a high number of elementary electrical circuit elements.

In  order  to  solve  the  problem  of  fully  dense  matrix  (saving  memory  and  computation  time),  we  treat  the

interactions between far-away basis functions by the Fast Multipole Method (FMM) (Ardon et al., 2010; Zhang
et al., 2014). The corresponding matrix elements do not need to be explicitly stored, resulting in a significant
reduction of memory requirements. In consequence, by using the FMM, the resulted model is available only in
the frequency domain and the link with a conventional circuit representation as the traditional PEEC method is
lost. To be included in time domain simulation of circuit-solvers, this model needs to be replaced by a reduced-
order model, which is much smaller but would produce a very good approximation of input-output behaviour of
the original device.

This problem can be solved in two steps. The first is to reduce the size of PEEC frequency model by using an

appropriate model order reduction method. We then obtained a simpler and lighter frequency model to handle. In

the  second  step,  the  reduced  model  is  synthesized  into  an  equivalent  circuit  as  a  netlist  representation  (RLC

elements), which can be integrated in a SPICE-like circuit-solver. The pure RLC model is then simple enough to

ensure  the  convergence  of  the  resolution  and  accurate  enough  to  return  acceptable  results.  In  this  paper,  we

investigate the second step: the circuit realization method from the reduction of frequency model.

In the first step, the use of  matrix compression algorithm like Fast  Multipole Method (FMM) leads to the

restriction on algebraic operation: only product matrix/vector is allowed. Due to this context, only Model Order

Reduction (MOR) method based on projection approach is suitable. These popular methods of this kind such as

Passive Reduced-order Interconnect Macro-modeling Algorithm (PRIMA) (Odabasioglu et al., 1997), Structure-
preserving Reduced-order Interconnect Macro-modeling (SPRIM) (Freund, 2004) are well known to generate a
good Reduced-order Model (ROM) while the stability of the reduced system is preserved. However, the ROM
obtained by these two approaches are in the state space form which is not compatible to import into a temporal
simulation tools because lots of temporal simulation tools accept only a netlist representation (RLC elements) as
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input. To overcome this issue, the authors (Yang et al, 2008) proposed an embeddable Input-Output structure 

Preserving Order Reduction (IOPOR) technique to further preserve the structures of input and output incidence 

matrices. This technique is the combination of block structure preserving MOR methods and IOPOR techniques 

(SPRIM/IOPOR) which guarantee pure RLC equivalent circuits can be synthesized. The authors also presented 

an RLC equivalent circuit synthesis method RLCSYN (RLC SYN-thesis). However, the RLCSYN approach 

(Ionutiu et al, 2009; Kaufmann, 2010) cannot synthesize the mutual inductances issued from the inductive PEEC 

approach. 

Considering these difficulties, this paper presents an original approach to synthesis the electric circuits issued 

roman appropriate MOR projection method (SPRIM/IOPOR). The final reduced circuit will be presented as a 

netlist of RLC elements. This article is composed of three parts: 

• in the first part, a summary of the classical PRIMA method is presented, following by a variant of the 

SPRIM/IOPOR method; 

• in the second part, an original circuit synthesis method is proposed to obtain a reduced electrical circuit 

outcome from the SPRIM/IOPOR method in the first part; 

• finally in the last part, an example of EMC filter modelling is presented to validate our methodology. 

2. Background 

2.1. PEEC RLMC circuit equations 

Considering a RLMC circuit that is only excited by current sources. The incidence matrix of nodes / branches A, 

the branch currents vector Bi and nodal voltages vector vN can be written as follows: 

   TT

ILCRNILCRBILCR  ;; ]    [ vvvvviiiiiAAAAA   (1) 

where the subscripts R, C, L and I are associated with the branches containing resistors, the external capacitors, 

partial inductors (calculated by the PEEC integral method (Clavel et al, 2002)), the external inductances and the 

external current sources. The branch constitutive relations of circuit elements provide: 
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where Is is the vector of current sources, REXT and CEXT are diagonal matrices and LEXT is the inductance matrix 

from the external circuit. In the case of the full inductive coupling PEEC matrix LPEEC and diagonal resistance 

matrix RPEEC, we have the equation restricted to the PEEC elements: 

lPEECPEEClPEECPEEClPEEC iLiRv
dt

d
  (3) 

The modified nodal analysis (MNA) (Chung-Wen et al, 1975) has been widely used for formulating circuit 

equations for the PEEC Method (Ekman et al, 2004; Freund, 2004). The descriptor system is presented in the 

form: 

 
   

   











tt

tt
dt

td

xBy

uBxG
x

E

T

 (4) 

where 

 ; 

00

0

 ; 
0

0
 

0

0
0

0

2L

L1

PEEC

L

LR

1

EXTR

2

1

EXT

PEEC

CEXTC




















































































GA

AG
R

A

AARA

G

E

E

L

L

ACA

E

TT

T

T

 (5a) 

;-  ;    ; 
0

I

L

NI
iu

i

v
x

A
B 

















  (5b) 

By applying the Laplace transform from a function of a positive real variable t (time) to a function of a 

complex variable s (frequency) for (4), the impedance matrix )(sZ or transfer function of the descriptor system 

is calculated: 
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1

)( ss T  (6) 

The purpose of model order reduction method is to find a reduced model having the same form as the 

original one in (4) which can be written by the descriptor form in (7a) or in the Laplace transform in (7b): 
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The most important property of MOR approach is the impedance matrix of new reduced model must be 

approximate the original one. In the next section, we present our MOR method. From this section, the descriptor 

system is always written in the Laplace transform. 

2.2. PEEC RLMC circuit equations 

With an expansion point s0, we can rewrite equation (6) as follows:  
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and 
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In the conventional PRIMA method (Odabasioglu et al., 1997), only one expansion point (s = 0) is used to 

construct the Krylov subspace (by the block Arnoldi algorithm). This approach is equivalent to a Taylor series 

expansion of the last equation (8) at s0 = 0. 

In our approach, several expansion points are selected for the construction of Krylov subspace. The 

multipoint approximants are usually more expensive to construct than single point interpolation as PRIMA, but 

they tend to have better quality models for given effort (Wolf et al., 2011). Multi-point based approaches (Feng 

et al., 2012; Villena et al., 2009; Silveira et al., 2006; Ferranti et al., 2011; Rasekh et al., 2012) have recently 

gathered renewed attention due to their robustness, reliability.  

Combination of several subspaces for each expansion point sj gives us the new Krylov subspace mU : 
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The Krylov subspace therefore consists of a first portion corresponding to the first point of expansion and a 

second portion corresponding to the second point and so on. Let’s notice that the vectors constituting this 

subspace are orthogonal with each other so the blocks representing different points of expansion are orthogonal.  

The main computational cost of this method is computing matrix-vector product ( xD  in the following) in 

the block Arnoldi process to obtain Um. 

With the expansion point s = 0, xD  is the product made by solving a linear system: 

xEvGvxEGxD  1
 (11) 

The matrix G is a sparse matrix (which incorporates mainly the resistance); we use a sparse direct LU solver 

with AMD algorithm (Davis, 2006) to reorganize matrix for conserving a sparse LU decomposition which 

enhance then overall performance. In the case of circuits obtained with PEEC, the matrix E (especially LPEEC) is 

compressed by an algorithm of type FMM (Ardon et al., 2010; Nguyen et al., 2012) so the matrix-vector product 

xE  is greatly accelerated from O(N
2
) to O(NlogN) by FMM (N is the size of matrix D).  

With the expansion point s ≠ 0, we have a new linear system: 

    xEvEGvxEEGxD 


0

1
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Note that ( EG  0s ) is compressed by FMM, so that the system (12) is no more sparse. To solve (12), we 

need a solver compatible with FMM. In this case, iterative solver like GMRES is chosen by its efficiency.  

After the construction of Krylov subspace, the reduced matrices obtained with the congruent transformation 

of PRIMA are then: 
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The transfer function )(R sZ is then reduced: 
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All the important properties of the PRIMA method like the preservation of passivity and the preservation of 

moments are conserved. 

If the basis matrix can be partitioned as Um= [U1U2]
T
 where the number of row of U1, U2 correspond 

respectively to E1, E2 (cf. 5a) then the new reduced unknown is now z(s) where: 
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Then we can rewrite new reduced circuit equations in frequency domain (Laplace transform): 
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The reduced model in (7b) is then achieved in (16). However, in (15) the unknown z(s) is the sum of voltage 

and current and it cannot be expressed as a basic element circuit. Therefore, the realization of this equation to a 

circuit is impossible. In addition, the reduced incidence matrix B̂ loses the property of original incidence matrix 

because in (13) it has some values different than -1, 0, 1. The reduced model issued from the PRIMA method is 

impossible to be synthesized as equivalent circuits.  

In the next section, we present the SPRIM/IOPOR model reduction method to preserve some block structure 

and input/output behaviour which facility the synthesis of reduced system. 

2.3. SPRIM/IOPOR for PEEC circuits 

In this section, we developed a method based on SPRIM/IOPOR approaches (Freund, 2004; Yang et al, 2008). 

The algorithm enables the preservation of block nature (state variables natures) and input/output incidence 

matrices to guarantee the pure RLC equivalent circuits can be synthesized.  

The block structure-preserving technique SPRIM (Freund, 2004) employs the basis matrix Um= [U1U2]
T
 of 

size N × m created by well-known block Arnoldi algorithm from PRIMA method in section 2.2 (N is the size of 

original matrix D). This matrix is constructed from Krylov subspace vectors spanned by the first q block 

moments of the state variables in (10) for each expansion point. Instead of using Um as the projection matrix, a 

larger orthonormal matrix 
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 is employed to project the original system (4) to new reduced model as: 
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Now the reduced unknowns preserved their original natures (voltages or currents): 
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However, the structure of input and output (I/O) is still not preserved because in the equation (18) the new 

reduced incidence matrix can have some elements differ from -1, 0, 1. 

In order to preserve the I/O structure of original system in its reduced-order model, we need to modify the 

matrix U1 by IOPOR method (Yang et al, 2008). 

For a o-input and p-output reduced RLMC interconnect network with NS current sources, NES number of 

input-output, we have NN node voltages and NL currents through the inductors (see (19)), the total number of 

unknown is NN+NL=N. The incidence matrix AI can be described as 
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We then modify U1 as follow: 
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We have the matrices of new reduced system 
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The advantage of the SPRIM method is conserved because the nature of reduce state variables are 

conserved: 
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Also, we have circuit equations in frequency domain: 
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By eliminating the auxiliary variables li
~

, a second-order formulation of the system (26) is given by: 

     

   














 



ss

ssss

n

T

n

T

vBy

uBvALRAGC

~~

~~~~~~~~ 1

 (27) 

In equation (27), the block of capacitor and resistance are well separated but not the case of RL elements 

which is under inversion operation. In order to synthesize equation (27) into a circuit, we need to separate RL 

elements by these transformations below. 

Let’s notice that the matrix L
~

is symmetric positive definite so we can use Cholesky factorization as: 
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~
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so we have: 
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With eigen-decomposition to eigenvalues and eigenvectors, we have: 
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where Zdiag is diagonal matrix of eigenvalues and a full matrix V (V.V
T 

= Id) whose columns are the 

corresponding eigenvectors. So we have: 
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From (29) to (31), we have: 
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Finally, we can rewrite (27) in the new form: 
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The equation (33) eliminates all mutual inductances and all the block with nature of RLC are appeared. It is 

then possible to synthesize to a new circuit equivalent from (33). In the next section, we will present this 

synthesis method. 

3. Equivalent circuit synthesis method 



3.1. Foster synthesis for SISO 

This section describes the Foster synthesis method, which was developed in the 1930s by Foster and Cauer 

(Guillemin, 1959) and involves realization based on the system’s transfer function. Let’s note that there are two 

basic approaches to solve the circuit: nodal analysis (using Kirchhoff's current law (KCL)) or mesh analysis 

approach (Kirchhoff's voltage law (KVL)). The equation (33) represented nodal method with the admittance 

matrix Y inside the brackets on the left of equation. The value Yij(s) of the ith row and the jth column of the 

admittance matrix Y is: 

  
 




m

k kk

jkik

ijijij
zs

xx
gcssY

1

~~  (34) 

The Foster realization (Guillemin, 1959) converts each term in (34) into the corresponding circuit block with 

R, L, C components, and connects these blocks in the final nestlist which is shown in Figure 1 
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Figure 1. Foster realization for SISO network 

The original method is used for two terminal circuit synthesis or single-input-single-output (SISO) system. 

However, in your case, we need to adapt this method for a more complicated case: the multi-input-multi-output 

(MIMO) network. 

3.2. RLMC circuit synthesis (RLMCSYN) for MIMO 

Normally, from the topology of the circuit, we can construct the nodal admittance matrix (Ling, 1987). In the 

case of circuit synthesis, we do the inverse construction; it means that we want to know the circuit topology from 

the nodal admittance matrix Y. These Kirchhoff's laws (KCL and KVL) give us that the sum of currents entering 

a node in the circuit is zero, and the sum of voltages around a closed loop starting and ending at a node is also 

zero and thereby determine the elements of the admittance matrix. The Y matrix diagonal elements Y11, 

Y22…YNN are called the self-admittances at the nodes, and each equals the sum of all the admittances terminating 

on the node identified by the repeated subscripts. The other admittances are the mutual admittances of the nodes, 

and each equals the negative of the sum of all admittances connected directly between the nodes identified by the 

double subscripts (Ling, 1987). The admittance matrix Y is typically a symmetric matrix as Yij = Yji. 

Based on the construction of nodal admittance matrix in the formula (Ling, 1987): 
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We can realize to a RLC circuit shown in Figure 2 from the nodal admittance matrix Y in (33).We already 

had the value of nodal admittance and we need to calculate the corresponding branch elements. Starting at node i 

and node j (i≠ j), the elements connected between two nodes give us the value Yij and Foster realization can be 

applied to form the netlist containing capacitor, resistor and PEEC element in parallel. As in (35), the elements 

connected from node i to the ground (reference potential) is the sum of the nodes connected to the node i and the 

equivalent circuit is illustrated in Figure 2. When we compute the nodal admittance matrix in Figure 2 by using 

the formula (35), we will obtain the matrix Y as in (33), the realization is then correct. 

We realize that there are so many parallel branches RL in the synthesized circuit (m branches between each 

node which presents the mutual effect). In order to reduce this number, the “vector fitting” method (Gustavsen, 

et al., 1999; Schilders et al., 2008) is applied. This method has been proved to be efficient for multiport circuits 

with thousand branches (Deschrijver et al., 2008). The second order reductions (vector fitting method) 

approximate the equation (34) by least square approximation: 
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In the equation (36) we have P<<m that means after the realization the number of parallel branches RL is 

then reduced. In the scope of this research, only basic vector fitting is used to reduce the number of circuit 

elements. This method cannot give a network with all positive R & L parameters. In future research, a modified 

version should be implemented (Deschrijver et al., 2007; Tommasi et al., 2011; De Magistris et al., 2011) to 

ensure physical reliability and also accuracy.  
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Figure 2. PEEC realization for MIMO network 

4. Numerical results 

In order to validate our method, we compared the frequency response of an EMC filter modelled in the InCa3D 

software based on PEEC method (Clavel et al., 2002) with the result generated by our synthesis method. 

 

 

 

Figure 3. EMC filter modelled in InCa3D (left above), synthesized circuit exported to SPICE (right above), and the 

comparison of two results (below) 

The original equivalent circuit of EMC filter created by PEEC method has 711 nodes 5 capacitors, 4767 

resistors, 4765 inductances and 4762*4762 mutual inductances (Figure 3). We take the frequency response 

calculated by classical PEEC in this software as reference. The frequency range of interest is from 1Hz to 

100MHz. 

By the implementation of the compression algorithm FMM method, up to 85% of PEEC matrix is 

compressed. In comparison with InCa3D as reference, the maximal error relative of frequency response is 1.3%. 



Experience from the author of SPRIM method (Freund, 2004) showed that for a multiport PEEC circuit, 

SPRIM approach give a better approximation than PRIMA method due to the choice of real expansion point 

different than zero. However, the choice of expansion points or size of Krylov subspace is an open problem. This 

area of research has barely been touched upon and the problems above still remain open.  

The author (Grimme, 1997) suggested that the poles of the models (peak point in frequency response), fmin 

and fmax could have large error, so we have choiced two expansion points in the middle of these points in this 

case to reduce the error in the reduced model. We generated a model order reduction by multipoint expansion 

SPRIM/IOPOR method at two real expansion points s0=2π×10
5
, s1=2π×8×10

7
 and 7 matching moments for each 

point. The optimal choice of expansion point or the number of moment matching (q) is an open problem 

(Silveira et al., 2006; Villena et al., 2009) and need to be considered in further research of MOR framework. 

Let’s notice that the size of reduced system impact directly to the number of nodes and elements of synthesis 

circuit. In this case, this choice gives us an acceptable result and small reduced model. 

With our choice of q = 7, after the first run of our new RLMCSYN synthesis method (without the second 

reduction of RL elements by vector fitting method in section 2), we obtain a circuit of 18 nodes and 4590 

inductance branches without any mutual inductance. The synthesis circuit is imported in PSPICE software via a 

netlist representation (Figure 3). We compared the frequency response obtained in PSPICE with our reference; 

the maximal relative error is less than 13%. 

Because of the nature of inductive PEEC methods, we have a lot of inductance elements in synthesized 

circuit. In order to reduce these elements, the vector fitting in section 3.2 is used. The error of vector fitting 

method depends on the number of branch RL as in the Table I and Figure 4. 

In Figure 4, the more number of RL branch is kept, the more accurate result we have. In low frequency the 

inductive effects is negligible while in high frequency, the behaviour of synthesis circuit depends on the number 

of RL elements. Consequently, the simple circuit with 2 RL branch is good enough in low frequency but has 

large error in high frequency. 

Table I. Reduction by vector fitting method  
 

No of branch RL 2 4 6 7 

No of inductance elements 612 1224 1836 2142 

 

 

Figure 4. Relative error of vector fitting method 

The constraint between number of elements in synthesized circuit and precision makes us choosing the 

number of branch RL is 6 which makes the result circuit having 18 nodes and 1836 RL elements (less than 5% 

relative error). 

5. Conclusion 

In this paper, a framework for realizing reduced mathematical models obtained by Krylov subspace based MOR 

methods into RLC netlists was proposed in compression matrix context. SPRIM method is used to generate 

reciprocal macro-models of multiport RLMC circuit and IOPOR technique preserve the input and output 

structures in the reduced-order systems. A novel RLMC circuit synthesis method (RLMCSYN) is then proposed 

http://www.emeraldinsight.com/action/showImage?doi=10.1108/COMPEL-11-2015-0425&iName=master.img-019.jpg&w=328&h=198


to generate a pure RLC equivalent circuit, passivity preserving, accurate modelling of the original interconnect 

circuit. In order to reduce the number of RLC elements, the vector fitting is used as a second reduction. 

By using a matrix compression algorithm with our synthesis technique, the large, complex problem can be 

treated in time-domain simulation in any universal temporal simulation tools. 

Let’s notice that the choice of good MOR method impact strongly in the final synthesis netlist size. Future 

research will investigate on the direct use of ROM state space equation in comparison with our approach. 
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