N

N

Control issues and linear projection constraints on the
control and on the controlled trajectory

Sylvain Ervedoza

» To cite this version:

Sylvain Ervedoza. Control issues and linear projection constraints on the control and on the controlled
trajectory. North-Western European Journal of Mathematics, 2020. hal-02276220v2

HAL Id: hal-02276220
https://hal.science/hal-02276220v2
Submitted on 4 Dec 2020

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://hal.science/hal-02276220v2
https://hal.archives-ouvertes.fr

Control issues and linear projection constraints on the control
and on the controlled trajectory*

Sylvain Ervedozal

December 4, 2020

Abstract

The goal of this article is to discuss controllability properties for an abstract linear system of the
form y' = Ay + Bu under some additional linear projection constraints on the control v or / and on
the controlled trajectory y. In particular, we discuss the possibility of imposing the linear projections
of the controlled trajectory and of the control, in the context of approximate controllability, exact
controllability and null-controllability. As it turns out, in all these settings, for being able to impose
linear projection constraints on the control or/and the controlled trajectory, we will strongly rely
on a unique continuation property for the adjoint system which, to our knowledge, has not been
identified so far, and which does not seem classical. We shall therefore provide several instances in
which this unique continuation property can be checked.

1 Introduction
The goal of this article is to study controllability issues for an abstract system of the form
y' = Ay + Bu, forte (0,7), y(0) = yo. (1.1)
Let us make precise the functional setting we shall consider in the following:
(H1) A is assumed to generate a Cy semigroup on a Hilbert space H,
(H2) B is the control operator, assumed to belong to £ (U; H), where U is a Hilbert space.

The function y = y(¢) is then the state function, yo is the initial datum, and wu is the control function,
assumed to belong to L2(0,7T;U).

Note that, within these assumptions, if yo € H and u € L?(0,7T;U), the solution y of (1.1) belongs
to €9([0,T]; H).

In this article, we wish to understand the requirements needed to be able to control the state y solving
(1.1) and to impose the linear projections on y and / or on v and / or y(7T) in some vector spaces. In
particular, we shall consider the following setting:

(H3) ¢ is a closed vector space of L?(0,T;U), and Pg is the orthogonal projection on ¢ in L2(0,T;U).
(H4) # is a closed vector space of L2(0,T; H), and Py is the orthogonal projection on % in L*(0,T; H).
(H5) E is a finite dimensional space of H, and Pg is the orthogonal projection on F in H.

We shall then discuss the following properties.
Approximate controllability and linear projection constraints: For yo € H and y; € H, ¢ > 0,
g« €9, w, € W, can we find control functions u € L?(0,7T;U) such that

Pyu = g. (1.2)
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and the solution y of (1.1) satisfies

ly(T) =l g <e, (1.3)
and
and

Ppy(T) =Ppy; 7 (1.5)

Exact controllability and linear projection constraints: For yo € H and y; € H, ¢g. € ¢4 and
ws € #, can we find control functions u € L?(0,T; U) such that (1.2) holds, and the solution y of (1.1)
satisfies

y(T) =y, (1.6)

and (1.4)?
Null controllability and linear projection constraints: For yo € H, g, € 4 and w, € #', can we
find control functions u € L?(0,T;U) such that (1.2) holds, and the solution y of (1.1) satisfies

y(T) =0, (17)

and (1.4)7

Of course, the above problems correspond to reinforcements of the classical notions of approximate
controllability, exact controllability and null controllability, for which we refer to the textbook [27]. To
be more precise, the only originality in the above notions lies in the conditions (1.2) and (1.4) on the
respective projections of w on 4 and y on #'. This question appeared to be of interest in some control
problems, for instance in order to ensure insensibility with respect to some parameters, see e.g. the book
[18]. We will come back to these questions later on an example inspired by previous works [22, 20, 21, 11].
In fact, our interest in this question was triggered by our work [5], in which at some part of the proof,
we needed to derive controls satisfying appropriate projection constraints (there, we managed to build
such controls by using some null-controllability results and the structure of the constraints we wanted to
impose), and by the recent work [19] on insensibility with respect to variations of the domain.

Let us start with the problem of approximate controllability and linear projection constraints.

Theorem 1.1 (Approximate controllability with linear projection constraint). Let the hypotheses (H1)-
(H5) be satisfied, and let T > 0.

Assume the following unique continuation property: If, for some zp € H, for some g € 4 and w € W,
the solution z of

2+ A z=w, forte(0,T), withz(T)=zr, (1.8)
satisfies
B'z=g in(0,7T), (1.9)
then
zr =0, g=0, and w=0. (1.10)

Assume moreover that the vector space W is of finite dimension.

Then for any yo and yy in H, e >0, g. €Y, and w. € W , there exists a control function u € L*(0,T;U)
such that (1.2) holds, the solution y of (1.1) satisfies (1.3), and the conditions (1.4) and (1.5).

In other words, one can solve the approximate controllability problem and exactly satisfy the linear pro-
jection constraints (1.2) on u, (1.4) on y, and the constraint (1.5) on y(T).

Theorem 1.1 is proved in Section 2.

Before going further, several remarks are in order.

First, let us recall that it is well-known (see e.g. [27, Theorem 11.2.1]) that approximate controllability
(that is, the problem of, for any ¢ > 0, yo and y; in H, finding a control function u € L?(0,7T;U) such
that the solution y of (1.1) satisfies (1.3)) is equivalent to the following unique continuation property:

2+ A*2 =0, for t € (0,7,

0 . : Z(T) = 2T, _
If ze€ €°([0,T); H) satisfies B2 =0, for t € (0,T), then zr=0. (1.11)
with zp € H



In this sense, the unique continuation property assumed in Theorem 1.1, namely

2+ Az =w, for t € (0,7),

If 2 satisfi 2(T) = zr, th ZT*ZOO, (Ue)
2z satisfies B*z=g, for t € (0,7), o fu: (;

with (zp,g,w) € H XY x W

is a stronger version of the standard unique continuation property (1.11) for the adjoint equation (1.8).

It is therefore quite natural to ask if the unique continuation property (UC) assumed in Theorem 1.1
is sharp or not. We claim that this is indeed the sharp condition. Indeed, if there exists some non-
zero (zr,g,w) € H x 4 x # such that (1.8) and (1.9) holds, then one easily checks that, for any
u € L%(0,T;U), the solution y of (1.1) necessarily satisfies:

0= (y(T), 22} 11 — (yor 2(0)) 11 — / ((t), w(t)) s dt — / (ult), () dt.

In particular, if one wishes to impose Py y = w, Pyu = g for a solution y of (1.1) starting from yo = 0,
we deduce that necessarily,

2
(D) + 22l Nezllyr = ezl + lwlieo.rm + 191220 70

Since the above right hand-side is strictly positive by assumption, this implies that there exists a neigh-
borhood of —z7 such that the trajectories y of (1.1) starting from yo = 0 cannot reach this neighborhood
and satisfy the constraints Py = w and Pyu = g.

It might be surprising at first that the unique continuation property (UC) in Theorem 1.1 does not
depend on the vector space E appearing in condition (1.5). In fact, it was already noticed in [28, 9] in
the case of 4 = {0} and # = {0}, that the usual unique continuation property is sufficient to solve the
approximate controllability problem with the constraint (1.5). This property strongly relies on the fact
that F is finite dimensional (recall that it is part of assumption (H5)).

The unique continuation property (UC) may not seem easy to check in practice. We will however
give several examples on which this can be checked out, one which is in fact the one in [22, 20, 21], and
another one which is inspired by the one in [5]. The interested reader can go directly to Section 5.

An interesting point is that our approach can in fact be developed as well for the other notions of
controllability stated in the introduction, namely the exact controllability problem with linear projection
constraints and the null-controllability problem with linear projection constraints.

Theorem 1.2 (Exact controllability with linear projection constraints). Let the hypotheses (H1)-(H/)
be satisfied, and let T > 0, and assume the unique continuation property (UC).

We further assume the following observability inequality: there exists a constant C > 0 such that for all
zr € H, the solution z of

2+ A*2=0, forte(0,7T), 2(T) = 27, (1.12)

satisfies
lzrlly < CIB 2l L2 0,70 - (1.13)

Assume moreover that the vector spaces G and W are of finite dimension.

Then for any yo and y1 in H, g. €4, and w. € W, there exists a control function u € L?(0,T;U) such
that (1.2) holds, the solution y of (1.1) satisfies (1.6) and the condition (1.4).

In other words, one can solve the exact controllability problem and exactly satisfy the constraints (1.2)
on u and (1.4) on y.

The proof of Theorem 1.2 is given in Section 3.

Note that Theorem 1.2 requires not only the unique continuation property (UC), but also the ob-
servability property (1.13) for solutions of (1.12). This is expected, as the usual exact controllability
property (that is, the problem of, for any yo and y; in H, finding a control function u € L2(0,T;U)
such that the solution y of (1.1) satisfies (1.6)) is equivalent to the observability property (1.13). Here,
since we would like to further impose some projections of u and y, we should further assume the unique
continuation property (UC), similarly as in Theorem 1.1. In fact, the proof of Theorem 1.2 given in



Section 3 mainly boils down to the proof of the following observability inequality (see Lemma 3.1 and
its proof in Section 3.2): there exists C' > 0 such that for all (27, g,w, f) € H x4 x # x L*(0,T; H),
the solution z of

4+ A2=f, forte(0,T), with 2(T)=zr (1.14)

satisfies
(27, g, w, f)l Exgxw xL20,1:0) < C (HB*Z + 9l 200y I+ w||L2(o,T;H)) - (1.15)

This is actually at this step that we strongly use the fact that the vector spaces 4 and # are of finite
dimension, which allows to deduce the observability inequality (1.15) for solutions of (1.14) from a
compactness argument based on the unique continuation property (UC) and the observability inequality
(1.13) for solutions of (1.12). In fact, if we consider vector spaces ¢ and # of possibly infinite dimension,
our proof of Theorem 1.2 yields the following result, whose detailed proof is left to the reader as it is a
verbatim copy of Section 3.1:

Corollary 1.3. Let the hypotheses (H1)-(HJ) be satisfied, and let T > 0, and assume the observability
inequality (1.15) for solutions of (1.14).

Then, for any yo and y1 in H, g. €9, and w. € W, there exists a control function u € L*(0,T;U) such
that (1.2) holds, the solution y of (1.1) satisfies (1.6) and the condition (1.4).

Similarly, when considering null-controllability with linear projection constraints, one should rely on
some kind of observability properties for solutions of (1.14):

Theorem 1.4 (Null controllability with linear projection constraints). Let the hypotheses (H1)—(H/) be
satisfied, and let T > 0.

We further assume the following observability inequality: there exists a constant C > 0 such that for all
(27,9,w, f) € Hx 9 x W x L*(0,T; H), the solution z of (1.14) satisfies

[(2(0), g, w, f)||H><§§><W><L2(O,T;H) <C (HB*Z Jr9HL2(0,T;U) +If + U’HL?(O,T;H)) : (1.16)

Then, for any yo in H, g« € 4, and w, € W, there exists a control function u € L?(0,T;U) such that
(1.2) holds, the solution y of (1.1) satisfies (1.7) and the condition (1.4).

In other words, one can solve the null controllability problem (1.7) and exactly satisfy the constraints
(1.2) on u and (1.4) on y.

The proof of Theorem 1.4 is given in Section 4.1, and is quite similar to the one of Corollary 1.3.

Let us point out that Theorem 1.4 relies on the observability property (1.16) for solutions of (1.14),
which is the counterpart of the observability property (1.15) for Theorem 1.2. Still, as in the case of
exact controllability, one could ask if the observability inequality (1.16) for solutions of (1.14) could be
derived from the observability inequality which is equivalent to null-controllability, namely the following
one: there exists a constant C' > 0 such that for all solutions z of (1.12) with zp € H,

[2(0)[| g < CHB*ZHN(O,T;U : (1.17)
)

It is not clear whether or not the observability inequality (1.16) for solutions of (1.14) can be derived
from the observability inequality (1.17) for solutions of (1.12) and the unique continuation property
(UC). In fact, using a compactness argument, we only managed to obtain the following result, proved
in Section 4.2:

Proposition 1.5. Let the hypotheses (H1)-(H/) be satisfied, and let T > 0, and assume that the vector
spaces 9 and W are of finite dimension._
We further assume that there exists T € (0,T] such that

z’irA*z:w, fort € (0,7),

. z5 =0,
if z satisfies AT) = 27, - then g=0, (1.18)
B*z =g, fort e (0,T), w=0

with (z5,9,w) € H X9 X W,



and such that there exists a constant C' such that any solution z of (1.12) with zp € H satisfies

Z(T)HH < CIB" 2l 2070 - (1.19)

Then the observability inequality (1.16) holds for all solutions z of (1.14) with (zr,g,w, f) € H X 4 x
W x L(0,T; H).

Remark 1.6. We emphasize that elements of ¢ and W are defined on the whole time interval (0,T), so
that the conclusion of (1.18) has to be understood as g =0 and w = 0 in the whole time interval (0,T).
Therefore, for condition (1.18) to be satisfied, the sets G and W should satisfy the following conditions:

Vg €Y, Yo =0 = 9g=0, and NYw e W, w7 =0 = w=0.

Roughly speaking, Proposition 1.5 reduces the proof of the observability inequality (1.16) to the
existence of an intermediate time T’ such that the unique continuation property (1.18) holds and the
observability inequality (1.19) holds for solutions of (1.12). Note that the unique continuation property
(1.18) is slightly stronger than (UC) since the time T is smaller than 7. Similarly, the observability
inequality (1.19) is slightly stronger than (1.17) since T > 0. Also note that, if the assumptions of
Proposition 1.5 holds for T = T, we are in fact in the setting of Theorem 1.2, so that one can solve
the exact controllability problem with linear projection constraints, and therefore the null-controllability
problem as well.

From the above discussions, it is clear that what plays a key role in our analysis is the unique
continuation property (UC). We shall thus provide some examples in which it can be checked, see
Section 5.

Let us finally mention that, in the cases 4 = {0} and # = {0}, the assumption (UC) in Theorem 1.1 is
a necessary and sufficient condition for the approximate controllability of (1.1); similarly, the observability
condition (1.13) for solutions of (1.12) in Theorem 1.2 is a necessary and sufficient condition for the exact
controllability of (1.1), and the observability condition (1.16) for solutions of (1.14) in Theorem 1.4 also
is a necessary and sufficient condition for the null controllability of (1.1). We refer, for instance, to the
textbook [27, Theorem 11.2.1] for the proof of these results.

Outline. Section 2 analyzing the approximate controllability problem (1.2)—(1.3)—(1.4)—(1.5) pro-
vides the proof of Theorem 1.1. Our result on exact controllability, namely Theorem 1.2, is proven in
Section 3. Theorem 1.4 and Proposition 1.5 discussing the null-controllability problem (1.2), (1.4) and
(1.7) are then proved in Section 4. In Section 5, we provide several PDE examples in which the crucial
unique continuation property (UC) can be checked. Finally, we give some further comments and open
problems in Section 6.

Acknowledgments. This work benefited from various discussions with colleagues. The author is
particularly indebted to Jean-Pierre Raymond for having pointed out the works [22, 20, 21], to Jérémi
Dardé, Pierre Lissy and Yannick Privat for their strong encouragements and comments, and the warmly
atmosphere of the Pau Toulouse workshop in shape optimization, in which a first version of this work
was presented.

2 Approximate controllability: Proof of Theorem 1.1

2.1 Main steps of the proof of Theorem 1.1

We assume (H1)-(H5), we take T' > 0 and assume the unique continuation property (UC). We then set
(yo,y1) € H*, e >0, g. €94 and w, € #'.
The proof of Theorem 1.1 relies on the introduction of the functional

Taer.gow ) =5 [ B0+ a1 de+ 5 [ 150 0O de+ 0.20)m — n. 20

" / (B*2(t), gu(B))u dt + / Gt wa ()i db+ e (T~ Pr)erlly, (21)



defined for
(zr,g,w, f) € HXx G x W x L*(0,T; H),
where z denotes the solution of (1.14).

Namely, we shall distinguish two main steps. The first step consists in showing that J,, is coercive,
and the second one in proving that the minimizer provides a solution to the control problem (1.2), (1.3),
(1.4) and (1.5). The corresponding statements are given by the following lemmas, whose respective
proofs are given in the section afterwards.

Lemma 2.1. The functional J,, is continuous, strictly convexr and coercive in H x 4 x # x L*(0,T; H).

Of course, based on Lemma 2.1, the functional J,, admits a unique minimizer (Zp, G, W, F) in
H x4 x W x L?(0,T; H), which enjoys some nice properties given in the lemma below.

Lemma 2.2. Let (Z7,G,W, F) denote the unique minimizer of Jop in Hx 9 x W x L*(0,T; H). Setting
7 the corresponding solution of

7+ A*Z=F, te(0,T) with Z(T)=Zr, (2.2)
the functions y and u defined by
y=F+W+w,, in (0,T), u=B*Z4+G+g., in (0,7), (2.3)
satisfy the equation (1.1), and the conditions (1.2), (1.3), (1.4) and (1.5).

We then easily deduce Theorem 1.1 from these two lemmas, whose proofs are done in Section 2.2 and
Section 2.3.

2.2 Proof of Lemma 2.1

As J,p is the sum of convex functions, it is obvious that J,, will be strictly convex if one of these functions
is strictly convex. We claim that the functional K defined by

T T
K (er,g,w,f) € Hx G x # x OIS H) o [ B0 + 90l dt+ [ 170)+ w@)l at
0 0

where z solves (1.14), is strictly convex. Indeed, according to the unique continuation property (UC), K
obviously defines a strictly positive quadratic form on H x ¢ x # x L2(0,T; H), so that this is strictly
convex, thus entailing the strict convexity of Jyp.

Now, to prove the coercivity of .J,p,, the difficulty is that K does not correspond in general to a
norm equivalent to H x & x # x L?(0,T; H). Thus, in order to show that J,p, is strictly coercive on
H x4 x % x L*(0,T; H), we rather proceed by contradiction and take a sequence (27,1, gn, Wn, fn) €
H x4 x# x L?(0,T; H) indexed by n € N such that

nh~>ngo Pn = +-00, where Pn = ||(ZT,n7gn,'LUn, fn)”HXgXWXLZ(O,T;H); (24)
and S = sup Jap (270, Gn, W, fn) < 00. (2.5)
neN

As usual, we start by renormalizing the data and introduce
- .= 1
(ZT,nv gn, Wn, fn) - (ZT,na 9n, Wn, fn)a
n
so that ~
anNa H(ET,n;gnvwnvfn)HHXgXWXLZ(O,T;H) =1L (26)
Using (2.5), we obtain that for all n € N,

T T
v (% | 1B a0 i@ a5 [ 150 +wn<t>llédt>

+pn <<y0;2n(0)>H - <y1a2T,n>H +/0 <B*2n(t)ag*(t)> dt+/0 <fn(t)aw*(t)> dt+5||(I_PE)2T,n|H>

< Jap(ZT,n;gnawnvfn) g S (27)



Using (2.4) and (2.6), one easily checks that necessarily,
T T
h_{n (/ HB*én +gn||2Udt+/ |fn+wn|%{dt> =0. (2'8)

Now, since (27,1, Gn, Wn, fn) are uniformly bounded in H x & x # x L?(0,T; H) according to (2.6), and
since # is a finite-dimensional vector space, there exists (27, g,w, f) € H x 4 x # x L*(0,T; H) such
that, up to an extraction still denoted the same for simplicity,

(Zrn) el Zr weakly in H, (2.9)
(Gn) =3 weakly in L*(0,T;U), (2.10)
(tn) — W strongly in L*(0,7; H), (2.11)
(fn = f weakly in L2(0,T; H), (2.12)

and, from (2.8) and the above convergences,
T T
| Bz gl ars [ 17+l de=o
0 0

where Z is the solution of (1.14) with initial datum Z7 and source term f. We thus deduce from the
unique continuation property (UC) that

Sp=0, §=0, w=0, f=0.
The convergences (2.9)—(2.12) then imply that

T

n—oo

lim <<y0a2n(0)>H_<yla2T,n>H+/O <B*2n(t),g*(t)>dt+/0 <fn(t),w*(t)>dt> = 0.

Therefore, based on (2.7), we necessarily have

lim ||(I — ]PE)ZT,nHH =0.

n—oo

Since E is a finite dimensional vector space, with the convergence (2.9), we deduce that

(2r,n) — 0 strongly in H. (2.13)
—o0

n

Besides, combining the strong convergence (2.11) with (2.8), we also have that

(fn) — 0 strongly in L*(0,T; H). (2.14)
n— oo

The strong convergences (2.13) and (2.14) imply that the solution %, of 2/, + A*z, = f, in (0,T) with

initial datum Z,(T) = Zr,, strongly converges to 0 in L?(0,T; H), so that B*Z, strongly converges to 0

in L?(0,T;U) and, from (2.8), g, strongly converges to 0 in L?(0,T;U). These strong convergences to 0

contradict condition (2.6). This concludes the proof of Lemma 2.1.

Remark 2.3. As noticed in [7], in fact the above proof shows the following slightly stronger coercivity
property:
J
lim inf aP(ZTagawaf)
”(vangvf)”chgXW/xL2(o,T;H)_>°O || (ZTa g,w, f)”HXgXWXLQ(O,T;H)

= €.



2.3 Proof of Lemma 2.2

Let (Z7,G, W, F) denote the unique minimizer of J,, in Hx¥ x# x L*(0,T; H) and Z the corresponding
solution to (2.2). We will simply write down the Euler-Lagrange equation satisfied by (Z7, G, W, F'), the
only difficulty being the possible lack of regularity of the functional J if ||(I — Pg)Zr| 5 = 0.

We thus start with the case ||(I —Pg)Zr|; # 0. The functional Jy;, is then smooth locally around
(Zr,G,W, F) and the Euler-Lagrange equation satisfied by (Zr, G, W, F) yields: for all (z7,g9,w, f) €
H x4 x W x L?(0,T; H), denoting by z the corresponding solution of (1.14),

T T
0/0 <B*Z(t)+G(t)7B*Z(t)+g(t)>Udt+/0 (F(t)+W(t), f(t) +w(t)) a di+(yo, 2(0))m — (Y1, 21) 1

. T (I-Pp)Zr
+/O (B z(t),g*(t))Udt—i—/O (f(t),w*(t)>Hdt+5<—”(IPE)ZT”H, T>H' (2.15)

Note that here, we use the fact that Pg is the orthogonal projection on E to compute the derivative of
the last term.
Now, taking ¢ = 0 and w = 0 in the above formulation, for all (27, f) € H x L*(0,T; H),

0= / (B*Z(t) + G(t) + g«(t), B*2(t))v dt +/ (F'(t) + W(t) +ws(t), f(t))pr dt
0 0

(I-Pg)Zr >

+ (W0, 2(0)) i — (Y1, 21)m + € <m,w

Now, if we consider § the solution of (1.1) with initial datum yo and control function u = B*Z + G + g.,
which obviously belongs to L2(0,7;U), and multiply it by solutions z of (1.14) with 2 € H and
f € L*0,T;H), we get that

0:/0 <B*Z(t)+G(t)+g*(t),3*2(t)>udt+/0 (@), f())u dt + (yo, 2(0)) r — (F(T), 21) .-

Thus, taking 27 = 0 and arbitrary f € L?(0,7; H), one easily checks that
g=F+W+w, in (0,7),
i.e. that ¢ coincides with y given in (2.3). Taking then f = 0 and zr arbitrary in H, we deduce that

 (-Pp)Z
) =0 ST B Zelly

which of course satisfies
ly(T) =yl <e and Pry(T) =Pgy.

We then have to check the properties (1.2) and (1.4). In order to do that, we simply consider (2.15) in
the case zr =0 and f =0: forall g € 4 and w € ¥/,

T T
0= / (B*Z(t) + G(t),g(t))v dt + / (F'(t) + W(t),w(t))m dt.
0 0
Consequently Py (B*Z + G) = 0 and Py (F + W) = 0. In view of the definition of y and w in (2.3), we
immediately deduce (1.2) and (1.4), thus concluding the proof of Lemma 2.2 when ||( — Pg)Zr||, # 0.

In the case [|[(I —Pg)Zr||; = 0, the functional J,, is not regular due to the last term in (2.1), but
is still strictly convex. Using that for all n € R, and (21, g,w, f) € H x 4 x # x L*(0,T; H), we have
Jap(ZTa Ga Wa F) < Jap((ZT’ Ga Wa F) + n(ZTa g,w, f))a

we have that

lim inf <Jap((ZT;GaVV7F) +77(ZTagawaf)) B Jap(ZTaGaVVvF)) > 0.

n—0 n



Accordingly, we deduce for all (27,g,w, f) € Hx 9 x # x L*(0,T; H),

T T
/0<B*Z(t)+G(t)7B*Z(t)+9(t)>Udt+/O (F(t) +W(t), f(t) +w(t))m dt + (yo,2(0))

—@hzﬂH%1£<Bwax%@»Uw%ié (t) wa(8)a db > —< /(T — P

Using the similar estimate corresponding to —(z7, g, w, f), we deduce that for all (zp, g, w, f) € H x ¥4 X
W x L*0,T; H),

/0(B*Z(t)+G(t)aB*Z(t)+g(t)>Udt+/O (F(t) +W(t), f(t) + w(t)) u dt + (yo, 2(0))

<el|(I —Pg)zrla

%mJﬂH+A<vag4mUm+A<ﬂmwmew

The arguments developed above then allow to conclude that (y,u) given by (2.3) satisfy the equations
(1.1) and that y(T') satisfies, for all zr € H,

{Y(T) =y, 27)u| < el|(I = Pg)er|m,

which implies (1.3) and (1.5). The proofs of (1.2) and (1.4) then follow as before.

2.4 A remark: relaxing the linear constraint (1.4)

If we are interested only in a relaxation of the constraints (1.4) into
H]P)Wﬂ*w*HLz(o,T;H) <6 (2.16)

this can be done under the conditions (H1)—(H5) and the unique continuation property (UC), even when
W is possibly of infinite dimension. To be more precise, we have the following result:

Theorem 2.4 (Approximate controllability with linear projection constraints - relaxation of the projec-
tion on #). Let the hypotheses (H1)—(H5) be satisfied, and let T > 0, and assume the unique continuation
property (UC).

Then for any yo and yy in H, e >0, g. €9, and w. € W, there exists a control function u € L*(0,T;U)
such that (1.2) holds, the solution y of (1.1) satisfies (1.3), and the conditions (2.16) and (1.5).

Sketch of the proof. The proof of Theorem 2.4 simply consists in minimizing the functional

Toler.gwf) = 5 [ 1B +aOl d+ 5 [ 150+ 0 dt+ 0200 = (. 20)

T T
+1;urdngwwdrgé<f@nwu»Hw+EMI—Pmme+swmmmﬂm,

defined for
(ZTvng7f> EH XY XW x LQ(OaTaH)v

where z denotes the solution of (1.14), instead of J,p in (2.1).

One can then follow the proof of Theorem 1.1, and remark that the only place which uses that # is
of finite dimension is for the proof of the convergence (2.11) in the proof of Lemma 2.1.

But, in fact, with the addition of the term ¢ |[w|| ;2 1,7 in the functional Jap, one can prove the

coercivity of jap as in Lemma 2.1: with the same notations as in the proof of Lemma 2.1, one can prove
the strong convergence of 1w, to 0 in L?*(0,T; H) similarly as what is done for Zr,. The detailed proof
is left to the reader.

Writing then the optimality conditions for the minimizers, similarly as in Lemma 2.2, we easily check
that the optimum of J,, provides a solution to the control problem (1.2), (1.3), (2.16) and (1.5). O



3 Exact controllability: Proof of Theorem 1.2

3.1 Strategy

We assume the hypotheses (H1)—(H4), we let T > 0, and we assume the unique continuation property
(UC), as well as the observability inequality (1.13) for solutions of (1.12).

The first part of the proof of Theorem 1.2 consists in showing the observability inequality (1.15) for
solutions of (1.14), proved in Section 3.2:

Lemma 3.1. Within the above setting, there exists a constant C' > 0 such that for all (zr,g,w, f) €
Hx % x W x L*(0,T; H), the solution z of (1.14) satisfies (1.15).

Once this lemma has been obtained, we proceed as in the proof of Theorem 1.1 with the formal choice
¢ = 0. To be more precise, we set (yo,y1) € H?, g« € 4, w, € #, and introduce the functional

Teeragonf) = 5 [ 1B+ @1 at+ 5 [ 170+ w1 i+ G0 2(0) = .2

T T
[0 g o de [ @ 61
0 0
defined for
(21, 9,w, f) € HXxYG x W x L*(0,T; H),

where z denotes the solution of (1.14).

The strict convexity of Jox comes as in the proof of Lemma 2.1, while its coercivity immediately
follows from the observability property (1.15) obtained in Lemma 3.1.

We then consider the unique minimizer (Z7, G, W, F) of Jox in H x ¥4 x # x L*(0,T; H) and proceed
as in Lemma 2.2 to deduce a controlled trajectory y and a control function w which satisfy all the
requirements (in fact, it is even easier here as the functional Joy is differentiable everywhere in H x ¢ x
W x L?(0,T; H)). Details of the proof are left to the reader.

3.2 Proof of Lemma 3.1

For zp € H, we introduce Z as the solution of 2/ + A*Z =0 in (0,T) and 2(T) = z7.
From the observability property (1.13), we thus get a constant C' > 0 such that for all zp € H,

lzrlly < CIB 2l 120,70 -

We then use that B* € Z(H,U) and that there exists C' > 0 such that for all f € L?(0,7; H), the
solution 2} + A*z¢ = f in (0,7') and z¢(T') = 0 satisfies

HZfHL?(o,T;H) <C ||fHL2(0,T;H) :

Therefore, we easily get a constant C' > 0 such that for all zr € H and f € L?(0,T; H), the solution z
of (1.14) satisfies
ler|lg < C HB*ZHH(O,T;U) +C ||fHL2(0,T;H) :

Indeed, this can be easily deduced by writing Z = 2 — z; and using the above estimates.
We then deduce the existence of a constant C' > 0 such that for all (27, g, w, f) € Hx9Gx# x L?(0,T; H),

||(ZT,g,’LU, f)”HXgXWXL?(O,T;H)
<C (1Bl oy + W llzaomny + N9l ooy + Iollaozian ) - (3:2)

Now, we can deduce the observability inequality (1.15) by contradiction. Assume that we have a
sequence (27,5, Gn, Wn, fn) € H x4 x # x L*(0,T; H) such that

Vn € N, H(ZT,n;gnywnvfn)|‘HXg><W><L2(01T;H) =1, (3-3)

and  lim (IIB*zn + gnll 2oy + 1Fn+ wn||L2(07T;H)) —0. (3.4)

10



From (3.3) and the fact that 4 and # are of finite dimension, we obtain the following convergences:
there exists (27, g, w, f) € Hx9 x # x L?(0,T; H) such that, up to an extraction still denoted the same
for simplicity,

(z1.m) AT weakly in H, (3.5)

(gn) 9 strongly in L?(0,T;U), (3.6)

(wp) — w strongly in L*(0,T; H), (3.7)
n—oo

(fn) = f weakly in L?(0,T; H), (3.8)

and, from (3.4) and the above convergences,

T T
[ 1Bz glides |17+ wlde=o.
0 0

where z is the solution of (1.14). It follows from (UC) that zp =0, g = 0, w = 0 and f = 0. Thus, in
view of the strong convergences (3.6)—(3.7), the condition (3.4) implies that B*z, strongly converges to
0in L2(0,T;U) and f, strongly converges to 0 in L?(0,T’; H), making the condition (3.3) incompatible
with the observability estimate (3.2). This completes the proof of Lemma 3.1.

4 Null controllability: Proofs of Theorem 1.4 and Proposi-
tion 1.5

4.1 Proof of Theorem 1.4

We assume the hypotheses (H1)—(H4), we let T > 0, and we assume the observability inequality (1.16)
for solutions of (1.14).
We then take yo € H, g« € 9, w, € #, and introduce the functional

T T
Tuer.gow ) =5 [ 1820+ 9O de+ 5 [ 100 w001 dt+ .20

+ / (B*2(), 9. () dt + / () wn (0))ar dt, (4.1)

defined for
(zr,g,w, f) € HxYG x W x L*(0,T; H),
where z denotes the solution of (1.14).
We then introduce the set

N = {(27,9,w, f) € HxY x ¥ x L*(0,T; H),
for which B*z + g = 0in L*(0,T;U), and f +w =0 in L?(0,T; H)}. (4.2)

According to the observability inequality (1.16) for solutions of (1.14), this set N can be characterized
as follows:

N = {(zr,0,0,0) such that the solution z of (1.12) satisfies B*z =01in (0,7) and z(0) =0}. (4.3)

In many situations, the set N in (4.3) is reduced to {0}. This is in particular the case when A generates
an analytic semi-group, see [26, Remark 17]. However, in the general setting we are dealing with in
Theorem 1.4, it is not clear that we can guarantee that N is reduced to {0}.

In view of the observability inequality, it is natural to introduce the space

Xo=(HxY xW x L*(0,T; H))/N, (4.4)
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and to endow it with the norm

T T
1oz gsw, P, = / 1B*2(t) + g(8)|3 dt + / 17(6) + w (@)l dt,
0 0

where z solves (1.14). One then easily checks that J,, is well-defined on Xy and coercive for this norm.
However, it is in general not true that this norm corresponds to the H x% x # x L?(0, T; H) topology.

We should thus define
X,pe = Yoll‘llobs, (4.5)

i.e. the completion of Xy in (4.4) for the topology induced by the norm ||-||,,.-

Then, according to the observability estimate (1.16), the functional Jy, is continuous for the topology
induced by |[|-||,,s- It can thus be extended by continuity to the space X,ps, and we will denote this
extension by Jy, as well with a slight abuse of notations. Besides, the observability estimate (1.16)
also yields that the functional J,, is also coercive and strictly convex in X,ps. It thus admits a unique
minimizer (Z7, G, W, F) in X ps.

Writing the corresponding Euler-Lagrange equations, we can proceed as in the proof of Lemma 2.2
and deduce that, taking the control u and the trajectory y as in (2.3), we can solve the null-controllability
problem (1.7) with the constraints (1.2), (1.4) on the projection of the control and of the trajectory. The
only point to check is that u indeed belongs to L?(0,T;U) as claimed. This is due to the fact that the
minimizer (Zr, G, W, F) belongs to Xops, so that B*Z + G is well defined as an element of L?(0,T;U).
Details are left to the reader.

4.2 Proof of Proposition 1.5

We place ourselves in the setting of Proposition 1.5. The proof of Proposition 1.5 is rather close to the
one of Lemma 3.1.

First, we start by remarking that one can immediately deduce from the observability inequality (1.19)
for solutions of (1.12) that there exists a constant C' > 0 such that for all zp € H and f € L?(0,T; H),
the solution of (1.14) satisfies

@), <€ (1B 2z 00y + 1 xo.ran)) - (4.6)

Then, to prove the observability inequality (1.16), we use a contradiction argument. Namely we
consider a sequence (27,1, Gn, Wn, fn) € H X 4 x # x L*(0,T; H) such that

Vn €N, H(zn(o)vgmwnvfn)”ngxWXLZ(Q,T;H) =1, (4.7)
and nhﬁn;o (HB*zn JrgnHL2(07T;U) + I fn + w"”L?(O,T;H)) =0. (4.8)

From (4.7) and (4.8), we deduce from (4.6) that ||z, (T)| # is uniformly bounded.

Using thus (4.7) and (4.8) and the fact that & and # are of finite dimension, we obtain the following
convergences: there exists (27, g,w, f) € H x 4 x # x L*(0,T; H) such that, up to an extraction still
denoted the same,

(zn(T)) e weakly in H, (4.9)
(9n) .9 strongly in L*(0,T;U), (4.10)
(wn) — w strongly in L?(0,7; H), (4.11)
(fa) 2 f weakly in L*(0,T; H), (4.12)

and, from (4.8) and the above convergences,
T T
[ 1B e glides |17+ wlde=o. (4.13)
0 0
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where z is the solution of ~
Z+Az=f te(0,T),
Z(T) = Zp-

Note that equation (4.13) involves two integrals, one in (0,7), the other one in (0, T'). This is due to the
fact that we do not have any argument to pass to the limit in z,, in the interval (T,T).
We can then use the unique continuation property (1.18) to get that z; =0, g =0, w =0 and f = 0.
Besides, from (4.8) and the strong convergences (4.10)—(4.11) (recall that g = 0 and w = 0), we get that
lim (|| B* 2| 20,70 + | fallL20,7:m)) =0,

n— o0

so that from (4.6), we obtain that }
Tim_ Jza(T)]l = 0.

From the two above convergences, we easily deduce that

1 (2Ol + 1| fall 0.2:00) = 0.

With the strong convergences (4.10)—(4.11) (recall that g = 0 and w = 0), this contradicts the assumption
(4.7). This completes the proof of Proposition 1.5.

5 Examples

The goal of this section is to derive several instances in which the unique continuation property (UC) can
be proved. We do not aim at giving the most general setting for each instance, but rather at describing
possible strategies to prove the unique continuation property (UC) for some specific spaces # and 4.

5.1 Example 1. # = {0} and ¥ containing functions supported on (0,7")
with 77 € (0, 7).

Example 1 focuses on the following case. We let T'> 0, T’ € (0,7, and we choose
9 ={geL*0,T;U),g=0in (T',7)}, ¥ ={0}, (5.1)
where 7" € (0,T) is such that

2+ A%z =0, for t € (T, T),
If 2 satisfies 2(T) = zr € H, then zr = 0. (5.2)
B*z =0, fort € (T",T),

Then condition (UC) is easy to check, so that Theorem 1.1 applies.

Of course, this case is somehow a straightforward case, as the unique continuation property (5.2)
implies that given any y7+,y; € H?, and any & > 0, there exists a control function u € L?(T’,T;U) such
that the solution y of

y' = Ay + Bu, te (T',7), with y(T") = y7

satisfies (1.3).

Thus, if one wants to approximately control (1.1) and to impose the condition Pyu = g, for some
g« € ¢, the simplest thing to do is to take u = g, in (0,7"), call yp- the state obtained by solving the
equation (1.1) on (0,7”) starting from yo, and then use the above approximate controllability property
to conclude the argument.

More interesting results arise when considering exact controllability result with a subspace ¢ of finite
dimension when the time of unique continuation (equivalently of approximate controllability) and the
time of observability (equivalently of exact controllability) do not coincide.
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Such an instance is given by the wave equation. Let € be a smooth bounded domain of R? and w a
non-empty subdomain of €2, and consider the controlled wave equation:

Oy — Ay = uxew, for (t,x) € (0,T) x Q,
y(t,z) =0, for (t,z) € (0,T) x 09, (5.3)
(y(ov ')7 aty(ov )) = (yOa yl)v for x € Q.

Here, the state is given by Y = (y, d;y) and u is the control function. The function x,, is the indicator
function of the set w. This system writes under the form (1.1) with

B Y _ 0 Id B 0
() a8 ) e ()

with H = H} () x L*(Q), 2(A) = H> N H(Q) x HY(Q), U = L*(w).
The following facts are well-known:

e The wave equation (5.3) is approximately controllable if

T > Tac :=2supd(z,w),
Q

where d denotes the geodesic distance in €2. This is a consequence of Holmgren’s uniqueness
theorem, see [24, 25].

e The wave equation (5.3) is exactly controllable in time T if (and only if) the so-called geometric
control condition is satisfied, see [2, 3, 4]. Roughly speaking, this consists in saying that all the
rays of geometric optics meet the domain w before the time 7. We call Tg¢ the critical time for
exact controllability.

Of course, the critical time of exact controllability is always larger than the one of approximate controlla-
bility, but our results will be of interest only when T is strictly larger than T, that we assume from
now on. This happens, for instance, in the case of the wave equation in the 2-d unit square Q = (0, 1) ob—
served from a §-neighborhood of two consecutive sides, in which Thc = 2(1 —¢) and Tge = 2\/ 1 —
We then choose:

T > Tgc, T € (0, T) such that T —T' > Tac,
& a finite dimensional subspace of {g € L?(0,T; L*(w)), g=0in (T',T) x w}, # ={0}. (5.4)

We then claim the following result:

Theorem 5.1. Let us consider the setting of (5.4). Then for all (yo,y1) € H3(Q)x L*(Q) and (yd,yT) €
HY(Q) x L3(Q), for all g € Y, there exists a control function u € L*(0,T; L?(w)) such that the solution
y of (5.3) starting from (yo,1) satisfies (y(T), 0y(T)) = (uF,yT) in © and P = g.

This result is an easy consequence of Theorem 1.2 in the setting corresponding to the wave equa-
tion. We shall thus check the main two assumptions in Theorem 1.2. The first one is that the unique
continuation property (5.2) holds for the adjoint of the wave equation, which is given by

Opz — Az =0, for (t,x) € (0,T) x Q,
z(t,x) =0, for (t,x) € (0,T) x 909, (5.5)
(2(T,-),002(T,-)) = (20, 21), forzeQ.

The usual choice when dealing with the wave equation is to identify L?(2) with its dual, see e.g. [16].
Therefore, if the controlled trajectory takes value in Hg (Q) x L?(€2), the solutions of the adjoint equation
have to be considered as taking values in L?*(Q2) x H~1(Q). This slight shift of spaces does not modify
at all the validity of the abstract arguments developed in Theorem 1.2.

Holmgren’s uniqueness theorem [14, 12] gives that if a solution z of (5.5) with initial datum in
L2(Q) x H=Y(Q) satisfies 2(t,x) = 0 for (¢t,z) € (T",T) x w, then z vanishes identically on (T7,T) x €.
Therefore, the unique continuation property (UC) is satisfied here.
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The second assumption to check is the following observability inequality: there exists C' > 0 such that
for all solutions z of (5.5) with (20, 21) € L*(Q) x H~1(Q),

”(ZOaZl)”LQ(Q)xH*l(Q) <C ||ZXW||L2((O,T)><M) : (5.6)

This inequality is equivalent to the exact controllability of the wave equation (see [16]), and is thus
satisfied when the wave equation is exactly controllable, i.e. when T' > Tge (In fact, the proof of exact
controllability of the wave equation in [2, 3] relies on the proof of (5.6)).

On this example, it clearly appears that ¢ has to be of finite dimension. Indeed, Theorem 5.1 could
not be true when taking & = {g € L?(0,T; L?(w)), g =0 in (T’,T)}. Otherwise, imposing Pyu = 0, one
should be able to steer solutions of (5.3) from any initial datum to any final datum in Hg (Q) x L?(Q2) with
controls vanishing on (0,7”). It is then not difficult to check that this would imply exact controllability
of the wave equation in time 7' — T”, which could be taken smaller than Tgc if Tac < Trc.

5.2 Example 2. The case ¥4 = {0}, when B*z = 0 implies that w = 0, and
related examples

To start with, we consider the case ¢4 = {0}.
To motivate the functional setting given afterwards, we start with the example of the heat equation
in Q with a distributed control supported in a non-empty open subset w, namely

Oy — Ay = uxw, for (t,z) € (0,T) x Q,
y(t,z) =0, for (t,z) € (0,T) x 09, (5.7)
y(oa ) = Yo, in Qa

and we assume that the vector space # is a vector space of L?(0,T; L*(Q2)) such that
I, : f — f|o satisfies Ker (I1, | ) = {0}. (5.8)

Here, we did not make precise the space on which II, is defined, but in view of our applications below,
it is natural to define it as going from L?(0,T;L*(Q)) to L?(0,T; L*(w)). Note that this example is
borrowed from [22, 20, 21] and is also closely related to the condition (6.5) in [18].

To make it fit into the abstract setting of (1.1), it suffices to take

A=A, in H=1L*Q), with 2(A) = H*N Hj(Q), and B=y,, withU = L*w).
The corresponding unique continuation property (UC) writes as follows: if z satisfies

Oz + Az = w, for (t,z) € (0,T) x Q,
z(t,z) =0, for (t,z) € (0,T) x 09, (5.9)
2(T,) = zr, in €,

with zp € L?(Q) and w € #, and
z(t,z) =0 in (0,7T) X w, (5.10)

then one should have w = 0 and zp = 0. This is indeed the case provided (5.8) holds. Indeed, (5.10)
implies that 0;z + Az = 0in H=2((0,7) x w), so that I, (w) = 0, and thus from (5.8), w = 0. One can
then deduce that z =0 in (0,7) x Q from classical unique continuation properties for the heat equation.

We can then use that the heat equation is null-controllable in any time T > 0, see [10, 15], or
equivalently final state observable at any time, meaning that for all 7" > 0, there exists C' such that any
solution z of (5.9) with zr € L?(Q2) and w = 0 satisfies

1200l 220y < Cll2xwllzz(0,7) xw) -

In particular, for any time 7' € (0,7), there exists a constant C(T') such that any solution z of (5.9)
with zr € L?(Q) and w = 0 satisfies

[Eel C(T) Xl 20170

<
L2(Q)
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Therefore, combining Proposition 1.5 and Theorem 1.4, we get that if # is of finite dimension
and satisfies condition (5.8), then for any yo € L?*(Q) and w € #/, there exists a control function
u € L?(0,T; L*(w)) such that the controlled trajectory y of (5.7) starting from yq satisfies y(7') = 0 and
Pyy = w. (The existence of T < T such that I, 7 : f +— flux (0,1 satisfies Ker (I, 7] ) = {0} can
be proved easily by contradiction using the fact that Ker (IL, r|» ) = {0} and # is of finite dimension.)

In fact, the above example can be put into a much more abstract setting, by assuming that the space
W is such that

K : L*(0,T; H) — H for some Hilbert space H,
L:L*0,T;U) — H,

K(0,+ A*) = LB",

Ker (K| ) = {0}.

3 two linear operators K and L s.t. (5.11)

The above example fits into this setting with K being the restriction operator to (0,7) X w and L =
(0y + A) and H = H2((0,T) x w).
Now, if # satisfies (5.11) and for some w € # and z € C°([0,T); H),

(O +A")z=w and B*2=0, in (0,7),

then
Kw=K((0+A")z)=LB"2=0,

so that w = 0 according to the condition Ker (K |y ) = {0}. In particular, the classical unique continua-
tion property (1.11) would then imply the more evolved unique continuation property (UC).
Of course, there is a completely symmetric statement when considering # = {0} and ¢ such that

K : L*(0,T; H) — H for some Hilbert space H,
L:L*0,T;U) — H,

K (8, + A*) = LB,

Ker (L|y) = {0}.

3 two linear operators K and L s.t. (5.12)

In the above example (5.7) for instance, when ¢ = Span{g} for some g € L?(0,T;L?*w)) such
that [|(0r + A)gll gr-2((0,7)xw) # 0, then the above condition is satisfied with K : L2(0,T; L*(Q)) —
H=2((0,T) x w) the usual restriction operator and L = 8; + A : L?(0,T; L*(w)) — H=2((0,T) x w).

In fact, under condition (5.11) or (5.12), it is not even needed to assume that one of the two vector
spaces # or ¢ is reduced to {0} if we have that (w,g) € # x 4 — Kw + Lg is injective.

5.3 Example 3. Using time differentiation to go back to a classical unique
continuation property

In order to motivate the introduction of our abstract setting, let us consider again the heat equation
(5.7) in the case # = Span {e"‘w,,(z)} for some p € R and w, € L?(£2) (In fact, this example is inspired
by the previous work [5, Theorem 4.4 and Lemma 4.6]). Then to prove the unique continuation property
(UC), we want to prove that if z satisfies

Oz + Az = ayetw,, for (t,z) € (0,T) x Q,
z(t,z) =0, for (t,z) € (0,T) x 09, (5.13)
2(T,") = zr, in €,

with zp € L*(Q2) and a, € R, and
z(t,z) =0 in (0,7) X w,

then a, = 0 and z vanishes everywhere in (0,7) x Q.

In order to solve this problem, the basic idea is again to “kill” the source term by applying a suitable
operator. Here, in view of the time dependence of the source term, it is natural to apply d; — p to the
equation (5.13). In particular, if we set Z = (0; — u)z, we obtain that

{ 0z + AZ =0, for (t,x) € (0,T) x Q,

2(t,2) = 0, for (t.2) € (0.T) x O, and  Z(t,z) =0 for (t,z) € (0,T) X w.
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Using then the classical unique continuation property for the heat equation, we deduce that z = 0 in
(0,T) x §, so that d;z = pz. In particular, this implies that there exists a function z, € Hg () such
that for all (¢,z) € (0,T) x Q, z(t,z) = e**z,(x). According to (5.13), we then deduce

{ (4 A)z, = ay,wy, for z € Q,

zu(@) =0, for x € 011, and  z,(z) =0 forz€cw. (5.14)

Therefore, to conclude the argument, i.e. to deduce that z, = 0 in 2, we need to assume that w, is such
that there are no solution Z,, of

(L+A)Z, =w,, for x € €,
{ Zu(xz) =0, for x € 09, (5.15)
which satisfies Z,, = 0 in w.

In our setting, we shall thus distinguish two cases depending if u belongs to the spectrum of the
Laplacian or not. Let us denote by A; the family of eigenvalues of the Laplace operator A = —A defined on
H = L*(Q) with domain Z(A) = H*NH} (), indexed in increasing order 0 < A; < Ay < --- < \; <— o0,
and H; = Ker (A + ;) the corresponding eigenspace.

If o ¢ {);, j € N}, then the solution of (5.15) is unique and therefore we shall ask that || Z,,|| 2.y # 0.

If = A;, then according to the Fredholm alternative (see e.g. [6, Appendix D, Section D.5]),

o If Py, w, # 0, then there is no solution Z,, of (5.15) (where Py, is the orthogonal projection on
H;).

o If Py;w, = 0, then any solution Z,, of (5.15) writes Z; + ®;, where Py, (Z};) = 0 and Z}; solves
(5.15), and with ®; € H;. Therefore, to guarantee that there are no solution Z, of (5.15) such
that Z, = 0 in w, we should assume that

@Jig%j 125 + (I)jHLZ(w) > 0.

In the above example, we made the choice of presenting what happens when ¢4 = {0} and # =
{eM*w, }, but in fact the strategy developed is much more general.
Namely, we have the following result:

Theorem 5.2. Assume (H1)-(H2), and let A be the generator of an analytic semigroup on H.
Let K € N, (ur)reqa,... . xy be a family of real numbers two by two distinct, Wy, be a family of closed
vector spaces included in H such that

Any function z satisfying (ux + A*)z € Wi and B*z =0 wvanishes identically, (5.16)

and set

W = Span{e"*‘wy, forke{l,--- K}, and w, € Wy}.

Let J € N, (pj)jequ,....s3 be a family of real numbers two by two distinct, G; be a family of closed
vector spaces included in U such that

Any function z satisfying (pj + A*)z2 =0 and B*z € G, vanishes identically, (5.17)

and set
& = Span{efitg;, forje{l,---,J}, and g; € G;}.

We also assume that
{/Lk,k’@{l,"',K}}m{pj,jE{l,"',J}}:@- (518)

Finally, we also assume that the classical unique continuation property (1.11) holds.
Then the unique continuation property (UC) is satisfied.
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Before going into the proof of Theorem 5.2, let us comment the assumptions.

Assumption (5.16) is similar to the requirement given in the above example that any z solving (5.14)
should vanish identically. In fact, as stated above, if Wy is a one-dimensional vector space Span (wy;)
and pj does not belong to the spectrum of —A*, then one only has to check that the solution zj of
(1 + A*)zi, = wy, satisfies | B* 2|, # 0.

Assumption (5.17) is slightly different. In particular, if p; does not belong to the spectrum of —A*,
there are no non-trivial solution of (p; + A*)z = 0 so that condition (5.17) is automatically satisfied.

Finally, the condition (5.18) is there to avoid coupling of the elements of ¢ and #'. Otherwise, it
could be replaced by the following condition: If v € {ug, k € {1,--- ,K}} n{p;, j € {1,---,J}}, then
we write v = ui = p; and we should assume that

Any function z satisfying (v + A*)z € Wy, and B*z € G; vanishes identically.

Let us also comment that we assumed in Theorem 5.2 that all the coefficients are real because we are
thinking at real vector spaces, but the coefficients iz, and p; can of course be taken as complex numbers
provided we endowed our functional setting with a complex structure.

Proof. We consider a solution z of (1.8) with some source term w € #/, satisfying (1.9) for some g € 4.
In order to prove Theorem 5.2, the basic idea is to apply the operator
K

J
P = (@*Mk)]:[(atfpj)

k=

to z, since for any w € # and g € ¢4, Pw = 0 and Pg = 0.

To justify this computation, we need to guarantee that z has some nice time regularity properties.
This is guaranteed by the fact that the semigroup of generator A is analytic, so that z is in fact analytic
in time on [0,7") (recall that the source term of z solution of (1.8) is an element of %, which is also
analytic in time).

Therefore, one should have that

(Pz) + A*(Pz)=0 te(0,7), and B*Pz=0on (0,7),

while Pz € C°([0,T), H). Using that A (thus A*) generates an analytic semi-group, we deduce that for
all " € (0,T), p given as the solution of

P+AP=0 forte(0,T), with p(T)=Pz(T),

satisfies B*p = 0 in (0,7"). Hence the unique continuation condition (1.11) implies that p = 0 on (0,7,
and in particular that Pz = 0in [0,7"). As T" is arbitrary in (0,7"), Pz =0 in [0,T).
It then follows that there exists (2x)req1,....xy and (Z;)jeq1,...,s} in H such that for t € [0,T),

K J

z(t) = sze’“‘t + Z Zjefit,

k=1 j=1

Now, writing that z solves (1.8) with some source term w € #, and satisfies (1.9) with some g € ¥,
using the definitions of #" and ¢ and the independence of the family (e"**)pcqa,... iy, (€77%)jeq1, 1}
we see that each zj should satisfy

(uk + A%z € Wy, and  B¥z, =0,

while each Z; should satisfy

(pj + A*)EJ =0, and B*Zj S gj.
Conditions (5.16) and (5.17) then imply that z vanishes identically, and thus that zp = 0, ¢ = 0 and
w = 0. This proves the unique continuation property (UC). O

Remark 5.3. In fact, the above proof works as well if # and 9 are such that there exists an interval
of time (Th,T») C [0,T] such that

W = Span{fk(t)wk, ke {17 e 7K}7 Wk € ka fk(t) = e#kt fOT te (T17T2>}5
9 = Span{fj(t)gj’ j € {17 e 5‘]}7 9j S g]7 fj(t> = epjt fO’f’ te (TlaTQ)}v
with pi, Wk, p; and G; as in Theorem 5.2.
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6 Further comments

We would like to end up this article with a number of comments.

6.1 Fenchel Rockafellar theorem

In fact, our results and proofs can be fit into the framework of Fenchel Rockafellar convex-duality theory
[23], [17]. Using this theory, the minimization problem of the functional J,, we consider in the proof of
Theorem 1.1 can be interpreted as the dual problem of the one which consists in minimizing

e e
T =5 [ WO [l .

among all controls u € L*(0,T;U),such that the solution y of (1.1) satisfies (1.3), (1.4) and (1.5).

Similarly, the functional introduced in the proof of Theorem 1.2, respectivelty Theorem 1.4, can be
interpreted as the dual functionals corresponding to the minimization of

e e
3 | @l [l a,
0 0

among all controls u € L2(0,T;U) such that the corresponding solution y satisfies all the requirements
of Theorem 1.2, respectively Theorem 1.4.

In fact, this duality theory is very helpful to reduce the proof of control results to suitable unique
continuation and observability properties for the adjoint equation. We refer for instance to the recent
work [26] for developments related to stabilization properties.

6.2 Operators with time variable coefficients

Here, for sake of simplicity, we consider a controlled equation given by (1.1) with coefficients which are
independent of time. But this is in fact not really needed and we can consider equations which writes as
y' = A(t)y + Bu for t € (0,T) provided it can be endowed with a suitable functional setting.

For instance, if we consider a heat type equation

Oy — Ay + ao(t, x)y = uxw, for (¢t,z) € (0,T) x €,
y(t,x) =0, for (¢t,z) € (0,T) x 09,
y(0,+) = yo, in Q,

for some ag = ap(t,x) € L>=((0,T) x ), the same strategy as above applies immediately. In particular,
the relevant unique continuation property (corresponding to (UC)) writes as follows: if z satisfies

Oz + Az = ap(t, z)z + w, for (t,x) € (0,T) x Q,
z(t,x) =0, for (t,z) € (0,T) x 09, (6.1)
Z(Tv ) = 2T, in Qa

with zp € L?(Q) and w € #, and
z(t,x) =g(t,z) in (0,T) X w, (6.2)

for some g € ¢, then
2r =0, g=0, w = 0. (6.3)

It is also clear under this form that the approach proposed in Section 5.3 will not apply easily in such
settings.

In fact, we refer to [20, 21] for examples in which time-dependent potentials are considered, and
even semi-linear parabolic systems, under conditions which correspond to the ones given in Section 5.2.
According to the above remark, these are rather natural conditions to ensure the unique continuation
property (6.1)—(6.2)—(6.3).
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6.3 More general settings

It would be interesting to further develop the approach presented here to a more general abstract setting.
One might consider for instance the case of unbounded control operator.

In fact, it is quite clear that provided B is an admissible control operator, in the sense of [27, Chapter
4], the proofs of Theorem 1.1, Theorem 1.2, and Theorem 1.4 apply without any change, since the
functionals J,p in (2.1), Jex in (3.1) are still continuous on H x & x # x L*(0,T; H) in this case, while
Jou in (4.1) can be extended to Xps in (4.5) as before.

One could also try to adapt our results in a non-hilbertian framework and rather deal with Banach
spaces, similarly as in [7] in the context of parabolic equations, since this is sometimes more appropriate
depending on the equations under considerations.

It would also be interesting, as suggested by Giinther Leugering, who I hereby thank, to address
similar questions with constraints on the control space restricting the control to be at all time in some
bounded convex set (for instance balls), similarly as what is done in [1]. This question is of major interest
for practical applications of control theory.

6.4 Cost of controllability in ¢4 and #

It would be interesting to try to quantify the cost of controlling the projections on ¢ and 7 in the spirit
of what has been done in [9]. There, the cost of the approximate controllability problem (1.3), (1.5) for
some finite dimensional space E (that is, corresponding to ¥ = {0} and # = {0}) was discussed for
heat equations.

6.5 Moment approaches

In the special case in which the equation (1.1) is the one-dimensional heat equation on an interval
= (0,1) with Dirichlet boundary conditions controlled at one end, for which the control u is looked for
in L?(0,T) (that is, U = R) and ¢ = Span {t + e#'}, # = {0}, one could solve the null-controllability
problem (1.2)—(1.7) using a moment approach similar to the one developed in [8]. However, this becomes
less clear when & = Span {g = g(t)} for some arbitrary function g in L?(0,7") not necessarily of the form
of an exponential. It would be interesting to try to develop a moment approach which would recover the
results in Theorem 1.4 in such case.

In fact, it would be tempting to similarly address the exact controllability problem (1.2)—(1.6) for
1-d wave equation using Ingham’s type argument [13]. But here again when ¢ = Span {g(t)} for some
arbitrary function g in L2(0,7T) not necessarily exponential, this does not seem so clear either.

Actually, we are not aware in the literature of a proof of approximate controllability (i.e. of controls
such that the trajectory y of (1.1) satisfies (1.3)) which is based on the construction of the control
through a moment approach, for instance in the case of the heat equation on a half line controlled at the
boundary. In fact, even if such an approach could be developed, it is not clear how it could be adapted to
solve the approximate controllability problem (1.2)—(1.3) for ¢ = Span {g = ¢(t)} with g not of the form
of an exponential. It would be very interesting to develop such approaches, in particular to precisely
address the cost of controlling the projection on ¢ and # mentioned in Section 6.4.
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