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Abstract

Increasingly accurate and massive data have recently shed light on the fundamental
question of how cells maintain a stable size trajectory as they progress through the cell
cycle. Microbes seem to use strategies ranging from a pure sizer, where the end of a
given phase is triggered when the cell reaches a critical size, to pure adder, where the
cell adds a constant size during a phase. Yet the biological origins of the observed
spectrum of behavior remain elusive. We analyze a molecular size-control mechanism,
based on experimental data from the yeast S. cerevisiae, that gives rise to behaviors
smoothly interpolating between adder and sizer. The size-control is obtained from the
accumulation of an activator protein that titrates an inhibitor protein. Strikingly, the
size-control is composed of two different regimes: for small initial cell size, the
size-control is a sizer, whereas for larger initial cell size, it is an imperfect adder, in
agreement with recent experiments. Our model thus indicates that the adder and
critical size behaviors may just be different dynamical regimes of a single simple
biophysical mechanism.

Introduction

Cells need to coordinate growth and division to keep their size in the physiologically 1

optimal range [1–4]. A variety of mechanistic models for how cells can link division to 2

growth have been proposed [5–14], and numerous molecular studies have uncovered 3

much of the network of genes and reactions involved [15–20]. Recently, high-throughput 4

experimental techniques have enabled the detailed measurement of size dynamics at the 5

level of single cells [21–24], revealing in detail how cells fluctuate around their typical 6

size; these results have been described by phenomenological models ignoring molecular 7

mechanisms [24,25]. Here we connect the molecular and the phenomenological 8

approaches by showing that a molecular “titration” model of cells’ response to size 9

fluctuations [5,7,9,26] (also known variously as the “concentration”, “inhibitor-dilution”, 10

or “structural” model depending on the interpretation [7]) gives rise to and constrains 11

the observed phenomenological patterns of size control in different genetic backgrounds. 12

The basic idea of a titration model is that a transition is triggered when the 13

concentration of an activator exceeds a threshold set by the concentration of a repressor 14

or inhibitor. Our framework differs from existing titration models in three key points 15
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that are needed to connect it to the observed single-cell size data [16,27,28]. First, 16

while the simplest versions of the model assume that the activator concentration is 17

initially negligible and the amount of repressor is constant (see [7], “structural model”) 18

or that their concentrations are in a quasi-steady state [7, 9, 17,29], we consider their 19

variation across cells and over time. Second, the reaction between the activator and the 20

inhibitor occurs in a subcellular compartment, such as the nucleus or the cell membrane, 21

that does not necessarily scale linearly with cell volume. Third, while many 22

phenomenological models focus on describing the total change in size over one whole cell 23

cycle [7, 25,30], cells only regulate their size in certain phases of the cell cycle, such as 24

the B and D intervals in E. coli [31], or the G1 or G2 phases for the budding yeast S. 25

cerevisiae [28]. Thus, we use a titration model to describe the regulation of a single 26

phase of the cell cycle, with the full size regulation being composed of a series of such 27

steps involving different pathways. 28

We focus on the first phase of the budding yeast S. cerevisiae cell cycle, the G1 29

phase (from birth to bud), for which recent experiments provide detailed information on 30

regulation at the single-cell and molecular levels [28,32,33]. In this case, the activator 31

and repressor are, respectively Cln3 and Whi5, which react in the cell nucleus [34,35]. 32

The nucleus grows in time, scaling with cell volume [36]. (We consider other possible 33

scalings below.) The key to the usefulness of Cln3 and Whi5 in sensing cell size are 34

their different patterns of production and degradation. Cln3 molecules are produced in 35

the cytosol during G1 at a rate proportional to cell volume [33] and degraded at a 36

(fairly rapid) constant rate [37,38], while Whi5 is neither produced nor effectively 37

degraded during G1 [16], and so remains constant in number. The proteins are 38

transported inside the nucleus. We assume that the transport of proteins is fast, such 39

that they are essentially entirely concentrated in the nucleus. 40

Results 41

We assume that the cell volume v grows exponentially at rate k with the time t since 42

birth [1, 27, 39]. Then if κp is the effective rate density at which Cln3 is accumulating in 43

the nucleus per unit volume, and kd is the rate at which it effectively degrades in the 44

nucleus, the concentration of Cln3 ca(t) evolves as [9]: 45

dca
dt

=
1

v

dNa

dt
− 1

v

dv

dt
ca = κp − (kd + k) ca (1)

Na being the number of activator. Since the inhibitor is constant in number, as the cell 46

grows its concentration ci(t) decreases as: 47

dci
dt

= −kci (2)

We wish to analyze the predictions of this model for the dynamics of cells that are 48

born with varying initial volume, v0 = v(0). To do this, we need to understand the 49

boundary conditions of Eq. (1). The initial concentration ca,0 of Cln3 is roughly 50

independent of v0 [33], consistent with it being close to an equilibrium of Eq. (1). In 51

contrast, it is the absolute number of Whi5 per cell, rather than its concentration, that 52

is roughly independent of initial cell size, as it is produced at a roughly size-independent 53

rate [33] during the budded phase, whose duration is not dependent on cell size. We 54

denote by Ni,0 this constant initial number of inhibitor molecules. How the cell 55

synthesizes Whi5 at a constant rate independent of its size is an interesting question 56

that we will not attempt to answer here. In the Supplementary Information, we show 57

that the fact that Ni,0 does not depend on v0 is crucial to maintaining size control. The 58

PLOS 2/9



solutions to Eqs. (1) and (2) are: 59

ca(t) =
κp

kd+ k
+

(
ca,0 −

κp
kd+ k

)
e−(kd+k)t

ci(t) =
Ni,0

v0
e−kt

(3)

During the period from birth to time t, the cell volume has increased from v0 to 60

v(t) = v0e
kt. In Eq. (3), the concentrations of activator and inhibitor can be 61

re-expressed in terms of volume v: 62

ca(v) =
κp

kd+ k
+

(
ca,0 −

κp
kd+ k

)(v0
v

)1+kd/k

ci(v) =
Ni,0

v

(4)

We observe from Eq. (4) that the concentration of activator increases to reach a 63

steady-state concentration, whereas the concentration of inhibitor decreases due to 64

dilution. 65

The volume of the cell increases until the activator matches the inhibitor upon which 66

the next phase of the cell cycle is entered, i.e., the final volume vf satisfies 67

ca(vf ) = ci(vf ). Fig. 1A displays the evolution in volume of both activator and inhibitor 68

for different initial cell volume v0. There are two possible generic behaviors. In the first 69

(blue and green curves in Fig. 1), the concentration of activator increases initially (as 70

observed in [33]) to reach a steady-state value that is independent of cell volume, after 71

which the end of the phase is triggered when the inhibitor concentration drops to the 72

same value. In this case, the final volume is independent of the initial volume, i.e., cells 73

are critical sizers. In the second possible behavior (yellow, orange, and red curves in 74

Fig. 1), the concentrations of the activator and the inhibitor cross while the former is 75

still increasing. In this case, the final volume does depend on the initial volume. 76

Fig 1. Model. A. Concentration of activator and inhibitor plotted as a function of cell
volume for different initial cell volumes, represented by different colors. The beginning
of the phase is marked by a square, the end by a circle. B. The final volume, defined
when the activator and inhibitor concentrations are equal, is plotted as a function of the
logarithm of initial volume. The circles of corresponding color with A are superimposed.
Inset: Time spent during the phase (normalized by multiplying by the growth rate) as a
function of initial volume. The dashed line separates the two regimes: sizer for small
initial size, and imperfect adder for larger initial size. The parameters are: κp = 1.9,
kd = 1.0, k = 0.05, Ni,0 = 60, ca,0 = 1.

The exact solution for vf is unwieldy, but there are two simple limiting regimes that 77

correspond to the qualitative behaviors described above: 78

vf ≈

{(
1 + kd

k

)
v∗, if v0 � vT

v∗ + χv0, if v0 � vT .
(5)

Here v∗ = kNi,0/κp is the volume scale determined by the basic titration mechanism, 79

χ = (1− (k + kd)ca,0/κp)
k/(kd+k)

gives the strength of the dependence of vf on v0, and 80

threshold volume separating the regimes is vT = v∗kd/(kχ). Note that because the 81

growth rate k is fixed, the cell regulates vf by controlling the duration tf of G1, and 82

Eq. 5 could equivalently be expressed as an equation for the normalized time 83

ktf = ln(vf/v0) (Fig. 1B, inset). 84
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The first line of Eq. (5) shows that for cells that are born small, v0 � vT , the 85

mechanism enforces a minimum final volume independent of the volume at birth, i.e. a 86

“critical size”, or sizer, as described in [40] for the fission yeast (Fig 1, left side of both 87

panels; note that in the inset, a constant vf corresponds to a slope of −1 for ktf vs 88

log v0). The second line shows that for cells that are born large, v0 � vT , the final 89

volume is an affine function of the volume at birth. In the limit where the initial 90

activator concentration is small, as in the simple concentration model [7, 29], the slope 91

χ = 1 and the mechanism acts as an “adder” (the “incremental” model, [25]). More 92

generally, we define an imperfect adder regime the size-control mechanism when the 93

slope in the second regime is different from 1, χ 6= 1,as in [24]. Note that the threshold 94

size vT may be very different from the typical size of cells, so that almost all cells in a 95

population may exhibit the same phenomenological pattern of size control (e.g., almost 96

all cells may be “large” in this sense). 97

Because initial inhibitor concentration decreases with increasing v0 while initial 98

activator concentration is constant, cells that are born sufficiently large (v0 > Ni,0/ca,0) 99

will have enough activator to trigger the end of G1 immediately upon birth. At this 100

point, our model breaks down and other reactions that are normally rapid compared to 101

the duration of G1 will set the timescale [27]. This breakdown of the model could also 102

explain why mother budding yeast cells, which keep on increasing in birth size 103

generation after generation, do not seem to exhibit any size-control in G1 [27]. 104

To test our predictions, we reanalyzed data on the budding yeast S. cerevisiae from 105

Schmoller et al. [33], Di Talia et al. [27], and Soifer et al. ( [28], unpublished data) (Fig. 106

2). Note that, because the growth conditions as well as the strain backgrounds are 107

different, we cannot comment on differences in the absolute value of cell volume 108

between these three independent sets of data. In their study, Schmoller et al. and Di 109

Talia et al. systematically estimated the regulation in size of small daughter cells in 110

wild-type yeast (either smaller due to growth conditions, or enriched in smaller cells 111

following a protocole established in [41]). Our model is consistent with these two large 112

and independent datasets, the one from Soifer et al plotting the volume at G1 as a 113

function of volume at birth [33], and the second one plotting the normalized time spent 114

in G1 as a function of the logarithm of the volume at birth [27], for which we also have 115

a prediction. Both sets of data show the predicted transition between the critical sizer 116

and imperfect adder regimes (Fig. 2, A and B). Soifer et al. also collected data on size 117

regulation in wild-type daughter cells (Fig. 2C, blue points), but without enriching for 118

small cells, so the critical sizer regime is not observed. 119

Fig 2. Experimental results. A. Volume at the end of G1 as a function of volume at
birth for daughter budding yeast cells. Data from [16], carbon source: ethanol,
background isogenic to W303. B. Normalized time spent in G1 as a function of the
logarithm of volume at birth for small daughter budding yeast cells. Here, the data
from [27] do not show the volume at the end of the phase at a function of the initial cell
volume, but another correlation (time spent in the phase as a function of logarithm of
volume at birth) between cell cycle parameters, that we are also able to predict.
Glucose as carbon source, background isogenic to W303, population enriched in small
daughter budding yeast cells following protocol established in [41]. C. Volume at the
end of G1 as a function of volume at birth for daughter cells. Data from [28]. Glucose
as carbon source, background isogenic to BY4741.

In addition to the wild type, Soifer et al. systematically measured the volume of cells 120

at the beginning and end of G1 for 520 single-gene knock-out mutants affecting cell size. 121

Of these 520, 490 appear, like the wild-type, to be mostly in the imperfect adder regime, 122

with little sign of the critical sizer regime. The distribution of slopes of vf vs v0 is 123

peaked around the wild-type value of χ ≈ 0.5 but broadly distributed, with standard 124
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deviation σ(χ) = 0.2 (Supplementary Fig. S1B), indicating that χ is not robust to 125

mutation. 126

The remaining 30 mutants cannot be described by a simple affine relationship 127

between v0 and vf (e.g., Fig. 2C, Dbp7 and Cdh1 mutants; see Supplementary 128

Information for all 30 mutants). For all 30, we find the pattern predicted by the model: 129

a sizer for small cells crossing over to an imperfect adder for larger ones (Fig. S2). 130

There is no specific gene ontology class that is shared by these 30 mutants (Table S1). 131

This makes sense, as processes ranging from protein degradation to ribosome biogenesis 132

all affect the dynamics of our model. The average cell size of these mutants is not 133

significantly smaller than wild-type (mean volume normalized to wild-type is 0.96 ± 134

0.13), and cannot account for the observed behavior (for instance, the Cdh1 and Dbp7 135

mutants are respectively 8% smaller and 11% larger than wild-type). This indicates 136

that the mutations are instead increasing the transition volume vT between the regimes 137

so that it lies within the typical size range. The mutants do have unusually small values 138

of the basic volume scale v∗ and unusually large values of χ (the slope of vf vs. v0 in 139

the imperfect adder regime), as well as a large ratio of degradation to growth, kd/k 140

(Fig. S1). The fact that all these parameters mutate in a coordinated way suggests that 141

mutations are canalized to act on only a few parameter combinations while leaving 142

others unchanged. 143

We have focused on the G1 phase in S. cerevisiae, but the titration mechanism of 144

cell size control may be more widespread. In general, however, the activator and 145

inhibitor may be accumulating in a compartment whose volume does not scale with the 146

overall volume of the cell. For instance, it is believed that the fission yeast S. pombe 147

divides when a protein, Cdr2, accumulates to a threshold concentration on a region of 148

the cell surface, thus setting a critical surface area, rather than a critical volume [17]. 149

To treat this case, let the volume (or area) of the compartment vc grow as a power of 150

the cell volume: 151

vc = εsv
s (6)

where s ≥ 0 is a scaling exponent, and εs is a geometrical factor with the appropriate 152

units. Our analysis then carries through, replacing v (v0) by εsv
s (εsv

s
0), and the 153

specific growth rate k by sk. The two regimes calculated in Eq. (5) become: 154

vsf ≈

{(
1 + kd

k

)
v∗s, if vs0 � vsT

v∗s + χsv
s
0, if vs0 � vsT .

(7)

with v∗s = skNi,0/εsκp the volume scale, χs = (1− (k + skd)ca,0/κp)
sk/(kd+sk)

, and 155

vsT = v∗skd/(skχs). This regulation breaks down when s = 0: in this particular case, 156

the inhibitor is never diluted, and its concentration remains ci(v) = Ni,0/ε0. Hence, 157

from Eq. (3), we observe that the end of the phase is triggered at a time tf independent 158

of initial volume: 159

tf =
1

kd
ln

(
1−Na,0kdε0/κp
1−Ni,0kdε0/κp

)
(8)

The size control is lost, and this phase is a timer. 160

We also treated the case of linear growth for a compartment that does not scale 161

linearly with cell volume (details in the Supplementary Information). Interestingly, only 162

the sizer regime is present if cell volume grows linearly in time, and the final volume 163

smoothly transits to the loss of size control (vf = v0). However, in both exponential and 164

linear growth cases, during the sizer regime, the number of activator grows as vs, and 165

the end of the phase is triggered at a constant vsf . These results are in perfect 166

agreement with the case of S. pombe, where the authors found that cell division is 167

triggered at a critical surface, and that the activator Cdr2 accumulates proportionally 168

to cell surface (case s = 2/3) [17]. 169
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Discussion 170

In this letter, we analyze the titration model of size control, in which a phase of the cell 171

cycle ends when the concentration of an activator protein exceeds a threshold set by a 172

repressor protein. We have only considered the deterministic case of a simple one-to-one 173

correspondence between the two proteins: ca(vf ) = ci(vf ). More generally, the actual 174

correspondence between the activator and inhibitor concentration that would set the 175

end of the phase can be more complicated, in the form of a non-linear function 176

ca(vf ) = f (ci(vf )). This could for instance be the case of non-stochiometric reactions, 177

where multiple interaction events between activators and one inhibitor could occur. We 178

find that as long as the initial number of inhibitor is constant, size control is maintained, 179

regardless of the functional form of the initial amount of activator. In particular, in the 180

case where Ni,0 = constant, and ca,0 = constant, the 2 regimes that we found in the 181

manuscript still hold (details of the calculation in the SI). 182

Given that these conditions are met, we predict that any single genotype will show 183

two different patterns of size control in a titration class of models, depending on the 184

initial cell volume: a critical size for small initial volumes, and an imperfect adder for 185

large initial volumes. We find this two-stage pattern in many mutant strains of budding 186

yeast, as well as in wild type situations for small(er) daughter cells. All other observed 187

mutants are consistent with the model, in that they follow the imperfect adder pattern. 188

We predict that for these mutants, careful measurement of rare small cells would reveal 189

the sizer regime; such measurements may be practical with microfluidic techniques [42]. 190

These techniques could also enable the observation of the anticipated breakdown of the 191

model for rare extremely large cells [23]. 192

While we have focused on budding yeast, the model is generic and does not rely on 193

the molecular details of the full cell cycle pathway; even in budding yeast, the activator 194

and repressor in the model may be effective quantities that do not correspond exactly to 195

Cln3 or Whi5. Indeed, nothing in the model requires that the “repressor protein” even 196

be a protein; it could just as well be any set of physical sites whose number does not 197

scale linearly with cell volume [7], such as locations on the cell membrane to which the 198

activator needs to bind to trigger division [17]. Thus, we predict that the same patterns 199

of size regulation will also be found in other species that rely on titration for size control. 200

It has recently been shown in the case of the fission yeast S. pombe that the onset of 201

division seems to be triggered at a critical surface, rather than at a critical volume [17], 202

which can be explained within our model through a different scaling of the compartment 203

with cell size. Moreover, the initiation of DNA synthesis in E. coli occurs at a critical 204

cell size, even though the cell seems to operate an adder-type size control over the whole 205

cell cycle [18], similar to the “tandem model” suggested by Tyson [43]. The cell cycle of 206

E. coli is complex for fast dividing cells, as multiple rounds of DNA replication happen 207

within the same cell. However, Wallden et al. explain the apparent adder at the whole 208

cell cycle level by different size-regulations of different phases of the cell cycle: a critical 209

size control at the onset of DNA synthesis, then a timer [18]. 210

Recently, [30] have found that budding yeast also seems to act as an adder over the 211

whole cell cycle [30]. They explain this behavior through an extended version of the 212

incremental model, with the key hypothesis that the amount of Whi5 present at birth 213

depends on the cell volume at birth, in contradiction with results from Schmoller et 214

al [33] (see discussion in SI). Another potential explanation for why cells behave as an 215

adder over their whole cell cycle, similar to the one proposed for E. coli by Wallden and 216

colleagues [18], is that different phases of the cell cycle have different size-control 217

mechanisms. In particular, the size control could be composed of a size-regulated phase 218

in G1, as explored in this letter, followed by a timer (Fig. S3). 219

PLOS 6/9



Supporting information 220

Supporting Information are available as a separate pdf file. 221

Author contribution 222

MD and DBW performed research, MD, DBW and OH designed research and wrote the 223

paper. 224

Acknowledgments 225

The authors would like to thank I. Soifer, K. Schmoller and S. Di Talia for kindly 226

providing additional experimental data. Research reported in this publication was 227

supported by the National Institute of General Medical Sciences of the National 228

Institutes of Health under Award Number R01GM115851 (O.H.) and by a Simons 229

Investigator award from the Simons Foundation (O.H.) 230

References

1. Godin, M., et al. Using buoyant mass to measure the growth of single cells. Nat
Met 2010. 7:387-390

2. Mir, M., et al. Optical measurement of cycle-dependent cell growth. PNAS. 2011.
108:13124-13129

3. Amodeo, A. A. and Skotheim, J. M. Cell-size control. Cold Spring Harb Perspect
Biol. 2015. a019083

4. Ginzberg, M. B., Kafri R. and Kirschner, M. On being the right (cell) size.
Science. 2015. 348:1245075

5. Sachsenmaier, W., Remy, U. and Plattner-Schobel, R. Initiation of synchronous
mitosis in Physarum polycephalum: A model of the control of cell division in
eukariots. Exp Cell Res. 1972. 73:41-48

6. Sompayrac, L. and Maaloe, O. Autorepressor model for control of DNA
replication. Nature. 1973. 241:133-135.

7. Fantes, P., Grant, W., Pritchard, R., Sudbery, P. and Wheals, A. The regulation
of cell size and the control of mitosis. J Theor Biol. 1975. 50:213-244.

8. Alberghina, L., Mariani, L. and Martegani E. Analysis of a model of cell cycle in
eukaryotes. J Theor Biol. 1980. 87:171-188.

9. Tyson, J. J. Size control of cell division. J Theor Biol. 1987. 126:381-391.

10. Qu, Z., MacLellan, W. R. and Weiss, J. N. Dynamics of the cell cycle:
checkpoints, sizers, and timers. Biophys J. 2003. 85:3600-3611.

11. Chen, K. C. et al. Kinetic analysis of a molecular model of the budding yeast cell
cycle. Mol Biol Cell. 2000. 11:369-391.

12. Li, B., Shao, B., Yu, C., Ouyang, Q. and Wang, H. A mathematical model for
cell size control in fission yeast. J Theor Biol. 2010. 264:771-781.

PLOS 7/9



13. Vilela, M., Morga, J. J. and Lindhal, P. A. Mathematical model of a cell size
checkpoint. PLoS Comput Biol. 2010. 6:e1001036.

14. Palumbo, P., et al. Whi5 phosphorylation embedded in the G1/S network
dynamically controls critical cell size and cell fate. Nat Com. 2016. 7.

15. Jorgensen, P. and Tyers M. How cells coordinate growth and division. Curr Biol.
2004. 14:R1014-R1027.

16. Schmoller, K. M. and Skotheim, J. M. The biosynthetic basis of cell size control.
Tr Cell Biol. 2015. 25:793-802.

17. Pan, K. Z., Saunders, T. E., Flor-Parra, I., Howard, M. and Chang F. Cortical
regulation of cell size by a sizer Cdr2p. eLife. 2014. 3:e02040.

18. Wallden, M., Fange, D., Lundius, E. G., Baltekin, O. and Elf, J. The
synchronization of replication and division cycles in individual E. coli cells. Cell.
2016. 166:729-739.

19. Moseley, J. B., Mayeux, A., Paoletti, A. and Nurse, P. A spatial gradient
coordinates cell size and mitotic entry in fission yeast. Nature. 2009 459:857-860.

20. Martin, S. G. and Berthelot-Grosjean, M. Polar gradients of the DYRK-family
kinase Pom1 couple cell length with the cell cycle. Nature. 2009. 459:852-856.

21. Taheri-Araghi, S. et al. Cell-size control and homeostasis in bacteria. Curr Biol.
2014. 25:385-391.

22. Tanouchi, Y. et al. A noisy linear map underlies oscillations in cell size and gene
expression in bacteria. Nature. 2015. 523:357-36.

23. Nobs, J.-B. and Maerkl, S. J. Long-term single cell analysis of S. pombe on a
microfluidic microchemostat array. PLoS One. 2014. 9:e93466.

24. Jun S. and Taheri-Araghi S. Cell-size maintenance: universal strategy revealed.
Tr Microbiol. 2015. 23:4-6.

25. Amir, A. Cll size regulation in bacteria. Phys Rev Lett. 2014. 112:208102.

26. Alberghina, L., Martegani, E., Mariani, L. and Bortolan, G. A bimolecular
mechanism for the cell size control of the cell cycle. Biosystems. 1984. 16:297-305.

27. De Talia, S., Skotheim, J. M., Bean, J. M., Siggia, E. D. and Cross, F. R. The
effect of molecular noise and size control on variability in the budding yeast cell
cycle. Nature. 2007. 448:947-951.

28. Soifer, I. and Barkai, N. Systematic identification of cell size regulators in
budding yeast. Mol Syst Biol. 2014. 10:761.

29. Deforet, M., van Ditmarsch, D. and Xavier, J. B. Cell-size homeostasis and the
incremental rule in a bacterial pathogen. Biophys J. 2015. 109:521-528.

30. Soifer, I., Robert, L. and Amir, A. Single-cell analysis of growth in budding yeast
and bacteria reveals a common size regulation strategy. Curr Biol. 2016.
26:356-361.

31. Adiciptaningrum, A., Osella, M., Moolman, M. C., Lagomarsino, M. C. and Tans,
S. J. Stochasticity and homeostasis in the E. coli replication and division cycle.
Sci Rep. 2015. 5:18261.

PLOS 8/9



32. Ferrezuelo, F. et al. The critical size is set at a single-cell level by growth rate to
attain homeostasis and adaptation. Nat Comm. 3:1012.

33. Schmoller, K. M., Turner, J., Koivomagi, M. and Skotheim, J. M. Dilution of the
cell cycle inhibitor Whi5 controls budding-yeast cell size. Nature. 2015.
526:268-272

34. de Bruin, R. A., McDonald, W. H., Kalashnikova, T. I., Yates, J. and Wittenberg,
C. Cln3 activates G1-specific transcription via phosphorylation of the SBF bound
repressor Whi5. Cell. 2004. 117:887-898.

35. Charvin, G., Oikonomou, C., Siggia, E. D. and Cross, F. R. Origin of
irreversibility of the cell cycle start in budding yeast. PLoS Biol. 2010.
8:e1000284.

36. Jorgensen, P. et al. The size of the nucleus increases as yeast cells grow. Mol Biol
Cell. 2007. 18:3523-3532.

37. Tyers, M., Tokiwa, G., Nash, R. and Futcher, B. The Cln3-Cdc28 kinase complex
of S. cerevisiae is regulated by proteolysis and phosphorylation. EMBO J. 1992.
11:1773.

38. Belle, A., Tanay, A., Bitincka, L., Shamir, R. and O’Shea, E. K. Quantification of
protein half-lives in the budding yeast proteome. PNAS. 2006. 103:13004-13009.

39. Elliott, S. and McLaughlin, C. Rate of macromolecular synthesis through the cell
cycle of the yeast Saccharomyces cerevisiae. PNAS. 1978. 75:4384-4388.

40. Fantes, P. Control of cell size and cycle time in Schizosaccharomyces pombe. J
Cell Sci. 1977. 24:51-67.

41. Dirick, L., Bohm, T. and Nasmyth, K. Toles and regulation of Cln-Cdc28 kinases
at the start of the cell cycle of Saccharomyces cerevisiae. EMBO J. 1995. 14:4803.

42. Rusconi, R., Garren, M. and Stocker, R. Microfluidics expanding the frontiers of
microbial ecology. Annu Rev Biophys. 2014. 43:65.

43. Tyson J. J. and Hannsgen, K. B. The distributions of cell size and generation
time in a model of the cell cycle incorporating size control and random
transitions. J Theor Biol. 1985. 113:29-62

PLOS 9/9


