N
N

N

HAL

open science

Almost sure uniform convergence of a random Gaussian
field conditioned on a large linear form to a non random
profile

Philippe Mounaix

» To cite this version:

Philippe Mounaix. Almost sure uniform convergence of a random Gaussian field conditioned on a
large linear form to a non random profile. Statistics and Probability Letters, 2019, 148, pp.164-168.

10.1016/j.spl.2019.01.018 . hal-02272062

HAL Id: hal-02272062
https://hal.science/hal-02272062v1
Submitted on 21 Oct 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial 4.0 International License


https://hal.science/hal-02272062v1
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
https://hal.archives-ouvertes.fr

Version of Record: https://www.sciencedirect.com/science/article/pii/S0167715219300240
Manuscript_a4c0b9307054ab06a345f1b7fccOb21d

Almost Sure Uniform Convergence of a Random
Gaussian Field Conditioned on a Large Linear Form to

a Non Random Profile

Philippe Mounaix

Centre de Physique Théorique, Ecole Polytechnique, CNRS, Université Paris-Saclay,
F-91128 Palaiseau, France.

Abstract

We investigate the realizations of a random Gaussian field on a finite domain
of R? in the limit where a given linear functional of the field is large. We prove
that if its variance is bounded, the field converges uniformly and almost surely
to a non random profile depending only on the covariance and the considered
linear functional of the field. This is a significant improvement of the weaker
L?-convergence in probability previously obtained in the case of conditioning on
a large quadratic functional.
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1. Introduction

This note concerns the quasi-deterministic properties of a Gaussian random
field in the limit where some linear functional of the field is large. More con-
cretely, consider the quite common situation of a random input signal modeled
by a Gaussian noise and, as an output, a linear functional of this noise (e.g.,
a weighted average, a convolution with a transfer function, a component of a
multipole moment, etc.). The question is: is there a concentration of the input
signal realizations as the output value gets large and, if yes, into what subset of
realizations and in what mathematically rigorous sense does the concentration
occur? As we will see in this note, the answer reveals a significantly stronger
concentration than the one previously obtained in the case of conditioning on a
large quadratic functional by Mounaix and Collet (2011) and Mounaix (2015).

Let ¢ be a random Gaussian field on a finite domain of R? with realizations
in a separable Hilbert space 2. Generalizing the work in Mounaix and Collet
(2011) on the concentration of Gaussian fields constrained by a large L?-norm,
it was shown in Mounaix (2015) that in the limit where a given (real) quadratic
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functional of ¢ gets large, ¢ concentrates onto a finite, low-dimensional, sub-
space $) C . More specifically, writing @ the projection of ¢ onto $, and P,
the conditional probability knowing that the quadratic functional of ¢ is greater
than some u € R, it was proved in Mounaix (2015) that for every € > 0,

(|- 2] <o) 0
u—+00 ||<,0||2 ”90”2 2

The subspace $ in which @ lives is entirely determined by both the covariance
operator of ¢ and the considered quadratic functional. In particular, if $ is
one-dimensional, @ is non random to within an overall multiplicative factor,
(abbreviated in the following as ‘@ has a non random profile’).

In this note we prove that when ¢ is conditioned on a large linear (instead
of quadratic) functional, it concentrates onto a one-dimensional subspace of
A (i.e., P has a non random profile) and the L2-convergence in probability,
as expressed by Eq. (1), turns into a considerably stronger, almost sure and
uniform, convergence.

2. Definitions and notation

Let A be a bounded subset of R, F = C (or R) the field of scalars, and
A = L*(A) @ FY the set of N-tuples {¢;(z), ¢p2(z), -, ¢n(z)} of complex (or
real) square-integrable functions on A. The inner product of 5 is defined by

b6 =Y /A (@) G () d. 2)

Let C be a positive, trace class, operator on ¢ defining the covariance operator
of a Gaussian measure on ¢ with support @(0_1/2) C 4, the domain of
C~1/2. We consider the class of zero-mean random Gaussian fields ¢ which
can be written as a generalized Karhunen-Loeve expansion (Adler and Taylor ,
2007)

+oo R
v = Z £, V20, (3)
n=1
where {v,} (n = 1,2,---) is an orthonormal basis' of 5, and the t, € F
are i.i.d. Gaussian random variables with either E(t,) = E(t2) = 0 and

E(|t,?) = 1if F = C, or E(t,) = 0 and E(t2) = 1 if F = R, where E(-)
denotes the expectation value. From a physical point of view, this require-
ment is not very restrictive as every centered Gaussian field with a continuous
correlation function has an expansion of this form (Adler and Taylor , 2007).
Let T be a linear functional over a subspace of 57 such that TCY? is in
the (continuous) dual of J#. By the Riesz representation theorem, one has

Isuch a basis exists as ./ is a separable Hilbert space



CY2T € # and ||CY2T|2 = TCY2(CV/2T) < +00. As we want to condition
© on a large T'(y), first we must make sure that T'(¢) does exist, at least almost
surely. This is done by the proposition,

Proposition 1. |T(¢)| < 400 almost surely.

PROOF. From the expression (3) of ¢ and 2(C~1/2) being the support of the
Gaussian measure defined by the covariance operator C', one gets

+oo
ICY2015 = D tal? < +oo, (4)

n=1

almost surely, and by Cauchy-Schwarz inequality and ||C' 1/ 2T||a < 400, one has

400 R
> tnTC’UQ(un)‘
n=1
+oo 1/2 +oo 1/2
(Z |T@1/2(,,n)|2> (Z Itn|2>
n=1 n=1

400 1/2
ICY2T <Z Itn|2> < oo, (5)

n=1

T(o)l

IN

almost surely, where we have used Y, [¢(v,) 2 =X, ¢(Vn)vn(¢) = ¢(¢) = ||¢]|3
for any ¢ € 2.

In order to deal with both cases F = C and F = R at once, we use the notation
|s|lr = |s| (resp. |s|p = s) for s € F and F = C (resp. F = R). Since T(p) exists
almost surely (see Proposition 1), we can now define ¢,, the conditional random
field ¢ knowing that |T'(p)|r > u. By choosing the orthonormal basis {v,} in
Eq. (3) such that

CRT
V= —5——, (6)
ICY2T
one gets
o T(y)
t1 = v (C 1/2 = — , 7
N N T "

and from (7) and the statistical independence of the ¢, it follows that the condi-
tional field ¢, can also be written as the Karhunen-Loeve expansion (3) in which
t1 is replaced with the corresponding conditional random variable ¢, knowing
that |t > ul|CY/2T|51. Let p € [0,+00) be the random variable, indepen-
dent of the ¢, with n > 2, defined by |t |z = (p 4+ u||C/2T||;2)"/2. In the
following we will not need the full expression of the probability distribution?

2If F = C, p is an exponential random variable with parameter 1 independent of u. If
F = R, the PDF of p depends on u but is supported on [0, +00) independent of u and tends
pointwise to an exponential distribution with parameter 1/2, independent of u, as u — +oo.



of p but only the fact that its support [0, 4+00) is independent of u, which can
easily be checked from the distribution of ¢,, as obtained from the Gaussian
distribution of ¢;, and the change of variable ¢, — p. The point is that we can
fix p € [0,+00) regardless of the value of u, making it possible to let u — 400
at fixed p € [0, +00).

Finally, we write || - ||oo the sup-norm defined by

[l = masx_ sup i),

where 1, () is the mth component of 1 (x) ,and P("Z2) the Gaussian product
probability measure of the t,, with n > 2.

3. Almost sure uniform convergence of ¢ in the large |T(¢)|r limit

We are interested in the behavior of ¢, in the large u limit. Let g = ¢??CT
where @ = argt, (0 is uniformly distributed over [0,27) if F = C, and § = 0
if F = R and w > 0). Note that % has a non random profile as CT is non
random and P lives in the one-dimensional subspace of .7 spanned by CT.
Let Cpp(2,y) = Elpm(x)pp(y)*]. The main result of this note is the following
proposition:

Proposition 2. If Cy, ,m(x,x) is bounded on x € A and 1 < m < N, then for
all (fized) p and 0 one has

IP<"22>< Jim H Pu P
u=too || |lpullz  [1?ll2

OO:O):L (8)

PRroOF. First, we prove some useful inequalities. Let a,, (n = 1,2,...) a se-
quence of numbers such that Y7 |a,|> < +oo. Assume that Chp, () is
bounded on z € A, 1 <m < N, and write maxi<m<n Supgep Crm,m (2, 2) = A2,
Write (CY/2u,,) () the mth component of C/2v,, € S at z € A. By Cauchy-

Schwarz inequality one has
+00 /2 /oo 1/2
< (Z |an|2> (Z |(Cl/2yn)m(37)|2>
n=1

n=1

+oo R
> an(CVP0)m (@)
n=1

2

1o 1/2 too 1/
= \/Crnom (2, T) <Zan2> §A<Zan2> , (9)

where we have used 3. [(CY21,)n(2)[> = Cpun(z, ). Integrating the square
of (9) with a; = 0 over x € A and summing over m from 1 to N yields

Too 1/2
< AV/NIA] (Z |an|2> : (10)
2

n=2

+oo
g anC’l/Qun
n=2




From Minkowski inequality, (6), and (10) one gets

< el +
2

—+oo
2C 20,
= 2

—+oo
Z anC’l/QVn
2

n=2
ICTI IS, e
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and, for |aq| large enough,
+00 y too
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ZanC Un a1C 41y , ZanC Un
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2 2
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‘ 1‘ Hcl/zj ||2 | ‘ <nz_| ‘ ) ( )

Now, we use these inequalities to prove (8). Since Y/ 1 tn|> < +oo almost
surely (see Eq. (4)), we can take a, = t,/|¢ull2 (n > 2) in Eq. (9) for almost
all the realizations of {t,,}. Taking then

tu o |CY2T ||,
loull2 1CT |

and using the Karhunen-Loeve expansion of ¢, and Eq. (6) to write ¥ as p =
e||C/2T||,C?vy, one gets, for all ¢, and almost all the realizations of {t,}
(n>2),

a; =

1/2

NTel%2:
tu _ezQHCA T||2 . Z't |2
el 1CTT H%n% 2

H ||<pu\|2 ||<PH2

(13)

where we have used the fact that the bound on the right-hand side of (9) does

not depend on x and m. Write B = ||C'/2T||2/||CT||z and D = AB\/N[A]|.

From Egs. (11) and (12) with a; = ¢, and a, = t, (n > 2), one gets the
estimates

B [tw] B
s < < T )
14 Dty =1 (2025 [ta)1/2 7 lleulla ™ 1= DIt |71 (2025 [tal?)1/2

and

2
B ) 12
n2< n=21"1 , 15
[ u||2z' | —<|tu|—D< S [tal?) 2 1

2 n=2



valid for almost all the realizations of {t,} (n > 2) and all ¢, with u large
enough. Now, it follows from (14), (15), and the expression of B, that for all p
and 6, and almost all the realizations of {t,,} (n > 2)

ty L ||CL/2T
u=+o0 [y |2 ICT |l
and
1 XX
lim —— Y [t,[?=0, (17)
u=too [|oyl[3 ,; !
which, once injected onto the right-hand side of (13), yields
lim |2~ | —p, (18)
u=toe || loullz @2 llo

valid for all p and 6, and almost all the realizations of {t,} (n > 2), which
completes the proof of Proposition 2.

Convergence of ¢/||¢||2 to B/ ||@||2 could also have been obtained from the results
in Mounaix (2015) on the concentration properties of a Gaussian field condi-
tioned on a large quadratic functional O(p, ) by taking O(p, ) = |T(p)|?.
But, as mentioned in the introduction, the convergence would have been much
weaker as can be seen by comparing Eqgs. (1) and (8). The price to pay to
get the stronger convergence (8) is the mild extra condition that the variance
Cnm(z, ) be bounded on = € A and 1 < m < N. This is not required by (1)
which needs the conditions imposed on C and T in Sec. 2 only (for details, see
Mounaix , 2015).

4. Application to a Gaussian field with a large nth derivative

Take 5 = L?(A) ® C (complex scalar fields) with A a closed subset of R.
Write C(z,y) = E[p(x)e(y)*]. One has the following proposition,

Proposition 3. IfC(x,z) is bounded on x € A and 9*"C(x,y)/0z"0Y" | s—y=z0
exists at some given xo € A (with n > 0 an integer), then o™ (x4) exists almost
surely and
p(x) oio _9"Cl@, 20)/0xy
el 10mC (-, z0) /O ||2”

in sup-norm and almost surely as |o™ (20)| — +o0, where 0 is a random phase
uniformly distributed over [0, 2m).

(19)

PROOF. The proof is a direct application of Propositions 1 and 2 taking for T'
the nth derivative (in the sense of distributions) of the Dirac mass at .

In the case of a real scalar field and n = 0, this result has been known for long
(see e.g. Adler , 1981, Sects. 6.7 and 6.8), but for a smaller class of smoother
fields, with a twice derivable correlation function at x = zg, and with a much
weaker pointwise convergence in law.



Acknowledgments

The author warmly thanks Pierre Collet and Satya N. Majumdar for interest
as well as for useful discussions on related subjects.

References

Mounaix, Ph., Collet, P., 2011. Linear amplifier breakdown and concentration
properties of a Gaussian field given that its L?-norm is large. J. Stat. Phys.
143, 139-147.

Mounaix, Ph., 2015. Quasi-deterministic properties of random Gaussian fields
constrained by a large quadratic form. J. Stat. Phys. 160, 561-582.

Adler, R. J., Taylor, J. E., 2007. Random fields and geometry. Springer Mono-
graphs in Mathematics. Springer, New York.

Adler, R. J., 1981. The geometry of random fields. Wiley Series in Probability
and Mathematical Statistics. Wiley, Chichester.





