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ABSTRACT

The interactions between the soil, biosphere, and atmosphere (ISBA) land surface parameterization scheme
has been modified to include soil ice. The liquid water equivalent volumetric ice content is modeled using two
reservoirs within the soil: a thin surface layer that directly affects the surface energy balance, and a deep soil
layer. The freezing/drying, wetting/thawing analogy is used, and a description of the modifications to the ISBA
force–restore scheme, in particular to the hydrological and thermal transfer coefficients, is presented. In addition,
the ISBA surface/vegetation scheme is coupled to a multilayer explicit diffusion soil heat and mass transfer
model in order to investigate the accuracy of the force–restore formalism soil freezing parameterization as
compared with a higher-order scheme.

An example of the influence of the inclusion of soil freezing in ISBA on predicted surface and soil
temperatures and surface fluxes is examined using prescribed atmospheric forcing from a micrometeorological
case study that includes freeze–thaw cycles. Surface temperature prediction is improved in comparison with
the observed values, especially at night, primarily from the release of latent heat as the soil freezes. There
is an improvement in the overall surface flux prediction, although for some specific periods there is increased
error in the prediction of various components of the surface energy budget. Last, the simplified force–restore
approach is found to produce surface flux and temperature predictions consistent with the higher-resolution
model on typical numerical weather prediction model timescales (on the order of several days to two weeks)
for this particular site.

1. Introduction

The importance of the characterization of the land
surface for meteorological numerical models has been
gaining attention in recent years. The Project for In-
tercomparison of Land Surface Parameterization
Schemes (PILPS) has examined the current state of so-
called Soil–Vegetation–Atmosphere Transfer (SVAT)
schemes through various international intercomparison
studies (Henderson-Sellers et al. 1993, 1995). Re-
cently, PILPS has underscored the importance of mod-
eling cold-climate land surface processes, as most
land surface model validation or test studies to date
have emphasized tropical and midlatitude climates.

Corresponding author address: Aaron A. Boone, Météo-France,
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Schlosser et al. (2000) analyzed simulations by 21 re-
search and operational SVAT schemes under the aus-
pices of PILPS for an 18-yr off-line (driven by at-
mospheric forcing as opposed to being coupled to a
parent atmospheric model) simulation. It was deter-
mined that the parameterization of frozen soil (or lack
of such a parameterization) was a cause for consid-
erable model disagreement in predicted soil moisture,
which, in turn, was related to disparity in predicted
surface fluxes. The treatment of soil freezing processes
was also shown to have long-term effects on model
variability.

Several studies have been recently done that specif-
ically address the soil ice parameterizations in SVAT
schemes. Slater et al. (1998) showed the importance of
including soil ice processes in the Best Approximation
of Surface Exchanges (BASE) SVAT scheme for climate
model timescales (multiyear simulations) using off-line
experiments. The degree of freezing of the soil that
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occurred during the winter months influenced the par-
titioning of precipitation and/or snow meltwater into
either runoff or infiltration that, in turn, affected soil
moisture and surface fluxes of heat and moisture into
the summer season. Cox et al. (1999) incorporated soil
freezing physics into the U.K. Meteorological Office
Surface Exchange Scheme (MOSES) SVAT coupled to
a climate model and obtained improved atmospheric
simulations for high-latitude regions, primarily from la-
tent heat release from soil water phase changes. Giard
and Bazile (2000) obtained improved forecast scores
from the inclusion of a soil ice scheme in the interactions
between the soil, biosphere, and atmosphere (ISBA)
SVAT scheme coupled to the French operational nu-
merical weather prediction (NWP) model ARPEGE
(Action de Researche Petite Echelle Grande Echelle)
(Courtier and Geleyn 1988).

ISBA is a so-called force–restore model (Deardorff
1977, 1978), in which the physics of the land surface
have been simplified in an attempt to optimize the bal-
ance between the computational speed (for NWP mod-
els) and the representation of what are deemed to be
the most important processes (Noilhan and Planton
1989; Noilhan and Mahfouf 1996, hereinafter referred
to as NP89 and NM96, respectively). The force–restore
coefficients are oftentimes calibrated using more com-
plex or higher-resolution explicit soil schemes (e.g.,
Dickinson 1984; NP89; Boone et al. 1999), or the ac-
curacy of the model solutions is examined by comparing
them with those obtained using relatively high resolu-
tion models (Deardorff 1978). In the same spirit, a rel-
atively high resolution soil model [ISBA-Diffusion
(ISBA-DF)], which uses the same basic underlying
physics as force–restore ISBA (ISBA-FR), is coupled
to the ISBA atmospheric surface layer/vegetation
scheme in order to examine how well a model using
the force–restore formalism can reproduce the effects
of soil ice with respect to a higher-resolution model.

This study is an extension of the work done by Giard
and Bazile (2000) in that their baseline single-ice res-
ervoir model is used but with some modifications. A
more general two-layer approach is used here, because
this distinction was found to be especially important for
extreme cold outbreaks. The soil hydrological param-
eterization was also modified to account for soil freez-
ing. This paper is divided into seven additional sections:
a general review of the current representation of soil ice
used by SVATs, a description of the modifications and
additions required for the inclusion of soil ice into
ISBA-FR, a brief description of ISBA-DF, a presentation
of a case study used to demonstrate model performance,
results from numerical experiments, a discussion, and
conclusions.

2. Current representation of soil ice in SVATs

The representation of soil ice in SVATs is relatively
simple in comparison with state-of-the-art soil models

that are fully devoted to detailed soil heat and mass
transfer simulations: a discussion of basic modeling ap-
proach differences between such detailed models and
SVATs is given by Slater et al. (1998). The soil ice
representation in SVATs can currently be broken into
two rather broad categories, so-called explicit and im-
plicit schemes.

Implicit soil ice schemes do not keep track of the
actual quantity of soil ice, but rather model the effect
of subfreezing soil temperatures on mass and possibly
heat transfers within the soil and at the surface in a
relatively simple fashion. A temperature-dependent
empirical formulation for the reduction of the soil hy-
draulic conductivity is used by some implicit-ice
schemes to increasingly limit vertical soil water fluxes
(including infiltration and drainage) as the soil tem-
perature depression (below freezing) increases (Sellers
et al. 1996; Boone and Wetzel 1996), or these fluxes
are effectively shut off when the corresponding soil
temperature falls below freezing (Koster and Suarez
1996). Some implicit schemes [such as Biosphere–At-
mosphere Transfer Scheme, or BATS (Dickinson et al.
1993)] allow some effects of latent heating from as-
sumed phase changes.

Explicit schemes typically use a freeze/thaw, dry-
ing/wetting analogy to model changes to the soil hy-
draulic conductivity and matric potential of the soil.
Darcy’s law can be used to model liquid water transfer
in a frozen soil in conjunction with this analogy to a
good approximation (Kane and Stein 1983; Spans and
Baker 1996). Such schemes can be further character-
ized in three basic classes. Schemes in the first class
consume most or all of the available energy for latent
heating, resulting in little to no sensible heating dur-
ing phase change episodes such that the soil temper-
ature rests at or near the freezing point until all avail-
able liquid water has been converted to ice (e.g., Ver-
seghy 1991; Thompson and Pollard 1995; Bonan
1996). Schemes in the second class use simple ex-
pressions to parameterize the partitioning of these en-
ergies such that sensible heating can be a significant
part of the soil energy balance during phase changes
(Cogley et al. 1990; Pitman et al. 1991; Slater et al.
1998; Giard and Bazile 2000). A third, slightly more
complex class of schemes partitions the available en-
ergy based on consideration of an explicit relationship
between the soil unfrozen water content and temper-
ature (Cox et al. 1999; Cherkauer and Lettenmaier
1999; Koren et al. 1999). The importance of this dis-
tinction with respect to ISBA is examined in a sub-
sequent section of this paper. The scheme described
in the current study falls into the second class and is
described in the next section.

3. ISBA: Force–restore model
A description of the baseline version of the SVAT

scheme called ISBA can be found in NP89 and NM96:
only descriptions of the modifications and additions nec-
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essary for the inclusion of the two-reservoir soil ice
scheme are presented in this paper.

There are seven prognostic equations that describe
the exchanges of heat and water among the soil, veg-
etation, and atmosphere over a column representative
of a point or model grid box. Surface soil/vegetation

and deep soil (or restore) temperatures, Ts and Tp, a
vegetation liquid water interception store, Wr, topsoil
and deep soil column volumetric liquid soil water con-
tents, ws and wp, and surface and subsurface liquid water
equivalent volumetric ice contents, wsf and wpf , respec-
tively, are described by

]T 2ps 5 C*[R 2 H 2 LE* 2 L (M 2 F )] 2 (T 2 T ), (1)T n f s sw s p]t t

]T 1p
5 (T 2 T ) 1 C*L F , (2)s p G f pw]t t

]Wr 5 vegP 2 E 2 R (0 # W # W ), (3)r r r rmax]t

]w C* 1 C*s 1 25 [(1 2 veg)P 2 E 1 R 1 M ] 2 (F 1 R*) 2 (w 2 w* ) (w # w # w 2 w ), (4)gl r s sw s s seq min s sat sf]t d r d r ts w s w

]w 1p
5 [(1 2 veg)P 2 E 2 E* 1 R 1 M 2 F 2 R*]gl tr r s pw p]t d rp w

C32 max(0, w 2 w*) (w # w # w 2 w ), (5)p fc min p sat pft

]w 1sf
5 (F 2 E ) (0 # w # w 2 w ), (6)sw gf sf sat min]t d rs w

and

]w 1pf
5 F (0 # w # w 2 w ). (7)pw pf sat min]t (d 2 d )rp s w

A concise description of symbols and the corresponding
mks units can be found in appendix C. All of the co-
efficients and terms that have been directly modified in
Eqs. (1)–(5) relative to the model presented by NP89
and NM96 to allow the inclusion of soil ice are denoted
using an asterisk (*) superscript, and new variables are
underlined. The governing equations for two additional
variables relative to the model presented by NM96 are
given by Eqs. (6) and (7). Details related to the snow
parameterization scheme can be found in Douville et al.
(1995).

a. Soil ice evolution

Local changes of the liquid water equivalent volu-
metric ice content of the soil [Eqs. (6) and (7)] arise
solely from soil water phase changes and sublimation
of surface-layer soil ice. The phase change terms rep-
resent mass fluxes (kg m22 s21) from either soil ice
production or melt, and are expressed for the surface
and deep soil layers as

F 5 (1 2 p )(F 2 F ) and (8a)sw nc sf sm

F 5 (1 2 p )(F 2 F ), (8b)pw nc pf pm

respectively. The first subscript of the phase-change
terms (F) represents either the surface (s) or deep-soil
(p) layer, and the second one indicates melting (m) or
freezing ( f ). The surface temperature is representative
of the uppermost reaches of the combined snow/vege-
tation layer when the bare-soil portion of the grid box
is completely snow covered (i.e., when the soil snow
cover fraction, pnc, is unity). The assumed snow depth
for total coverage of the bare soil generally is suffi-
ciently large that the restore temperature is also repre-
sentative of a snow/vegetation layer above or excluding
the soil if the snow pack is sufficiently deep. Latent
heating/cooling of the soil from phase changes of soil
water therefore does not occur in the limit as the surface
becomes totally snow covered from Eqs. (8a)–(8b).

The relatively simple so-called energy consumption
method for phase change used by ISBA is utilized by
other SVAT schemes and most closely resembles those
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described by Cogley et al. (1990), Pitman et al. (1991),
and Slater et al. (1998). A soil water phase change is
modeled to occur if, at the end of a time step, there is
available energy and sufficient mass. Ice production
from soil water freezing and reduction from melting are
parameterized for the surface layer as

F 5 (1/t ) min[K e max(0, T 2 T )/C L ,sf i s sf f s I f

r d (w 2 w )] and (9a)w s s min

F 5 (1/t ) min[K e max(0, T 2 T )/C L ,sm i s sm s f I f

r d w ], (9b)w s sf

and for the deep soil layer as

F 5 (d /t ) min[e max(0, T 2 T )/C L ,pf pf i pf f p I f

r (d 2 d )(w 2 w )] and (10a)w p s p min

F 5 (1/t ) min[e max(0, T 2 T )/C L ,pm i pm p f I f

r (d 2 d )w ], (10b)w p s pf

where the triple point temperature is represented by Tf

(273.16 K), Lf represents the latent heat of fusion of
water, and CI is the ice thermal inertia coefficient [Eq.
(B3)]. The liquid equivalent soil ice can fill the soil pore
space up to the porosity less a minimum volumetric
liquid water content defined as wmin 5 0.01 (m3 m23).
The total liquid water content of the soil is simply the
sum of the soil water liquid and liquid equivalent ice
components.

PHASE CHANGE COEFFICIENTS AND PARAMETERS

The dependency on the insulating effects of the can-
opy on the surface is modeled in Eqs. (9a)–(9b) as

veg LAI
K 5 1 2 1 2 . (11)s 1 21 2K K2 3

The dimensionless coefficients related to the vegetation
have the values K2 5 5.0 and K3 5 30.0 (Giard and
Bazile 2000). The most direct effect of vegetation cover
from Eqs. (9a)–(9b) and (11) is to slow the freezing rate
of soil water as the vegetation canopy is augmented (i.e.,
larger values of LAI and veg). This results as energy
not used for phase change is assumed to cool/warm the
vegetative portion of the lumped soil–vegetation layer.
The parameter t i (s) in Eqs. (9a)–(10b) represents the
characteristic timescale for phase changes, which is re-
lated to the rate of freezing in the soil. The value used
in this study is 3300 s.

The phase change coefficients, e, introduce a depen-
dence on the water mass available for phase changes
and are expressed for the jth soil layer as

e 5 (w 2 w )/w (0 # e , 1) and (12a)j f j min sat j f

e 5 w /(w 2 w ) (0 # e # 1), (12b)jm jf sat min jm

for soil water freezing and ice melting, respectively. The

result of the dependence on soil water content from Eqs.
(12a–b) is that a soil layer with a large (small) frozen
water fraction can cool (warm) more rapidly than a soil
layer with the same thickness and total water content
but less soil ice. Soil water freezing ceases from Eq.
(12a) when the liquid soil water content value falls be-
low the minimum threshold (wmin).

The deep-soil phase change (freezing) term is multi-
plied by a factor (dpf ) that essentially limits ice production
during prolonged cold periods. It is defined as

1 z , zf f maxd 5 (13)pf 50 z $ z .f f max

Ice production can continue up to a maximum threshold
defined as zf max, which represents the maximum depth
to which the effects of the restore temperature (Tp) ex-
tend. It is defined as

zf max 5 4/( cg),C*G (14)

where represents the soil thermal inertia includingC*G
soil ice (see appendix A for details). The effective depth
of soil ice penetration (m) within the soil column is
estimated from

wpf
z 5 d (0 # z , d ). (15)f p f p1 2w 1 wpf p

When the effective depth of soil ice exceeds the max-
imum limit, freezing ceases.

b. Soil water transfer and runoff

The hydrological fluxes and runoff/drainage are eval-
uated by assuming soil ice becomes part of the solid
soil matrix. This is accomplished by defining the mod-
ified porosity (e.g., Johnsson and Lundin 1991; Slater
et al. 1998) as

w* 5 w 2 w (w # w* # w ), (16)sat j sat f j min sat sat

where wsat is the total soil porosity. The volumetric liq-
uid water content values fall into the range wmin # w
# , where represents the maximum holding ca-w* w*sat sat

pacity for liquid water in the soil.
Surface ( ) and total ( ) runoff (kg m22 s21) resultsR* R*s p

when the corresponding soil layers are saturated. The
effective liquid water holding capacity of the soil layers
is reduced following Eq. (16) so that runoff can be
augmented relative to an ice-free soil subjected to the
same combined precipitation and canopy drip rate.

The field capacity (wfc) and wilting point (wwilt) vol-
umetric water contents are defined from the Brooks and
Corey (1966) relationships between the soil volumetric
water content and the matric potential and hydraulic
conductivity with the residual water content parameter
set to zero (Clapp and Hornberger 1978). These param-
eters are modified when soil ice is present using the
modified soil porosity from Eq. (16) so that
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1/(2b13)w* 5 w* (k /k ) 5 w (w* /w )fc sat fc sat fc sat sat

(0 , w* # w ) and (17a)fc fc

21/bw* 5 w* (c /c ) 5 w (w* /w )wilt sat c sat wilt sat sat

(0 , w* # w ), (17b)wilt wilt

where critical soil water potential at the permanent wilt-
ing point for plants (cc) is defined as 2150 m (Mahfouf
and Noilhan 1996), and the field capacity is defined
following Wetzel and Chang (1987) assuming a hy-
draulic conductivity (kfc) value of 0.1 mm day21. The
soil saturation matric potential or suction (csat), slope
of the soil water retention curve (b), and saturated hy-
draulic conductivity values (ksat) are defined from Clapp
and Hornberger (1978) as a function of soil texture.

Hydraulic conductivity decreases relative to that in a
thawed soil as the temperature drops below freezing,
most likely because of impedance of liquid flow due to
the presence of ice particles (Burt and Williams 1976)
and possibly increased viscosity of soil water (Kane and
Stein 1983). Drainage [last term in Eq. (5)] is param-
eterized as a function of hydraulic conductivity in ISBA
(Mahfouf and Noilhan 1996), so that it is reduced in
accordance with the decrease in liquid soil water holding
capacity [Eqs. (16) and (17a)]. The effect of reducing
the wilting point [Eq. (17b)] on evaporation is discussed
in a subsequent section of this paper.

FORCE–RESTORE COEFFICIENTS

The hydrological force–restore coefficients that con-
trol the surface response to water sources/sinks, , andC*1
vertical diffusion of liquid soil water, , and the sur-C*2
face soil water content at the balance of gravity and
capillary forces (ws eq) are modified because of the
change in the liquid water holding capacity of the soil
in the presence of soil ice. The thermal inertia coeffi-
cient, , is also modified by the presence of soil iceC*T
because of changes in the soil thermal inertia ( ).C*G
Expressions for the force–restore coefficients can be
found in appendix B. The coefficients are plotted as a
function of volumetric water content in Fig. 1 for three
soil textures using the parameter values from Noilhan
and Lacarrère (1995). Solid thick curves are shown for
ice-free conditions (wjf 5 0), and thin curves with
opaque symbols represent values using a fixed frozen
fraction of 50% (wjf 5 wj) while varying the total water
content (ice and liquid).

The surface hydrological coefficient ( ) increasesC*1
as the liquid water content of the surface layer (ws) is
transformed into soil ice, which is analogous to drying
the soil as water in the liquid phase is reduced (Fig. 1b).
In contrast, is reduced as the ice fraction in theC*1
surface soil layer increases because of a correspondingly
smaller value in [Eq. (B4c)]. Here, is plottedC* C*1sat 1

as a function of the surface volumetric liquid water con-
tent in Fig. 2 for a constant total water content at sat-

uration and at 95% of saturation for three soil textures.
For total water content values lower than approximately
90%–95% of saturation, is always larger than C1 forC*1
the same total water content when ice is present. The
drying effect (increases in relative to C1) dominatesC*1
except when the total water content is within a few
percent of saturation: decreases as the frozen fractionC*1
increases. This results in a negligible restoring force
over the entire range of the freezing fraction in the limit
as the surface layer pore space is completely filled.

The primary impact of soil ice on the subsurface soil
water vertical diffusion term ( ) is to reduce verticalC*2
diffusion (or restore) of liquid soil water from the deep
soil into the surface layer. Note that for a sufficiently
cold period, ws can rapidly decrease because of the pro-
duction of soil ice, whereas changes in wp occur on a
much slower timescale. Because and depend onC* w*2 seq

wp, an upward liquid soil water flux can be induced
from the creation of a liquid soil water gradient, re-
sulting in a net increase in total near-surface soil water.
Although this process has been observed (see, e.g., Kane
1980; Kane and Stein 1983; Johnsson and Lundin 1991),
it tends to be exaggerated using a diffusion parameter-
ization that depends solely on liquid water content be-
cause there is no impedance of fluid flow from aug-
mented surface ice content. Parameterizations assuming
a nonlinear dependence on soil ice have been proposed
(e.g., Jame and Norum 1980; Johnsson and Lundin
1991) to limit this vertical diffusion, but this introduces
an additional model parameter. For simplicity, the C*2
coefficient is multiplied by a factor that is linearly re-
lated to the surface ice [Eq. (B5)]. Using this factor,
diffusion decreases in response to an increase in the
surface ice fraction and ceases if surface soil ice fills
all available pore space. Here, C2 is plotted as a function
of the deep soil layer water content in Fig. 1c assuming
that wsf is zero.

The soil thermal inertia, , is modified in a mannerC*G
that is similar to the hydrological coefficients in that the
coefficient behaves as if the soil were drying with re-
spect to the deep-soil liquid water content when the
fraction of frozen water increases. In addition to this
change, explicitly includes the heat capacity andC*G
thermal conductivity of soil ice. The thermal inertia co-
efficient is shown as a function of total volumetric water
content in Fig. 1a, along with the corresponding thermal
inertia value for soil ice, CI (calculated using the con-
stants defined in Table 1). Even though the thermal in-
ertia of ice is lower than that of the combined soil min-
eral and water components (CG) for liquid water content
values below approximately field capacity, the drying
effect dominates so that the primary effect of soil ice
is to augment the soil thermal inertia ( ) relative toC*G
the ice-free CG value for the same total soil water con-
tent, except for soils that have rather low total water
contents.
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FIG. 1. The soil thermal inertia CG (106 m2 K J21), hydrologic force–restore coefficients C1 and C2,
and the surface volumetric water content at the balance of gravity and capillary forces wseq (m3 m23)
are shown as a function of total volumetric water content for three soil textures using the Clapp and
Hornberger (1978) soil classification scheme. Solid thick curves represent values for ice-free conditions,
and the thin curves with opaque symbols represent corresponding values assuming a constant ice fraction
of 50% of the total water content. The soil ice thermal inertia coefficient (CI) is shown in (a).

c. Evapotranspiration

The total latent heat flux (LE*) in Eq. (1) can be
expressed as

LE* 5 LE* 1 LE*y g

5 L (E 1 E* 1 E ) 1 (L 1 L )E , (18)y r tr gl y f g f

where Ly and Lf are latent heats of vaporization and fu-
sion, respectively. Evaporation of liquid water intercepted
by vegetation, transpiration, and bare-soil evaporation are

given by Er, , and Egl, respectively (see NM96 orE*tr
NP89 for a thorough description of these terms).

Surface resistance in the formulation of transpiration
(Etr) is proportional to the soil water stress term, which is
written as a function of root-zone layer soil moisture as

w 2 w*p wiltp
u* 5 (0 # u* # 1). (19)p p(w* 2 w* )fcp wiltp

The factor is applied to the stomatal resistance foru*p
both the Jarvis (NP89) and the physiological stomatal
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FIG. 2. The hydrologic force–restore coefficient C1 as a function
of the surface soil volumetric liquid water content, ws, assuming a
constant total soil water content at saturation (thick solid curves) and
at 95% of saturation (thin dotted curves with opaque symbols) for
three soil textures. The volumetric ice content (wsf ) decreases as the
liquid content increases.

TABLE 1. Physical constants used in ISBA for soil ice.

Symbol
Units
(mks) Value Description

ci

ri

li

J kg21 K21

kg m23

W m21 K21

2106
900

2.22

Ice specific heat
Ice density
Ice thermal conductivity

resistance or so-called A-gs methods (Calvet et al. 1998)
employed by ISBA. This factor decreases with the in-
clusion of soil ice, which causes a decrease in transpi-
ration.

Sublimation of soil ice (Egf ) is a new term with
respect to the ISBA baseline scheme, and it is ex-
pressed as

E 5 [w /(w 1 w )](1 2 p )(1 2 veg)g f g f g f g nc

3 r C V [h q (T ) 2 q ]. (20)a H a u sat s a

The first term on the right-hand side of Eq. (20) rep-
resents the surface layer soil ice fraction. The subli-
mation is simply evaluated using the lumped humidity
(hu) over the frozen and ice-free portions of the surface.

4. ISBA-DF: Explicit multilayer model

A relatively high-resolution explicit soil model based
on the parameterizations of Philip and de Vries (1957)
and de Vries (1958) is coupled to the ISBA surface/
vegetation parameterization schemes resulting in the so-
called ISBA-DF (ISBA-explicit vertical diffusion) mod-
el. In order to facilitate the comparison with ISBA-FR,
many simplifying assumptions were made with respect
to ISBA-DF. The heat and water transfers are decoupled:

heat transfer is solely along the thermal gradient, while
water transfer is induced by gradients in total hydraulic
potential (or head). Only the vertical component of the
transfer equations is considered. Such assumptions are
rather standard of SVAT schemes that use multilayer
(defined here as four or more) approaches for climate
modeling (e.g., Abramopolous et al. 1988; Thompson
and Pollard 1995; Bonan 1996; Cox et al. 1999), me-
soscale modeling (e.g., Avissar and Pielke 1989; Wetzel
and Boone 1995), or operational numerical weather pre-
diction (e.g., Viterbo and Beljaars 1995; Chen et al. 1996).
In essence, ISBA-DF represents the explicit or nonforce–
restore version of ISBA because all of the underlying
assumptions used to calibrate the heat and mass transfer
force–restore coefficients are retained in ISBA-DF.

Governing equations

The governing equations for the heat and mass trans-
fer at the surface and within the soil for ISBA-DF for
N soil layers are written as

]Tsc 5 R 2 H 2 LE 2 G , (21)s n 0]t

]Tj
Dz c 5 G 2 G 1 L F , (22)j g j j21 j f jw]t

]w 1Lj
Dz 5 F 2 F 2 (E 1 E 1 F )j j j21 jtr gL jw]t rw

(w # w # w ), (23)min Lj sat

]w 1Ij
Dz 5 (F 2 E )j jw gI]t rw

(0 # w # w 2 w ), (24)Ij sat min

where the subscript j represents the soil layer (j 5 1,
N). The largest grid resolution is near the surface in
order to resolve better the relatively large vertical gra-
dients of heat and liquid water there (see Fig. 3). The
surface energy balance is described by Eq. (21), where
cs represents the effective heat capacity of the surface
biomass or litter layer slab (Bhumralkar 1975; Black-
adar 1979). Although closely related to the (inverse of
the) thermal inertia used by the force–restore method
[ in Eq. (1)], cs can be viewed as a resistance to21C T

changes in surface temperature, thereby representing the
ability of the bulk surface medium to transfer heat to
or from the atmosphere (McNider et al. 1994). The sur-
face temperature, Ts, is assumed to be constant through
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FIG. 3. Schematic diagram of ISBA in force–restore (ISBA-FR:
left side) and multiple-layer (ISBA-DF: right side) modes. The soil
depths (z) used for the current study are shown on the right side of
the diagram in meters. Note that z0 corresponds to the soil surface.
The ISBA-DF soil layer depths are shown on the right side of the
diagram (for a total of N 5 8 layers). Surface (Ts) and soil temper-
atures (Tp and T ), liquid water content (ws, wp, and wL), ice content
(wsf , wpf , and wI), and soil heat (G ) and liquid water (F ) fluxes are
indicated.

this surface layer, and acts as an upper boundary con-
dition for the soil heat flux, G, and a lower boundary
condition for calculating the upwelling longwave ra-
diation and surface sensible and latent heat fluxes (Wetz-
el and Boone 1995). The surface heat fluxes in Eq. (21)
are evaluated using the same formulations as in ISBA-
FR (NP89; NM96).

The soil heat flux in Eqs. (21)–(22) is written as

]T
G 5 l , (25)

]z

where the soil depth, z (m), is increasing downward.
The soil thermal conductivity (l) is expressed as a func-
tion of volumetric water content following either the
method of Johansen (1975) with modifications by Far-
ouki (1986) as configured for SVAT applications (Pe-
ters-Lidard et al. 1998), which explicitly includes the
effects of soil ice, or the method of McCumber and
Pielke (1981) together with the parameters of Clapp and
Hornberger (1978). The latter method is utilized for the
current study because it is used implicitly by ISBA-FR
with respect to the force–restore coefficients (NP89).

The conservation equations for liquid and liquid
equivalent ice volumetric water contents, wL and wI, are
given by Eqs. (23) and (24), respectively. The vertical
soil water flux (m s21) considering soil water transfers
solely arising from pressure gradients is written as

D] ]cnc
F 5 2k (c 1 z) 2 , (26)

]z r ]zw

where c and k represent the soil matric potential (m)
and hydraulic conductivity (m s21), respectively. The
first term on the right-hand side of Eq. (26) represents
Darcy’s Law for liquid water transfer, and the second
term represents a water flux from water vapor transfer.
This term is retained in order to be compatible with
ISBA-FR, which implicitly includes vapor transfer with
respect to the dry soil formulation of the C1 coefficient.
The isothermal vapor conductivity, Dnc, (kg m22 s21) is
a function of soil texture, water content, and temperature
following Braud et al. (1993), with some slight modi-
fications for soil ice. For the current study, homogeneous
hydraulic properties are assumed for consistency with
ISBA-FR.

The soil hydraulic conductivity and matric potential
are related to the volumetric liquid water content using
the Brooks and Corey (1966) model together with the
relationships from Clapp and Hornberger (1978)

2b13k 5 ℘k (w /w* ) and (27a)sat L sat

2bc 5 c (w /w* ) , (27b)sat L sat

where the the effective porosity, , is analogous tow*sat

the definition used in Eq. (16). The above relationships
for matric potential and hydraulic conductivity and the
parameter values from Clapp and Hornberger (1978) are
used in ISBA-DF because they are implicitly incorpo-
rated into ISBA-FR (NP89). The soil parameters, b, csat,
and ksat are determined based on the soil texture follow-
ing Noilhan and Lacarrère (1995). Note that the defi-
nition of the hydraulic conductivity is slightly different
from the original definition by Clapp and Hornberger
through the introduction of the so-called diffusion im-
pedance coefficient ℘ (Johnsson and Lundin 1991) de-
fined as

℘ 5 ),2a℘10 (w /wIj j

where the value a℘ 5 6 is used as proposed by Lundin
(1990). It acts to limit vertical soil water fluxes (upward)
as a soil layer completely freezes, which is similar to
the ice-dependent vertical diffusion impedance factor in
ISBA-FR [ISBA-FR C2 coefficient in Eq. (B5)].

Bare-soil evaporation (EgL) and sublimation (EgI) rep-
resent soil water sinks from the uppermost (thin) layer
as in ISBA-FR, and transpiration (Ejtr) is calculated us-
ing the root-zone weighted soil water stress factor (Pan
and Mahrt 1987) with modifications for soil ice follow-
ing Eq. (19). A latent heat source/sink resulting from
phase transformation of soil water between the liquid
and solid phases is represented by Fjw. In the current
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FIG. 4. The observed air (Ta) and surface or skin (IRT) temperatures for the two time periods
examined in this study. The solid line represents the air temperature; the dotted line represents the
IRT temperature. The dashed line represents the freezing point temperature of water (Tf ).

study, it is calculated using any excess energy at the
end of the time step analogous to Fsw and Fpw in ISBA-
FR defined by Eqs. (8a)–(8b).

5. Case study

Meyers and Hollinger (1998) describe a dataset gath-
ered from a continental-climate experimental site, which
is suited for validation of SVAT schemes. Atmospheric
forcing variables (atmospheric temperature, humidity,
pressure and wind components, liquid precipitation, and
downwelling longwave and shortwave radiation), and
surface atmospheric (Rn, H, and LE) and ground heat
(G) fluxes are available at 30-min intervals. Tempera-
ture observations at soil depths of 0.02, 0.04, 0.08, 0.16,
0.32, and 0.64 m, and volumetric water content at depths
of 0.05, 0.20, and 0.60 m are available at a time incre-

ment of 30 min. The site is located in Illinois at
40800.3669N, 88817.5129W, which is within the Global
Energy and Water Cycle Experiment Continental-Scale
International Project Large-Scale Area North Central,
and on the northeastern edge of the Large-Scale Area
Southeast region.

ISBA has been extensively validated in various stand-
alone (e.g., Delire et al. 1997; Calvet et al. 1998; Boone
et al. 1999) and coupled surface–atmosphere (e.g., Bé-
lair et al. 1998; Giard and Bazile 2000) and macroscale
hydrologic (e.g., Habets et al. 1999) model studies (see
NM96 for a listing through 1996), so that a full-model
validation using the entire Illinois dataset (from 1997–
98 and into 1999) is not presented in the current study.
The stand-alone version of ISBA driven by prescribed
atmospheric forcing without data assimilation is used
for the current study. In order to examine the influence
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FIG. 5. The observed volumetric water content (w: range indicated along right side of the diagram)
and soil temperature (T: range indicated along the left side of the diagram) at a depth of 0.05 m for
the two time periods examined in this study. The freezing-point temperature is denoted by Tf . The
measured water content decreases when soil ice (not measured) is present.

of soil freezing alone on the model, the periods from
day of year (DoY) 355–360, 1998, and DoY 40–54,
1999, were selected for analysis. Air temperatures (Ta)
were below freezing for the majority of the time: the
period in 1998 encompasses a strong cold outbreak,
while the period in 1999 includes a significant freeze
thaw cycle followed by several smaller amplitude cycles
(see Fig. 4). Periods with little or no snow were selected
because the surface properties (albedo, roughness
length, insulation, etc.) can change significantly, thereby
masking the effects of soil freezing on the surface tem-
peratures and fluxes.

The soil ice content was not measured; however, there
is strong evidence of soil ice in the uppermost soil layer.
The observed volumetric soil water content and temper-
ature at a soil depth of 0.05 m are shown in Fig. 5 for

the two time periods considered. The water content was
calculated using the measured dielectric of the soil. Ice
has a different dielectric value, and the measured water
content values decrease during events when the soil tem-
perature is near or below the freezing point, indicating
the presence of soil ice. Furthermore, the magnitudes of
the decreases are related to the degree of cooling of the
soil. When the observed soil temperatures thawed, the
water content returned to nearly the same prefreeze cycle
value (not shown), indicating that the total water content
changed little during freezing events. Unfortunately, cal-
ibration of a relationship between the soil dielectric and
ice content for this site is not possible without soil ice
measurements. The impact of the inclusion of a soil ice
parameterization, therefore, is examined using surface
flux and soil temperature data only.
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TABLE 2. Baseline parameter values used by ISBA for the Illinois case simulation.

Vegetation
parameter

Value
(Units)

Soil
parameter

Value
(Units)

Cv

Veg
Albedo
z0

z0h/z0

K2

K3

LAI
Emissivity

8.6 3 1026 (m2 K J21)
0.70
0.10
0.05 (m)
0.1
5.0

30.0
0.1 (m2 m22)
1.0

Clay
Sand
t i

ds

dp

wfc

wwilt

wsat

b
csat

ksat

25.0 (%)
5.0 (%)

3300.0 (s)
0.01 (m)
1.7 (m)
0.395 (m3 m23)
0.186 (m3 m23)
0.486 (m3 m23)
6.93

20.39 (m)
3.11 3 1026 (m s21)

FIG. 6. The observed (thick solid line) and simulated surface temperatures (Ts) for ISBA-DF (top
panel) and ISBA-FR (bottom panel). Results from the ice (I), no-ice (NI), and ice using all (IA)
available energy for phase transformation tests are represented by the curves that are solid with opaque
circles, dotted, and dashed with stars, respectively.
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FIG. 7. The modeled (thin lines with opaque symbols) soil temperatures (Tj) for j 5 2, 6 for the
1998 case. The observed soil temperatures are represented by solid thick lines with filled symbols.

6. Numerical experiments

a. Setup

The first step in the simulation process is to determine
appropriate parameters for the vegetation and soil,
boundary conditions, model geometry, and initial values
for prognostic variables. ISBA was run for one month
leading up to the period DoY 355–360, 1998, in order
to assure that the soil was ice free, because this period
was relatively warm. Numerical tests indicated that this
integration time period was more than sufficient to min-
imize the effects of the initial conditions. An eight-layer
soil grid configuration was used for ISBA-DF in order

to compare modeled temperatures with the observations
at six soil levels (see Fig. 3).

The measured soil textural properties (clay and sand
fractions) were used to determine the soil thermal and
hydraulic properties following Noilhan and Lacarrère
(1995) based on parameter values given by Clapp and
Hornberger (1978). The field capacity (wfc) volumetric
water content was estimated using the observed profile-
mean equilibrium volumetric water content. The soil
parameters are listed in Table 2.

No-till agriculture is used at the Illinois site, and the
surface consists of bare-soil and a dead-biomass (from
a soybean crop in the summer of 1998) layer about
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FIG. 8. Relationship between the observed (abscissa) and modeled (ordinate) surface and soil temper-
atures for the 1998 case. DF corresponds to ISBA-DF (two leftmost columns), while FR corresponds to
ISBA-FR (rightmost column). The solid thin line represents a one-to-one relationship. In the leftmost
column, soil temperatures for layers 2–6 are plotted together.

0.005 m thick covering the soil. The vegetation pa-
rameters used to characterize this site for ISBA are
listed in Table 2, and the symbols are defined in ap-
pendix C. The only parameter that was not directly
available from observations is the vegetation cover
fraction (veg). This parameter controls the partitioning
of evaporation in ISBA from the nonvegetated (so-
called bare soil) and vegetation-covered fractions of
the surface (NP89).

The observed soil water content, in general, was at
or higher than the soil field capacity (wfc) for the periods
considered. This causes modeled bare-soil evaporation

to be at the potential rate, which results in latent heat
fluxes that were significantly higher than the observed
values. It is assumed that the dead-biomass layer is the
mechanism responsible for the observed evaporation be-
ing below the potential rate because it is known that
surface litter can hinder evaporation from the soil (Hillel
1982). The effective ground cover (veg) was then es-
timated by minimizing the difference between the mod-
eled and observed evaporation during the vegetation-
free months prior to the simulation periods in late au-
tumn and early winter of 1998 (when soil water was
recharged: that is, at or near field capacity).
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TABLE 3. Statistics for DoY 355–360, 1998. Values in parentheses correspond to ISBA-FR: the other values correspond to ISBA-DF. Model
variables are shown in the leftmost column. Symbols in the second column correspond to the simulations (defined in the text). Rms errors
and biases are in watts per meter squared for the fluxes and kelvins for the temperatures.

Slope Intercept
Rms
error R2

Mean
bias

Tj

Ts

Rn

H
LE
G

I
I
I
I
I
I

0.98
0.91 (1.01)
0.99 (0.99)
0.99 (0.90)
1.08 (1.09)
1.12 (1.35)

5.94
24.81 (2.63)
0.50 (2.20)

19.73 (10.10)
8.30 (9.66)

213.24 (211.15)

1.06
0.85 (1.22)
3.47 (4.52)

35.91 (25.09)
15.71 (18.02)
23.47 (28.15)

0.97
0.98 (0.96)
0.99 (0.99)
0.74 (0.89)
0.84 (0.80)
0.75 (0.84)

20.63
20.43 (20.83)

0.57 (2.29)
19.28 (0.80)
9.63 (11.10)

217.29 (222.90)
F
Tj

Ts

Rn

H
LE
G

I
NI
NI
NI
NI
NI
NI

1.10
1.12 (1.20)
0.97 (0.97)
0.79 (0.78)
0.91 (0.85)
0.98 (1.49)

229.81
235.31 (257.06)

7.70 (11.00)
27.89 (212.53)

4.60 (2.65)
5.84 (31.96)

19.64 (18.94)
1.55
2.40 (3.37)
8.96 (12.99)

28.25 (35.51)
12.29 (13.12)
15.93 (32.69)

0.97
0.98 (0.95)
0.99 (0.99)
0.78 (0.82)
0.80 (0.75)
0.72 (0.65)

21.01
22.23 (23.03)

7.93 (11.26)
214.21 (0.68)

3.13 (0.16)
6.37 (15.36)

F
Tj

Ts

Rn

H
LE
G
F

I
IA
IA
IA
IA
IA
IA
IA

0.95
0.92 (0.98)
0.99 (1.01)
0.99 (0.89)
1.02 (1.07)
1.51 (1.40)

12.61
20.00 (5.06)
0.61 (3.22)

24.93 (12.77)
10.83 (10.14)

26.53 (211.74)

16.36 (23.58)
1.37
0.86 (1.26)
3.19 (5.26)

49.82 (28.20)
20.26 (18.21)
36.03 (30.81)
27.32 (20.62)

0.94
0.97 (0.95)
0.99 (0.99)
0.76 (0.76)
0.71 (0.79)
0.70 (0.83)

20.57
20.41 (20.76)

0.64 (3.12)
0.58 (9.47)

11.21 (11.22)
224.02 (225.15)

b. Soil temperatures and surface fluxes

Simulation results are presented first for 1998, then
for 1999, for several different experiments. Those that
include the ISBA default soil ice physics scheme are
indicated using ice (I) and no-ice (NI) refers to the sim-
ulations using the original baseline model. An additional
set of tests were performed in which it was assumed
(consistent with many SVAT models) that all available
energy is used for soil water phase changes or latent
heating (i.e., Ks 5 1, e 5 1, and t i 5 Dt): they are
referred to as the ice-all (IA) energy simulations.

Standard statistical measures are used in the following
section to evaluate and compare the simulations. The
uncertainty in the measurements of net radiation, latent,
and sensible heat flux from sensor calibrations is not
larger than 10% of the mean flux. The uncertainty in
the estimate of the mean fluxes is denoted as that re-
sulting from the natural geophysical variability of phys-
ical and biological processes, which is generally ac-
cepted to be on the order of approximately 15%.

1) 1998

The observed and simulated surface temperatures (Ts)
for both ISBA-FR and ISBA-DF are shown in Fig. 6.
The surface temperature is simulated with reasonable
accuracy for both ISBA-FR and ISBA-DF when soil ice
is included (I). The ISBA-FR I simulation is as good
as that of ISBA-DF, which can be considered as a ref-
erence, except for the first day (DoY 355). In contrast,
the NI surface temperature is far too cold from DoY
356–359 for both models. This primarily results from
the lack of latent heat release within the soil from soil

water freezing. This deficiency is illustrated in more
detail in Fig. 7 using ISBA-DF, where filled symbols
represent the observed temperatures, and opaque sym-
bols correspond to the model. The modeled temperatures
(Tj, j 5 2, 6) for the NI simulation fall very rapidly
because of the lack of latent heating. The soil is moist
so that the thermal conductivity is relatively large, which
enhances the rapid penetration of surface cooling. In
contrast, for the I case, the wet nature of the soil acts
to slow the penetration of the freezing front (relative to
a drier soil) because there is a large amount of liquid
water available for phase change.

The bottom panel in Fig. 7 illustrates basic features
of the IA simulation: soil temperatures remain at freez-
ing until all available liquid water has frozen, which is
followed by a sudden rapid drop in temperature. This
process does not seem to be at work in the soil because
the observed transition from thawed to frozen conditions
seems to be relatively smooth, especially near the sur-
face (upper 0.08 m of the soil) even though the soil is
very moist (see section 5). Deeper within the soil (at a
depth of 0.32 m), however, freezing is more gradual so
that little energy is going into sensible heating of the
soil.

Surface and soil temperature statistics for the I, NI,
and IA tests are shown graphically in Fig. 8 and are
summarized in Table 3, where ‘‘Intercept’’ corresponds
to the value of the intercept of a linear fit of the rela-
tionship between the observed (abscissa) and modeled
(ordinate) values. The root-mean-square (rms) errors are
also indicated (K), and R2 represents the square of the
correlation coefficient. The surface temperature is mod-
eled quite well by both the ISBA-FR and ISBA-DF
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FIG. 9. The net radiation (Rn), sensible (H), latent (LE), and ground (G) heat fluxes (W m22) from
ISBA-FR for 1998. Observations are represented by the filled circles; the I, NI, and IA test simulations
are denoted using solid, dotted, and dashed lines, respectively.

models when soil ice is included. Note that even though
the I simulation produces the best overall results, there
are not significant statistical differences in surface tem-
perature prediction between the I and IA methods for
both ISBA-FR and ISBA-DF. This is most likely the
case because the surface layer remains frozen for most
of this particular simulation period. The subsurface soil
temperatures (ISBA-DF only) are best simulated with
the I method.

The surface fluxes are shown in Fig. 9 (ISBA-FR)
and Fig. 10 (ISBA-DF), and statistics are presented in
Table 3, where flux rms errors are in watts per meter
squared, and the average rms error for the four surface
fluxes is represented by F. Net radiation (Rn) is modeled

quite well for the entire period by both versions of ISBA,
especially for the I case. The ground heat flux (G),
however, is more problematic. An excessive amount of
energy is transferred into the soil via ground heat flux
during the daytime for the ISBA-FR NI method (Fig.
9). This results because the deep soil temperature cools
far too much during the preceding night, primarily be-
cause of the lack of latent heat release within the soil.
The large G values during the day cause an underpred-
iction in H and LE from DoY 356–359 inclusive for
the NI simulation.

At night, the ISBA-FR NI simulated G compares best
with the observed values. This results because the soil
transfers too much heat to the surface from below for
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FIG. 10. As in Fig. 9, but for ISBA-DF.

the I and IA simulations. This heat is primarily mani-
fested as positive sensible heat fluxes at the surface.
This could be due to the thermal conductivity param-
eterization, although both methods used by ISBA (NP89
and Johansen 1975) give similar results for this time
period. Overall, the lowest ISBA-FR RMS errors for
the surface fluxes are obtained for the I simulation (Ta-
ble 3).

The ground heat flux (G) is better simulated for
ISBA-DF, although there are still significant errors pri-
marily at night for the I and IA simulations. DoY 355–
356 poses the greatest problems for ISBA-DF with re-
spect to the sensible (H) and latent (LE) heat fluxes
(Fig. 10). The ISBA-DF IA surface temperature rests at

the freezing point until all of the soil water in the up-
permost 0.01 m has frozen, thus causing an erroneously
large sensible heat flux. The I simulation also overes-
timates the sensible heat flux, but to a lesser degree.
The NI simulation, on the other hand, underpredicts H
because of excessive cooling on DoY 355, but on DoY
356, it produces the best simulation of H. Note that the
surface temperature is better modeled by the I and IA
cases in comparison with the NI case, which results in
a larger surface-to-atmosphere temperature gradient,
thereby enhancing the surface heat flux. So, there is a
slight inconsistency between the surface temperature
and the sensible heat flux for this time period that is
difficult to resolve. Also note that for the entire period,
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FIG. 11. As in Fig. 6, but for the 1999 case period.

the slope of the linear relationship between the modeled
and observed H is 0.99 for the I simulation, and 0.79
for the NI simulation.

All versions of ISBA overestimate the latent heat flux
on DoY 355. Whether this is a problem with the model
or the observations is not known. The observed latent
heat flux is nearly zero for a very moist soil for relatively
windy and cloudy conditions on DoY 355, so that the
observations of LE for this time period are questionable.
The overall rms errors in LE and H are the lowest for
ISBA-DF NI, primarily because of overprediction of the
fluxes on DoY 355–356. The ISBA-DF IA flux predic-
tion is the worst overall for the three tests, which is

primarily caused by the fact that the soil temperature is
constant as the soil layers freeze on DoY 355–356.

2) 1999

The surface temperatures for the period from DoY
40 through DoY 54 are shown in Fig. 11. The ISBA
model is able to model the extreme period from DoY
40–44 very well. The ISBA-FR model, however, tends
to cool the surface too much on DoY 45 and 49, while
only the NI simulation fails in this respect for ISBA-
DF. This implies the failure on these two nights by
ISBA-FR is possibly related to the resolution difference:
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TABLE 4. As in Table 3, but for DoY 40–54, 1999. Rms errors and biases are in watts per meter squared for the fluxes and kelvins for
the temperatures.

Slope Int.
Rms
error R2

Mean
bias

Tj

Ts

Rn

H
LE
G
F

I
I
I
I
I
I
I

0.95
1.05 (1.06)
0.99 (0.99)
0.99 (0.87)
0.99 (0.97)
0.91 (1.39)

13.63
14.19 (217.06)
2.26 (2.62)

25.00 (25.74)
2.24 (2.21)

23.29 (20.94)

0.98
0.84 (0.94)
3.92 (4.37)

30.11 (27.81)
20.26 (22.43)
16.56 (24.80)
17.71 (19.85)

0.93
0.98 (0.99)
0.99 (0.99)
0.88 (0.79)
0.79 (0.75)
0.84 (0.74)

20.23
20.43 (20.55)

1.92 (2.53)
25.32 (28.75)

1.91 (1.36)
22.82 (22.93)

Tj

Ts

Rn

H
LE
G
F

NI
NI
NI
NI
NI
NI
I

1.08
1.13 (1.12)
0.98 (0.99)
1.01 (1.02)
1.02 (1.00)
0.93 (1.38)

223.02
236.75 (233.75)

3.69 (4.24)
210.46 (212.88)

0.88 (20.56)
22.11 (3.87)

1.33
1.29 (1.37)
5.82 (6.22)

27.73 (30.80)
22.13 (22.65)
18.19 (30.05)
18.47 (22.43)

0.91
0.98 (0.98)
0.99 (0.99)
0.83 (0.81)
0.77 (0.76)
0.81 (0.65)

20.41
20.70 (20.83)

3.09 (3.70)
210.28 (212.43)

1.34 (20.49)
0.65 (1.82)

Tj

Ts

Rn

H
LE
G
F

I
IA
IA
IA
IA
IA
IA

0.88
0.98 (1.07)
1.01 (1.01)
0.69 (0.69)
0.84 (0.84)
0.88 (0.88)

32.38
6.50 (220.00)
1.06 (1.06)
3.26 (3.26)
5.22 (5.22)

23.21 (23.21)

1.41
0.97 (1.28)
4.56 (4.56)

45.62 (45.62)
23.96 (23.96)
15.05 (15.05)
22.24 (24.74)

0.85
0.97 (0.97)
0.99 (0.99)
0.46 (0.46)
0.68 (0.68)
0.73 (0.85)

20.32
20.30 (20.68)

1.44 (1.44)
23.08 (23.81)

0.24 (0.24)
0.73 (0.73)

ISBA-DF has the general tendency to ‘‘feel’’ the effects
of the underlying surface during phase changes more
directly than ISBA-FR (ISBA-DF tends to be slightly
warmer during strong cooling events). The temperature
statistics are listed in Table 4 and are shown graphically
in Fig. 12. The same general trends are observed that
were seen in 1998: the surface and soil temperatures
were in overall best agreement with the observed values
for the I test.

The flux time series data for ISBA-FR and ISBA-DF
for the I test are shown in Fig. 13. Overall, the agreement
between the model and observations is good, except for
G during the nighttime after DoY 42. The observed
ground heat flux is relatively flat, while heat is trans-
ferred to the surface by the model. Once again, this
could possibly be related to the thermal diffusivity pa-
rameterizations in the model, and to the simplified pa-
rameterization used for heat storage and radiation at-
tenuation of the biomass (Liang et al. 1998; Liang et
al. 1999). Organic material in the soil can substantially
reduce the thermal conductivity and therefore the
ground heat flux (e.g., Gonzalez-Sosa et al. 1999). It is
also possible that there are problems with the observed
values. The observed soil heat flux was calculated using
a heat flux plate at a soil depth of 0.04–0.05 m. Simple
calculations using the observed soil water content
(which would tend to underestimate G because of the
aforementioned soil water decrease caused by freezing)
and the observed soil temperatures produce soil heat
fluxes at this soil depth with a distinct diurnal cycle (not
shown) more closely resembling the larger-amplitude
model output values for G. But note that the relative
impact of the errors in G on the other flux components

is much less for this case (as compared with the 1998
simulation).

The rms error differences were the lowest for the I
fluxes (Table 4), although for some flux components the
error differences between the I and NI tests are rather
small for both ISBA-FR and ISBA-DF. In contrast, the
IA fluxes were much worse, especially with respect to
the slope of the linear-fit relationship (0.69 for H) and
the correlation coefficient (R2 5 0.46 for H) for the two
versions of ISBA. An illustration of this problem in
more detail can be seen in Fig. 14. The H and LE values
for DoY 50–54 are shown for the I and IA cases for
both versions of ISBA. The problem with assuming a
constant temperature at the freezing point during freez-
ing or thawing is especially pronounced for ISBA-DF;
the surface is too warm at night resulting in overpred-
iction in these two fluxes; the opposite is true during
the day when the surface temperatures tend to be too
cool (Fig. 11). For an NWP or mesoscale model, for
which resolution of the diurnal cycle is important, such
differences in predicted fluxes arising from rapid freeze–
thaw cycles could be significant.

c. Parameter sensitivity

The value of the ISBA-FR surface layer soil depth,
ds, has a significant impact on Ts because of surface soil
ice production/melting. This, in turn, affects the surface
energy budget, especially on diurnal timescales. This
parameter is implicit in the baseline version of ISBA-
FR; it is generally accepted to range from 0.01 to pos-
sibly as much as 0.10 m. This depth represents the max-
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FIG. 12. As in Fig. 8, but for the 1999 case period.

imum depth of the surface ice reservoir in the modified
version of ISBA, so that it must be explicitly defined.

In order to examine the impact of the prescribed val-
ues of ds on the model surface temperature and fluxes,
the effect of changing the parameter value on rms errors
of Ts and F were examined. In Fig. 15, results of some
simple tests using the 1999 case study are shown. This
simulation was selected because many freeze–thaw cy-
cles occur and the time record is longer than that of the
1998 case. The rms errors for the NI cases are plotted
along the y axis of the diagrams. The fluxes are best
(lowest overall rms errors) simulated for ds values of
approximately the default value used in this study of
0.01 m. The best surface temperature estimates are for
ds values of approximately 0.04 m. After further testing,

it was decided to assign ds a value of 0.01 m in favor
of more accurate surface fluxes. The main result of this
testing is that the surface ice reservoir, which directly
affects the surface energy budget, should be on the order
of one to at most several centimeters. It is also noted
that no matter what value of ds was used (over its ac-
cepted range) for the 1999 case, the ISBA-FR I results
were always superior to the NI simulations (Fig. 15).

7. Discussion

Several noteworthy simplifying assumptions are cur-
rently used in ISBA with respect to soil freezing pro-
cesses. The effects of heaving are neglected because
there does not seem currently to be a relatively simple
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FIG. 13. The net radiation (Rn), and sensible (H), latent (LE), and ground (G) heat fluxes from ISBA-FR
(dotted line) and ISBA-DF (solid line) for 1999. Observations are represented by the filled circles.

way to model this process (which is compatible with
the force–restore formalism). It can be significant be-
cause macropores can develop, which can leave at least
temporary routes for rapid water infiltration. Addition-
ally, an explicit relationship between the unfrozen water
content and the freezing depression (e.g., Cox et al.
1999; Cherkauer and Lettenmaier 1999; Koren et al.
1999) is not considered in the current study, rather it is
modeled using a single parameter, which is more con-
sistent with the relatively simple force–restore approach.

The systematic tuning of many model soil and veg-
etation parameters was avoided; rather parameters typ-
ical of such a site were used when possible. The single

variable ice-model parameter (t i) is currently constant,
but it is suggested that it could eventually be made a
function of soil texture in a manner consistent with the
other ISBA soil parameters. The single-tuned parameter
(veg) was calibrated in late autumn and early winter
outside of periods with soil ice and revealed that con-
sideration should be made of the effects of a dead-bio-
mass cover with respect to its ability to suppress evap-
oration from the soil. This is an important aspect of
surface modeling, because some SVAT schemes use a
functional dependence between LAI and vegetation-
cover fraction.

The use of a single case study site is presented in this
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FIG. 14. The sensible (H ) and latent (LE) heat fluxes for 1999 for the 4-day period from DoY 50–53,
inclusive. Observations are represented by the filled circles. The solid line represents the ISBA simulation
with ice (I); the dotted line represents the simulation with ice using all energy available for phase change
(IA). ISBA-DF results are in the two uppermost panels; ISBA-FR results are in the lower two panels.

paper; obviously, though, testing must be extended to
areas characterized by different soils, vegetative covers,
and climates. This will be done as new datasets become
available. Because of the lack of soil ice observations,
little can be said about the prediction of the actual quan-
tity of soil ice predicted by ISBA-DF and ISBA-FR.
The impacts of ice on infiltration and drainage are key
aspects that are to be explored in ongoing studies, es-
pecially because modeling of soil freezing processes
will likely be extended to the version of ISBA that is
coupled to the ARPEGE climate model. These aspects,
however, are most important in the presence of a snow

cover (during ablation in particular): periods with snow
cover were avoided for the current study in order to
isolate the effects of soil freezing on surface temperature
and flux predictions.

It is difficult to extrapolate how the model will behave
when feedbacks are permitted with the atmosphere.
However, the off-line ISBA results presented in this
study are consistent with the results obtained by Giard
and Bazile (2000) using ISBA coupled to the ARPEGE
NWP model in that nighttime surface temperatures are
significantly warmer, including soil freezing from soil
water phase-change latent heat release. This helped to
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FIG. 15. Sensitivity of simulated surface temperature and average flux rms errors to the values of the ISBA-
FR parameter ds for the 1999 case period. The corresponding rms errors for the NI simulations are plotted
using filled circles along the y axis.

diminish a cold bias in predicted temperatures at the
lowest atmospheric level in ARPEGE in their study.

An advantage of ISBA-FR relative to ISBA-DF is a
computational expense; the explicit multilayer approach
nearly doubled the time required for the simulations
presented in the current study. It should be noted that
the main reason for the increased expense was the rel-
atively large number of layers (SVAT models used for
atmospheric applications generally use approximately
half the number of layers used in the current study).
The computational cost of adding soil ice to the ISBA
model was minimal because of the relatively simple
formulation used. Possible difficulties with respect to
simulating soil-freezing processes by ISBA-FR as com-
pared with ISBA-DF are related to infiltration/surface
runoff and ground heat flux. Features captured by a
multilayer approach, such as suspended drainage or sup-
pression of infiltration caused by a thin layer of ice near
the surface, cannot be explicitly modeled by ISBA-FR.

8. Conclusions

The ISBA SVAT scheme is able to capture the basic
features of freeze–thaw cycles and generally produce
improved simulations for relatively short-term numer-
ical integration periods typical of NWP models (several
days to two weeks) using a simple freeze/thaw, drying/
wetting analogy. Surface temperatures are predicted bet-
ter, especially at night and for a strong cold-outbreak
case. Surface fluxes were also predicted better overall
for ISBA-FR, although for some time periods/conditions
individual surface fluxes were predicted worse in com-

parison with observations than the baseline case with
no soil freezing. It was difficult to discern whether some
of these problems were related more to the ice param-
eterization, some other aspect of the model physics
(such as the ground flux or thermal conductivity param-
eterization), the assigned parameters, or the observa-
tions. The physical process that has the greatest impact
on the model-simulated surface temperatures and fluxes
is the warming (cooling) from latent heat release (ab-
sorption) during freezing (thawing).

For the timescales considered in this study (diurnal
cycles), the method of freezing must be chosen with
care: it was found using ISBA that an assumption of
100% efficiency for phase transformation, which is used
by some SVAT schemes designed for climate models,
resulted in underestimates of daytime sensible and latent
heat fluxes and overestimates at night for this particular
micrometeorological case. In order to resolve shorter
timescales (diurnal) properly, care must be taken with
respect to the method used for partitioning of available
energy for phase change.

Last, the ISBA-FR (force–restore) model was able to
simulate surface temperatures and fluxes reasonably
well in comparison with a higher-resolution (eight layers
for the current study) explicit soil model coupled to
ISBA (ISBA-DF). General trends in surface temperature
and flux predictions resulting from soil freezing were
similar between the two schemes. It is unclear at the
present time to what level of complexity soil mass and
heat transfer processes must be modeled for NWP or
climate simulations, so the simplified FR approach is
currently used. The ISBA-DF model will continue to



1566 VOLUME 39J O U R N A L O F A P P L I E D M E T E O R O L O G Y

be used to test the accuracy of the simplifying assump-
tions used by ISBA-FR as more datasets become avail-
able for testing and validation.
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APPENDIX A

Soil Ice Maximum Depth

The restore temperature (Tp) represents the daily av-
erage temperature of the composite snow–soil–vegeta-
tion surface layer, so that the characteristic length scale
can be defined as (Dickinson 1988)

1/2
lt

z 5 , (A1)d 1 2c pg

where t represents a period of one day. Here, Tp is
assumed to be representative of the average temperature
over the layer extending from the surface down to a
depth of

zmax 5 2zd. (A2)

The analytical expression for the soil thermal inertia
coefficient (CG) in ISBA (NP89) is defined as

1/2
p

C 5 2 . (A3)G 1 2lc tg

The maximum depth to which the influence of Tp can
extend is then determined for ISBA by eliminating ther-
mal conductivity between Eqs. (A1) and (A3), and then
substituting Eq. (A1) into Eq. (A2) to have

zmax 5 4/(CGcg). (A4)

The maximum freezing depth, zf max, is approximated by
replacing CG by in Eq. (A4).C*G

APPENDIX B

ISBA-FR Coefficients

The force–restore coefficients are determined based
on soil texture defined as the clay and sand percentages
(Noilhan and Lacarrère 1995). All modifications to the
expressions for the original coefficients (NP89; NM95)
are presented in this appendix.

a. Thermal coefficients

The formulation for the soil/vegetation/snow heat ca-
pacity is (Douville et al. 1995):C*T

(1 2 veg )(1 2 p ) (1 2 veg )p vega nc a nc aC* 5 1 1 1 ,T @[ ]C* C CG n y

(B1)

where Cn, Cy , and are the so-called thermal inertiaC*G
coefficients for snow, vegetation, and soil, respectively.
The apparent vegetation cover, vega, is estimated from
the snow-free vegetation cover fraction as vega 5 veg(1
2 pny ).

The total soil heat capacity thermal inertia coefficient
is calculated as

b /2 ln(10)w*satp
C* 5 (1 2 w ) min C , CG pf Gmax Gsat1 2[ ]wp

1 w C , (B2)pf I

where CG sat is the soil thermal coefficient at saturation,
CG max is the value at the wilting point water content.
The ice heat capacity thermal inertia coefficient is de-
fined as

1/2
p

C 5 2 , (B3)I 1 2l C r ti i i

where values for the physical constants are listed in
Table 1. The total soil thermal inertia is increased as
the soil freezes because the liquid water is reduced rel-
ative to the total water content, thereby resembling dry-
ing. In the limit as the liquid water content falls below
the wilting point, however, is less than CG max in theC*G
presence of soil ice.

b. Water transfer coefficients

The expression for isC*1

b /211C* (w* /w ) (w $ w s*)1sat sats s s wiltC* 5 (B4a)1 5 f (T , w , w* ) (w , w* ),s s wilt s wilt

where is defined using the porosity of the surfacew*wilt

soil layer in Eq. (17b). The value of C1 at saturation is
expressed (NP89) as

1/2
pw*satsC* 5 2d . (B4b)1sat s1 2b|c |k tsat sat

In practice, C1 sat is often determined using continuous
relationships based on the soil texture (Noilhan and La-
carrère 1995) as opposed to the analytical form above,
so that the value for C1 sat is scaled as a function of
porosity from Eq. (B4b) as

5 C1 sat( /wsat)1/2.C* w*1sat sats (B4c)

The modification of C1 sat represents the fact that the soil
pore space available for air (volumetric air content) can
be limited by the presence of soil ice. This limits vapor
diffusion if the soil drying is the result of ice production.
Details related to the formulation of C1 for dry condi-
tions (i.e., when ws , ) can be found in Braud etw*wilt

al. (1993) and Giordani et al. (1996).
The expressions for the surface vertical diffusion re-

store coefficient ( ) and equilibrium volumetric waterC*2
content ( ) are written asw*seq
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w wp sf
C* 5 C 1 2 (B5)2 2ref1 2 1 2[ ]w* 2 w 1 w w 2 wsatp p l sat min

p 8pw* w w wseq p p p
5 2 a 1 2 , (B6)51 2 1 2 6[ ]w* w* w* w*satp satp satp satp

where a, p, and C2 ref are texture-dependent empirical
coefficients (NP89; NM96), and wl is a small numerical
value. The bracketed term in Eq. (B5) is a new factor
relative to the formulation of NP89, which has been
introduced to limit vertical diffusion (upward) of liquid
water into the surface layer as all of the pore space
becomes filled with ice.

APPENDIX C

List of Symbols

CG, Cy m2 K J21 Soil and vegetation thermal in-
ertia coefficients

CG sat m2 K J21 Soil thermal inertia coefficient at
saturation

CH Drag coefficient
CI, Cn m2 K J21 Ice and snow thermal inertia co-

efficients
CT m2 K J21 Surface thermal inertia coeffi-

cient
C1, C2,

C3

Force–restore coefficients for
soil moisture

C1 sat Value of C1 at saturation
C2 ref Value of C2 at 50% saturation
Dnc kg m22 s21 Isothermal vapor conductivity
Egf , Egl kg m22 s21 Bare-soil sublimation and evap-

oration
Er kg m22 s21 Evaporation of intercepted wa-

ter
Etr kg m22 s21 Transpiration
F m s21 Darcian soil water flux
Fsw, Fpw kg m22 s21 Surface and deep-soil net phase

change terms
Fsf , Fsm kg m22 s21 Surface ice freezing and melting
Fpf , Fpm kg m22 s21 Deep-soil ice freezing and melt-

ing
H W m22 Sensible heat flux
Ks Surface phase change coeffi-

cient
K2, K3 Soil water phase change vege-

tation insulation coefficients
LAI m2 m22 Leaf area index
LE W m22 Latent heat flux
Lf , Ly J kg21 Latent heats of fusion and va-

porization
Ms kg m22 s21 Snowmelt flux
P kg m22 s21 Precipitation
Rn W m22 Net radiative flux
Rs, Rp kg m22 s21 Surface and total runoff
Rr kg m22 s21 Interception excess/canopy drip
Tf K Triple point for water

Ts, Tp K Surface and deep-soil (restore)
temperatures

Va m s21 Wind speed
Wr kg m22 s21 Intercepted water
Wr max kg m22 s21 Maximum intercepted water
a, p Coefficients of ws eq formulation
b Slope of the soil water retention

curve
cg J K21 m23 Soil heat capacity
ds, dp m Surface and total soil depths
k m s21 Soil hydraulic conductivity
kfc m s21 Soil hydraulic conductivity at

field capacity
ksat m s21 Soil hydraulic conductivity at

saturation
qa kg kg21 Atmospheric specific humidity
qsat kg kg21 Surface saturation specific hu-

midity
veg Surface vegetation cover frac-

tion
wLj, wIj m3 m23 Layer average volumetric water

and ice contents
wfc m3 m23 Field capacity volumetric water

content
ws, wp m3 m23 Surface and total soil volumetric

water contents
wsf , wpf m3 m23 Surface and deep-soil water

equivalent volumetric ice
content

wmin m3 m23 Minimum liquid volumetric wa-
ter content threshold

wsat m3 m23 Soil porosity
w*sat m3 m23 Saturation value for liquid soil

water
ws eq m3 m23 Surface equilibrium/restore wa-

ter content
wwilt m3 m23 Wilting point volumetric soil

water content
zf m Depth of soil ice penetration
zf max m Maximum allowable depth of

soil ice penetration
zT m Water table depth
z0 m Surface roughness length for

momentum
z0h m Surface roughness length for

heat
Dt s Model time step
dpf ice produc-

tion
Limit delta function

l W m21 K21 Soil thermal conductivity
c m Soil water matric potential
cc m Critical matric potenial value at

wilting point
csat m Soil water matric potential at

saturation
ra kg m23 Lowest atmospheric level air

density
rw kg m23 Density of liquid water
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t s Time constant of one day
t i s Characteristic timescale for soil

water phase change
up Soil moisture stress coefficient
℘ Liquid water vertical diffusion

impedence coefficient
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