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Abstract—Formation control of multi-agent systems has been
an important task in the fields of automatic control and robotics.
The aim of this paper is to develop a deep learning based
formation control strategy for the multi-agent systems by using
the backpropagation algorithm. Specifically, the deep learning
network can be treated as the feedback controller, thus the
multi-agent system can use the network output as its input to
achieve the formation control. The algorithm has been tested on
a multirobot system to verify the effectiveness of the proposed
method.

I. INTRODUCTION

The cooperative control of multi-agent systems (MASs) has
drawn a great attention in recent years in different areas [1]
including reconnaissance, surveillance, and security [2], [3].
In such applications, maintaining the network topology and
connectivity of agents are important for some tasks including
target localization, oceanic search, and undersea oil pipeline
maintenance [4]–[6].

Formation control is one of the most interesting research
topics among cooperative control of MASs [7]. In many
applications, a group of autonomous robots are required
to follow the specified trajectory and maintain the network
topology at the same time because of the system cost,
redundancy, and structure flexibility of the system [8]–[10]. In
formation control, for a group of coordinated agents, different
control topologies can be adopted according to different tasks.
Some of them may need a leader for other agents so that they
can follow the leader in a specified way. Those robots carry
onboard sensing equipment to maintain the relative topologies
between them. Generally speaking, the robots have the limited
communication ability, thus they cannot use all the global
information of the other robots. Given this situation, the design
of the controller for each robot should not be centralized but
be based on the local information.

In order to design the distributed controller for the
multi-agent formation, we need to consider some issues

such as the stability of the controller, controllability of
different formation patterns, and safety and uncertainties in
the formation control. The traditional control approaches to
solve these issues are to develop the leader-follower strategy
[11], virtual structure approach, and behavior-based method.
The formation control is classified as regulation control and
tracking control in some situations. Generally, this may need
to consider the system dynamic and design the controller
carefully. In some cases, this is hard to implementation. In
order to overcome this drawback, some researchers develop
artificial neural network based controllers [12]. Deep learning
(DL), which is based on the nonlinear continuous functions
[13], [14], is part of machine learning [15] and is dedicated
to the modeling of nonlinear behaviors by a learning process
involving deep neural networks (DNN) [16]. In the past several
years, the deep learning method is applied in many aspects
such as pattern recognition [17], speech recognition [18], and
computer vision [19].

One of the machine learning based methods is the
adaptive dynamic programming, which has been used as the
model-based algorithm to design the controller for dynamical
systems [20]. This method uses a cost function to find the
feedback controller named policy by solving the Bellman
equation of the value function [20]. DNN approximations
of value function and policy are used in ADP to stabilize
discrete-time systems. The policy can be obtained from the
value function [21].

Another machine learning based method is reinforcement
learning, which is used to develop the model-free algorithms
of controllers for dynamical systems [22]. The main aim of this
method is to learn from experiments on what to do in different
situations so that it can maximize a reward function [23].
By using this method, the designed controller is a model-free
strategy that can be obtained by solving the Bellman equation
of the value function. This method can be used for both
stochastic processes using MDP and deterministic processes.
By incorporating the DNN into the reinforcement learning,
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a new method named deep reinforcement learning (DRL) has
been proposed for the control of dynamical systems [24], [25].
The value function and the policy are approximated by DNN
in the DRL approach.

The main drawback of these two methods is that the
Bellman equation is hard to solve. Thus, the neural network
can be used as a controller to ensure the control of dynamical
systems [26]. In our paper, we extend the neural network to
use the DNN as the controller for discrete-time dynamical
systems and use it for the formation control. This method, first
developed in [27] for shallow neural networks and in [28] for
DNN under a restrictive assumption on the system, is based
on the ability of a DNN for self-tuning its weights by using a
backpropagation algorithm. Thus, it can avoid the solving the
Bellman equation in ADP or DRL. Also, this method can be
used if the vector field of the discrete-time nonlinear system
is differentiable. Thus if the discrete-time nonlinear system is
unknown, it is still possible to use numerical differentiation
methods for backpropagation.

This paper is organized as follows: Section II gives some
preliminaries and Section III introduces the deep learning
based controller design. In Section IV, we introduce how to
transform the formation control problem into the feedback
control so that we can use the proposed algorithm to solve
it. We also have done the experiment to verify the proposed
algorithm in Section V. Finally, we give a conclusion in
Section VI.

II. PRELIMINARY

The notation used in here is fairly standard. Specifically,
R denotes the set of real numbers, N denotes the set of
nonnegative integers, Rn denotes the set of n-dimensional real
column vectors, Rn×m denotes the set of n-by-m matrices,
(·)T denotes transpose, and (·)−1 denotes inverse, respectively.
‖·‖ denotes the Euclidean norm. diag(x) denotes a square
diagonal matrix with the elements of vector x on the main
diagonal. Let G = (V, E) denote a dynamic directed graph
with the set of vertices V = {v1, v2, . . . , vN} and E ⊂ V × V
representing the set of edges. A graph with the property that
(vi, vj) ∈ E implies (vj , vi) ∈ E is said to be undirected.
The adjacent matrix A ∈ RN×N associated with the directed
graph G is defined by nonnegative adjacency elements aij as
A(t) = [aij(t)]. We assume (vi, vj) ∈ E(t) if and only if
aij = 1, (vi, vj) 6∈ E(t) if and only if aij = 0, and aii = 1 for
all i ∈ N , where N = {1, 2, . . . , N} denotes the node index
of G(t). The set of neighbors of the node vi is denoted by
N i(t) = {vj ∈ V : (vi, vj) ∈ E(t), j = 1, 2, . . . , |N |, j 6= i},
where |N | denotes the cardinality of N . The degree matrix
of a dynamic graph G(t) is defined by δ(t) = [dij(t)], where
i, j ∈ {1, 2, . . . , |N |} and

dij(t) =

{ ∑|N |
j=1 aij(t), if i = j,

0, if i 6= j.

Moreover, we can define Laplacian matrix of the dynamic
graph G as L(t) = δ(t)−A(t). If the graph is called strongly

connected if there exists a path from any node to any other
node in the dynamic graph.

Next, let K ⊂ Rn be a compact set such that 0 ∈ K and
called the learning state space. Consider the following system:

x(k + 1) = f(x(k), u(k)), k ∈ N, x(0) = x0 ∈ Rn (1)

where x(k) = (x1(k), . . . , xn(k)) ∈ K is the state vector,
u(k) = (u1(k), . . . , um(k)) ∈ Rm is the control input with
m ≤ n, and f : Rn × Rm → Rn a continuous function such
that f(0, 0) = 0 and f = (f1, . . . , fn) with fi : Rn×Rm → R.
The objective is to ensure that the solutions of system (1)
converge to the origin by using a DNN as a controller. To this
end, we consider the extended system

x(k−s+1) = f(x(k−s), u(k−s)), k ∈ N, 0 ≤ s ≤ r (2)

where (x(k− r+ 1), . . . , x(k+ 1)) ∈ Kr+1 is the state vector
with x(k− s+ 1) = (x1(k− s+ 1), . . . , xn(k− s+ 1)) ∈ K,
(u(k−r), . . . , u(k)) ∈ Rm(r+1) the control input with m ≤ n
and u(k− s) = (u1(k− s), . . . , um(k− s)) ∈ Rm, and r ≥ 0
such that the following assumption holds:
Assumption 1. Let

E(k) =
1

2
‖x(k + 1)‖2 (3)

if

lim
k→∞

( ∂E(k)
∂u1(k−r) , . . . ,

∂E(k)
∂um(k−r) , . . . ,

∂E(k)
∂u1(k)

, . . . , ∂E(k)
∂um(k) ) = 0

then we have limk→∞ x(k) = 0.
Next, let us recall the definition of a trajectory of the system

(1) given in [29, p. 13].
Definition 1. Given an initial value x0 ∈ K and a control
sequence u(k), we define a trajectory xu(k, x0) of the system
(1) by xu(0, x0) = x0 and

xu(k + 1, x0) = f(xu(k, x0), u(k)), k ∈ N

The classical feedback control aims at finding u(x(k)) to
stabilize the system (1), as shown by the Lyapunov based
methods in [30], the model predictive control in [31] or the
neural-network-based ADP algorithm in [32], following the
framework illustrated in Figure 1.

Fig. 1. Classical feedback control.

III. METHOD

In this section, we will introduce the backpropagation
algorithms used in the DNN. The DL feedback control aims
at finding a feedback control U : K → Rm as a DNN to
ensure the convergence of the state of the system (1) toward
zero by using the backpropagation algorithm and without using
classical feedback control theory or the Bellman equation.



Let us denote U(k − s) = (U1(k − s), . . . , Um(k − s)) ∈
Rm the output of the DNN with the input x(k − s) ∈ K
where 0 ≤ s ≤ r. It means that the DNN as the r + 1 inputs
x(k − s) ∈ Rn and the r + 1 outputs U(k − s) ∈ Rm where
0 ≤ s ≤ r. We are facing problems for backpropagation due
to the fact that we have no target for the output U(k−s) of the
DL feedback control and moreover U(k − s) ∈ Rm whereas
x(k + 1 − s) ∈ Rn with m ≤ n. The main goal is to make
x(k) converge to zero, so we consider the backpropagation
error (3) for the input x(k−s) of the DNN. The tuning of the
weights wij(k) between neurons i and j for the input x(k−s)
of the DNN is done by using the backpropagation algorithm

wij(k − s+ 1) = wij(k − s)− λδwij(k − s)

= wij(k − s)− λ
∂E(k)

∂wij(k − s)
(4)

with λ > 0 being the learning rate and the chain rule:

∂E(k)

∂wij(k − s)
=

∂E(k)

∂σj(k − s)
∂σj(k − s)
∂zj(k − s)

∂zj(k − s)
∂wij(k − s)

where k ∈ N, 0 ≤ s ≤ r, and

σj(k − s) = ϕj(zj(k − s)) = ϕj

(∑
l

wljσl(k − s)
)

in which k ∈ N and 0 ≤ s ≤ r. The only difference with usual
backpropagation is the first term ∂E(k)

∂Uj(k−s) due to the fact that
the backpropagation error E(k) does not depend directly on
Uj(k − s). Consider the following assumption for f :
Assumption 2. The function (x, u)→ f(x, u) is differentiable
on K × Rm.

By using the system (2) and Assumption 2, we can obtain
the following derivative for the backpropagation error (3) with
respect to the output Uj(k − s), k ∈ N and 0 ≤ s ≤ r

∂E(k)

∂Uj(k − s)
=

n∑
i=1

xi(k + 1)
∂fi(x(k), U(k))

∂Uj(k − s)
. (5)

In order for the backpropagation algorithm (3)–(5) to
converge, we must add the following assumption:
Assumption 3. The function (x, u) → fi(x, u)2 is convex on
K × Rm.

By using Assumption 3 and the fact that

E(k) =
1

2

n∑
i=1

fi(x(k), U(k))2

we can deduce that Uj(k − s) 7→ E(k) is convex for all 1 ≤
j ≤ m and 0 ≤ s ≤ r. So the backpropagation algorithm
converges and

lim
k→∞

( ∂E(k)
∂U1(k−r) , . . . ,

∂E(k)
∂Um(k−r) , . . . ,

∂E(k)
∂U1(k)

, . . . , ∂E(k)
∂Um(k) ) = 0.

Finally, Assumption 1 implies that limk→∞ x(k) = 0. This
can explain why the backpropagation algorithm is applied on
the extended system (2) and not on the system (1). Thus, we
have the following result:

Theorem 1. Under Assumptions 1–3, the solutions of the
closed-loop system (1) with the DL feedback control given
by the backpropagation algorithm (3)–(5) on the system (2)
converge to the origin.

The DL feedback control approach is illustrated in Figure 2.

Fig. 2. DL feedback control.

Remark 1. If the derivatives ∂fi(x(k),U(k))
∂Uj(k−s) are not available

due to the fact that f is unknown, then we can use numerical
differentiation methods for obtaining an approximate value of
these derivatives [33]. Moreover, if r = 0, then Assumption 2
is replaced by the one that uj → fi(x, u)2 is convex for all
1 ≤ i ≤ n and 1 ≤ j ≤ m.

If the system (1) is affine, i.e.,

x(k + 1) = φ(x(k)) +

m∑
j=1

gj(x(k))uj(k) (6)

with φ : Rn → Rn being continuous such that gj(x) =
(g1j(x), . . . , gnj(x)), then we have

∂E(k)

∂Uj(k)
=

n∑
i=1

xi(k + 1)gij(x(k)) (7)

for all 1 ≤ j ≤ m. Note that affine systems are very common
in applications [34]. Finally, consider the very special case of
linear systems of the form:

x(k + 1) = Ax(k) +Bu

with A ∈ Rn×n and B = [bij ] ∈ Rn×m, then we have

∂E(k)

∂Uj(k)
=

n∑
i=1

bijxi(k + 1)

for all 1 ≤ j ≤ m.
These results ensure that the backpropagation algorithms

converge for the system (1) and the fundamental
approximation theorem ensures that a DNN can approximate
any continuous function on a compact set K. Now we can
present how to implement the DL control algorithm.

Algorithm 1 explains how the backpropagation algorithm
presented in Section III is used for building a DNN called
DL feedback control. It stops when the draw of new random
states in K does not make evolve the weights of the DNN.
The learning process on the system (2) allows to find a DL
feedback control for the system (1). If Algorithm 1 uses only
the states {x(k) ∈ K : k ∈ N} of a solution of the system (1)
without using random states, it will learn badly with too few
states in K and therefore too little information. It is possible



Algorithm 1: DL feedback control algorithm on K
Input: x(k − r) ∈ K and ε > 0
Output: DNN U on K for the system (1)

1 Apply the backpropagation algorithm (3)–(5) to the
system (2) with the input x(k − s) of the DNN where
0 ≤ s ≤ r.

2 if ‖δw(k − s)‖2 =
∑

i,j(k − s)2 ≥ ε then
3 wij(k − s)← wij(k − s+ 1)
4 if E(k) < E(k − 1) then
5 x(k − s)← x(k − s+ 1) for all 0 ≤ s ≤ r
6 if x(k − s+ 1) ∈ K for all 0 ≤ s ≤ r then
7 go to 1
8 else
9 Choose randomly x ∈ K

10 x(k − r)← x
11 go to 1
12 end
13 else
14 go to 1
15 end
16 else
17 Choose randomly x ∈ K
18 x(k − r)← x
19 go to 1
20 end

to improve the convergence speed of the DL feedback control
by replacing Step 4 of Algorithm 1 with E(k) < λE(k − 1)
where 0 < λ < 1.

Remark 2. We use all the states (x(k), . . . , x(k − r)) in
the input of the DNN for tuning its weights contrary
to what is done in [27], [28] where only both states
(x(k), x(k − r)) are used under the restrictive assumption that
the system (2) is uniquely invertible. Moreover an algorithm,
namely Algorithm 1, is provided explaining how tuning the
weights of the DNN which is not the case in [27], [28].

IV. FORMATION CONTROL OF MULTI-AGENT SYSTEMS

In this part, we will present the formation control problem
of multi-agent systems and show how to use Algorithm 1 to
solve it. The formation control problem we consider here is
based on the consensus protocol, which means each agent
will have a copy of its own understanding consensus state
xci. However, the real state of each agent will differ from its
understanding consensus state that the formation topology can
be maintained. Here we consider the real state of the agent
as xi(t) and each agent has its own understanding consensus
state xci. The relationship between xci and xi can be written
as:

xi(t) = xci(t) + pi (8)

where pi is the vector denoting the real state of each
agent xi(t) deviating its understanding consensus state xci.

Moreover, the dynamic of the understanding consensus state
can be written as follows:

xci(t+ 1) = xci(t) + ui(t) (9)

for each agent.
The goal of the consensus protocol is to reach

lim
t→∞

xc1(t) = · · · = lim
t→∞

xcN (t) (10)

for all N agents.
Next, we need to define the error dynamic for each agent i

as:

ei(t) = xci(t)− 1/N

N∑
j=1

xcj(t)

= 1/N

( N∑
j=1

(xci(t)− xcj(t))
) (11)

Then, we have

ei(t+ 1) = xci(t+ 1)− 1/N

N∑
j=1

xcj(t+ 1)

= 1/N

( N∑
j=1

(xci(t)− xcj(t))
)

= 1/N

N∑
j=1

(
xci(t)− xcj(t)

)

+ 1/N

N∑
j=1

(
ui(t)− uj(t)

)
(12)

which means:

ei(t+ 1) = ei(t) + 1/N

N∑
j=1

(
ui(t)− uj(t)

)
(13)

Equation (13) can be written as:

e(t+ 1) = e(t) + 1/N(IN − 1N1T
N )u(t) (14)

where e(t) = (e1(t), . . . , eN (t))T , u(t) =
(u1(t), . . . , uN (t))T , 1N is a column vector witch has N
elements with each element equals 1. The system error (14)
can be seen as the specific form of the dynamical system (2)
with the function f = e(t) + 1/N(IN − 1N1T

N )u(t). Thus,
our goal has become to design a DNN controller based on
Algorithm 1 to force the error state e(t) to converge to 0.

V. EXPERIMENT

In this part, we will implement an experiment to show the
effectiveness of the Algorithm 1 on our multirobot platform.
We first use the Gazebo simulation environment to train the
DNN controller to obtain the network model. After that we
could use the trained network in the real robot to show the
effectiveness of Algorithm 1. The multirobot system used here
is 4 Pioneer 3dx robots. Each robot is with a Nvidia TX1
so that they can communicate with each other by the Robot
Operating System (ROS). The DNN we used here has 6 hidden



layers and each layer is composed of 100 neurons. We choose
the ReLU function as the activation function. After training the
network, the robot system can achieve the formation control
by walking along the path generated by the algorithm.

Let (rxi, ryi), θi denote the Cartesian position and
orientation of the ith robot, respectively. Thus, we can denote
the state of the robot xi = [rxi, ryi, θi]

T . The linear and
angular speed of the robot can be denoted by (vi, wi). Thus,
we have the kinematic equation of the ith robot as follows:

ṙxi = vi cos(θi), ṙyi = vi sin(θi), θ̇i = wi (15)

Then, by linearizing (15) around a fixed point off the center
of the wheel axis (x̄i, ȳi) of the robot, where x̄i = rxi +
di cos(θi), ȳi = ryi + di sin(θi), and d = 0.15m, we have the
equation[

vi
wi

]
=

[
cos(θi) sin(θi)

−(1/d) sin(θi) (1/d) cos(θi)

] [
axi
ayi

]
.

This equation is a simple kinematic one that can transfer the
action of each robot to the velocity command.

Next, we can define the understanding consensus state
for each robot as xci = [xrci, y

r
ci, θ

r
ci]

T . The [xrci, y
r
ci] and

θrci denote the reference position and orientation of the
understanding formation center of the robots team for each
robot i, respectively. Since the formation center of the robots
team is changing dynamically, each robot would maintain a
local variable xci, which is the sensing value of the state sr

by each robot i.
Moreover, there is a relationship (8) that we should clarify

between the real state xi and the understanding consensus state
xci: [

x̄i
ȳi

]
=

[
xrci
yrci

]
+

[
cos(θrci) − sin(θrci)
sin(θrci) cos(θrci)

] [
x̃if
ỹif

]
, (16)

where [x̃if , ỹif ]T represents the desired deviation vector of the
ith robot relative to the geometric center of the formation. The
initial positions for the robots are x1 = 0.935m, y1 = 0.935m,
x2 = 2.205m, y2 = 0m, x3 = 1.46m, y3 = 1.46m, and
x4 = −0.81m, y4 = 2.32m. Also, we add a virtual leader
for the robots team and its initial position is x0 = 0m and
y0 = 0m. Its velocity is v0x = 0.01m/s and v0y = 0.01m/s.
Also, x̃1f = 1.5m, ỹ1f = 1.5m, x̃2f = −1.5m, ỹ2f = 1.5m,
x̃3f = 1.5m, ỹ3f = −1.5m, and x̃4f = −1.5m, ỹ4f = −1.5m.
Figures 3 and 4 show the trajectory of each robot moving in x
and y direction, respectively. Moreover, Figures 5 and 6 show
the velocity of each robot in x and y direction, respectively.

Next, we will perform the experiment on the real robot by
using the trained DNN before. Figure 7 shows the robots are in
the initial position, Figure 8 shows that the robots are running,
and Figure 9 shows that they have achieved the formation
finally.

VI. CONCLUSION

In this paper, we consider the formation control problem
by using a deep learning based feedback control method. The
backpropagation algorithm is used to train the DNN to obtain
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Fig. 3. The x direction trajectory of each robot.
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Fig. 4. The y direction trajectory of each robot.

the controller. In order to implement this method, we transfer
the formation control problem into a general problem (2)
that can be solved by Algorithm 1. Finally, we verified the
effectiveness of the algorithm on our multirobot platform.
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Fig. 5. The velocity of x direction trajectory of each robot.
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