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ABSTRACT

In solar coronal loops, thermal non-equilibrium (TNE) is a phenomenon that can occur when the heating is
both highly-stratified and quasi-constant. Unambiguous observational identification of TNE would thus permit
to strongly constrain heating scenarios. Up to now, while TNE is the standard interpretation of coronal rain,
the long-term periodic evolution predicted by simulations has never been observed yet. However, the detection
of long-period intensity pulsations (periods of several hours) has been recently reported with SoHO/EIT, and
this phenomenon appears to be very common in loops. Moreover, the three intensity-pulsation events that we
recently studied with SDO/AIA show strong evidence for TNE in warm loops. In the present paper, a realistic
loop geometry from LFFF extrapolations is used as input to 1D hydrodynamic simulations. Our simulations
show that for the present loop geometry, the heating has to be asymmetrical to produce TNE. We analyse
in detail one particular simulation that reproduces the average thermal behavior of one of the pulsating loop
bundle observed with AIA. We compare the properties of this simulation with the properties deduced from the
observations. The magnetic topology of the LFFF extrapolations points to the presence of sites of preferred
reconnection at one footpoint, supporting the presence of asymmetric heating. In addition, we can reproduce
the temporal large-scale intensity properties of the pulsating loops. This simulation further strengthens the
interpretation of the observed pulsations as signatures of TNE. This thus gives important information on the
heating localization and time scale for these loops.
Keywords: Sun: corona – Sun: UV radiation

1. INTRODUCTION

clara.froment@astro.uio.no

Numerical simulations show that with a highly-stratified
(i.e. mainly concentrated near the footpoints) and quasi-
constant heating, a phenomenon called thermal non-
equilibrium (TNE) can govern the dynamics of coronal loops.
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This particular localisation and time scale of the heating re-
sults in a particular response of the plasma: evaporation and
condensation cycles with periodic evolution of the tempera-
ture and the density (e.g., Kuin & Martens 1982). The plasma
heated near the footpoints evaporates and starts to fill the
loop. The temperature increases, followed by the density with
a time delay. As the loop becomes denser, the heating per
mass unit decreases and thus the temperature decreases. The
temperature drop increases the radiation losses (Rosner et al.
1978). The radiation losses start to overcome the heating lo-
cally in the corona as the temperature continues to decline,
producing thermal runaway. Eventually, it produces plasma
condensations that fall toward the loop legs because of grav-
ity, before the cycle repeats. The heating stratification pro-
duces an unstable loop where no thermal equilibrium is possi-
ble (e.g., Antiochos et al. 1999; Patsourakos et al. 2004; Klim-
chuk et al. 2010). The term TNE was introduced by Karpen
et al. (2001) to describe both the unstable and cyclical aspect
of the system. While the thermal runaway occuring locally
in the corona and on a short time scale (compared to the loop
evolution time scale) has all the characteristics of a thermal
instability (Parker 1953; Field 1965), we use the term TNE in
the present paper since we focus on the global behavior of the
system. In the remainder of the paper, we thus use the term
TNE since the cyclical aspect of the phenomenon is central to
our argument.

In simulations, a state of TNE can be produced with dif-
ferent time scales of the heating, as long as the time delay
between two heating events is short compared to the typi-
cal cooling time. TNE can be obtained either with impulsive
heating with a sufficiently high repetition rate (e.g., Mendoza-
Briceño et al. 2005; Karpen & Antiochos 2008; Susino et al.
2010; Antolin et al. 2010), or with a strictly steady heating
(e.g., Müller et al. 2003, 2004; Mok et al. 2008; Lionello et al.
2013; Mikić et al. 2013; Mok et al. 2016).

The role of TNE in the formation and evolution of promi-
nences (Antiochos & Klimchuk 1991; Antiochos et al. 1999,
2000; Karpen et al. 2006; Xia et al. 2011, 2014) and coro-
nal rain (Müller et al. 2003, 2004; Antolin et al. 2010; Fang
et al. 2013) is both predicted by simulations and confirmed
by observations (Schrijver 2001; De Groof et al. 2004; Müller
et al. 2005; Antolin et al. 2012; Vashalomidze et al. 2015; An-
tolin et al. 2015). In contrast, the relevance of TNE to the de-
scription of warm loops (temperatures about 1 MK) has been
questioned (Klimchuk et al. 2010). However, recent simu-
lations (Lionello et al. 2013; Mikić et al. 2013; Winebarger
et al. 2014; Lionello et al. 2016; Mok et al. 2016) show that it
should not be ruled out because discrepancies with observa-
tions may arise from an oversimplification of the loop geom-
etry used in models, especially in 1D simulations.

Auchère et al. (2014) reported on the detection of long-
period intensity pulsations (periods of several hours) with the
Extreme Ultraviolet Imaging Telescope (EIT; Delaboudinière

et al. 1995) on board the Solar and Heliospheric Observatory
(SoHO; Domingo et al. 1995). This phenomenon appears to
be very common in active regions and in particular in loops.
The authors estimate that about half the active regions of the
year 2000 underwent this kind of pulsation.

These pulsations are new observational signatures of heat-
ing processes in loops. Three of these intensity pulsation
events have been analyzed in detail in Froment et al. (2015)
using simultaneously the six coronal passbands of the Atmo-
spheric Imaging Assembly (AIA; Boerner et al. 2012; Lemen
et al. 2012) on board the Solar Dynamics Observatory (SDO;
Pesnell et al. 2012). We used both the Differential Emission
Measure (DEM) analysis diagnostics developed by Guennou
et al. (2012a,b, 2013) and the time lag analysis of Viall &
Klimchuk (2012) to conclude that these loops show evidence
for TNE. This conclusion is reinforced by the pulse-train na-
ture of the observed signals (Auchère et al. 2016a). Moreover,
Auchère et al. (2016b) have recently confirmed the statistical
significance of the detections.

The time lag analysis presented in Froment et al. (2015,
see e.g. Figure 9) shows that there is no time delay in the
loop intensity between the 171 Å and 131 Å AIA channels.
That implies that the plasma does not cool in average below
the temperature of the peak response of the 171 channel, i.e.
about 0.8 MK (see zero time lag discussions in Bradshaw &
Viall 2016; Viall & Klimchuk 2016). This specific plasma
response seems to match the evaporation and incomplete con-
densation cycles seen in the simulations of Mikić et al. (2013).
The authors present several loops modeled with a 1D hydro-
dynamic code, using different loop symmetries, loop cross-
sections, and heating intensity and geometry profiles. Some
of their simulations lead to a TNE state of “incomplete” con-
densations. This term is opposed to “complete” condensations
which are characteristic of catastrophic cooling events where
the temperature, locally in the corona, drops down to chro-
mospheric temperatures. The authors investigate the effect of
loop geometry (particularly loop cross-sectional area) on the
characteristics of loops and conclude on the importance of
using realistic loop geometries in numerical models. In ad-
dition, the geometry and the strength of the heating seem to
play an important role in producing the different regimes of
evaporation and condensation cycles.

We focus our present analysis on the main event (the one
with the largest excess power in Fourier spectra) studied in
Froment et al. (2015). We use a 1D hydrodynamic simulation
code in order to study if the scenario of cycles of evaporation
and incomplete condensations are consistent with our obser-
vations. In Section 2, we present the results of one loop simu-
lation that best reproduces the periods and the average thermal
behavior derived from the DEM and the time lag analysis pre-
sented in Froment et al. (2015). This simulation uses a non
ad hoc loop geometry from linear force-free field (LFFF) ex-
trapolations. We then test in Section 3 if the characteristics of
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both the heating function chosen and the synthetic intensities
from the simulation match the observations of the active re-
gion. Finally, we discuss our results and their implications for
coronal heating in Section 4 and Section 5.

2. 1D HYDRODYNAMIC SIMULATION

In Froment et al. (2015), the event detected in
NOAA AR 11499 is referred to as event 1 and is followed
from June 03, 2012 18:00 UT to June 10, 2012 04:29 UT. In
this active region, we detected intensity pulsations with a pe-
riod of 9.0 hr in large coronal loops. The aim of this section
is to reproduce the main characteristics (long term variations
and average behavior of the loop bundle observed with AIA)
of the plasma response of this pulsating event, as detailed in
Froment et al. (2015). We present here results of a 1D hy-
drodynamic simulation using a realistic loop geometry from a
LFFF extrapolation.

2.1. Magnetic field extrapolation

We extrapolate the magnetic field of NOAA AR 11499
from the photosphere to coronal altitudes using a LFFF model
with the method described in Nakagawa & Raadu (1972) and
Alissandrakis (1981). Most of the loops in the region studied
are located in a plage region, with relatively weak and small-
scale fields, so vector magnetograms are probably not reli-
able enough to use directly with a non-linear force-free field
(NLFFF) model, as discussed in Zhao et al. (2016). Moreover,
this active region does not show a sigmoidal shape, so that
the differences between magnetic field extrapolations LFFF
or NLFFF ought to be relatively small.

We use magnetograms from the Helioseismic and Magnetic
Imager (HMI; Scherrer et al. 2012) on board SDO. The HMI
data (hmi.M 720s series) are read with the routine read sdo
from the Interactive Data Language SolarSoftware library.
We choose the HMI magnetogram closest to the middle date
of the AIA sequence, i.e. June 06, 2012 23:12 UT, close to
the central meridian. As the magnetograms do not show large
structural differences during the whole sequence, the use of
one particular magnetogram for the analysis ought to be suf-
ficiently accurate. In addition, since the date chosen is close
to the passage of the active region at the central meridian, it
allows us to minimize distortion effects and thus to compare
the extrapolated field lines with the detected contour of ex-
cess Fourier power. The magnetogram and the background
coaligned AIA image at 171 Å (see Figure 1) are 4 × 4 pixels
binned to increase the signal-to-noise ratio. The field-of-view
(FOV) for the geometrical study is an area of 519×444 Mm2.
This FOV is centered on 20.5° of Stonyhurst heliographic lat-
itude and -2° of Stonyhurst heliographic longitude. The cal-
culation is made in Cartesian coordinates.

Placed at z = 0, the magnetogram defines the bottom of
the extrapolation box, which is tangent to the photosphere
at the center of the FOV. The magnetogram is padded with

zeroes at each side of the two horizontal directions to mini-
mize aliasing. The total size of the bottom of the box is then
750 × 750 Mm2. There are periodic boundary conditions on
the four sides of the (x, y) domain. We use a uniform grid with
2048×2048 points for the Fast Fourier Transform (FFT). The
field lines are extrapolated up to an altitude of 300 Mm. For
the purpose of the analysis, the resulting magnetic field was
stored on a nonuniform grid centered on the main active re-
gion of the field of view with 350 points in the z direction
using intervals as small as 0.3 Mm near z = 0. The force-free
parameter, α, is chosen to visually fit the visible loops in the
whole FOV. By an iterative method, we chose α = −5.4×10−3

Mm−1.

Some extrapolated lines are presented in Figure 1, includ-
ing those colored in red that correspond to the pulsating loop
bundle. The red lines are selected with the criterion that at
least 20% of the line length should be enclosed by the contour
of detected pulsations. We use the detected contour of pulsa-
tions at 335 Å, the channel with the strongest Fourier signal
(Froment et al. 2015, see Figure 4), while the background im-
age is at 171 Å because the loops are more discernable in this
passband.

The correspondence between the red lines and the contour
of detected pulsations is better for the eastern footpoints than
the western footpoints. However, since the contour of de-
tected pulsations was constructed using three days of data
after remapping in heliographic coordinates (Froment et al.
2015), we should bear in mind that geometric distortions are
significant.

2.2. Simulation setup

The 1D hydrodynamic model used is described in Mikić
et al. (2013, Section 2). The equations for mass, momentum
and energy conservation take into account the loop expansion
via the cross-sectional area, A(s) ∼ 1/B(s), where s is the
coordinate along the loop and B(s) the magnitude of the mag-
netic field along the loop. B(s) is specified from the values
obtained from the LFFF extrapolation. The heating term is
imposed via a function H(s) constant in time.

The parallel thermal conductivity is chosen to follow the
classical Spitzer conductivity value. The radiative loss func-
tion is derived from the CHIANTI atomic database (version
7.1) (Dere et al. 1997; Landi et al. 2013) with coronal abun-
dances (Feldman et al. 1992; Feldman 1992; Grevesse &
Sauval 1998; Landi et al. 2002). We assume that the plasma
is totally ionized, only composed of protons and electrons
and that the temperature of protons and electrons are equal:
n = ne = np and T = Te = Tp.

Even though an option to artificially broaden the transition
region at low temperatures is typically used in this code, as
described by Lionello et al. (2009) and Mikić et al. (2013),
we do not employ this technique in the present study. Since
we analyze only a single loop, we can afford to use a very
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Figure 1. Some field lines extrapolated for NOAA AR 11499 (and related active regions) with a LFFF model. We superimposed
contours of magnetic field (Bz at z = 0) from the HMI magnetogram (see Figure 5), in light red for positive values and in light
blue for negative ones. The contours represented are at ±30 G. The AIA 171 Å image and the magnetogram are both taken on
June 06, 2012 at 23:12 UT. They cover a region of 519 Mm along the X-axis and 444 Mm along the Y-axis. The field-of-view is
centered on 20.5° of Stonyhurst heliographic latitude and -2° of Stonyhurst heliographic longitude. The black contour delimits
the area of the pulsations detected in the 335 Å passband of AIA (see Figure 4 in Froment et al. 2015), for a sequence of data
between June 05, 2012 11:14 UT and June 08, 2012 11:16 UT. Intensity pulsations with a period of 9.0 hr are detected in the
large loops seen in the background image with a confidence level greater than 99%. The different colors of the field lines show
different loop bundles/regions in the field-of-view. The red lines correspond to the ones matching the detected pulsations. The
white arrow indicates the line chosen as an input for the 1D loop simulation in Section 2.
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Figure 2. Loop simulation inputs as a function of the position
along the loop for the 1D hydrodynamic simulation presented
in this paper. This geometry is from the extrapolated field line
indicated by a white arrow in Figure 1. Top left: loop profile,
altitude in Mm of each point along the loop. Top right: the ac-
celeration of the gravity projected along the loop, normalized
as presented in Equation 1. Bottom left: the strength of the
magnetic field B(s) in Gauss. Bottom right: the loop expan-
sion given by the evolution of the cross-sectional area A(s),
normalized at the first footpoint.

high resolution mesh to resolve the very steep gradients in the
transition region, and run the code for a long time. Therefore,
we keep the true Spitzer thermal conductivity and radiative
loss law without modification. Future studies involving pa-
rameter scans over many loop solutions will likely require the
artificial broadening of the transition region.

The initial condition is defined by a state of hydrostatic
equilibrium with a parabolic temperature profile along the
loop (2 MK at the mid-point of the loop) and a cool (Te =

Tch = 0.02 MK) chromospheric reservoir at the footpoints. In
this initial state, the chromosphere thickness is 3.5 Mm at each
footpoint, which evolves for t > 0 given the loop geometry
and the heating function chosen. Tch and nch are the boundary
conditions at s = 0 and s = L, with nch = 6 × 1018 m−3.

The simulated loop uses the geometry of the magnetic field
line indicated by the white arrow in Figure 1. This field line is
in the domain of loops with EUV intensity pulsations and has
a length L = 367 Mm. The geometry of this line is shown in
Figure 2. Here we choose to conduct the 1D modeling using
only one loop geometry. However, we have to bear in mind
that we aim to model here the average behavior of the pul-
sating loop bundle observed with AIA. This simulation would
therefore not be considered to be able to reproduce the details
of what could happen more locally.

As input to the simulation, we give the loop profile, i.e.

the altitude of each point of the loop, the gravity projected
along the loop, and the magnetic field strength along the loop.
The loop expansion is given by the cross-sectional area A(s),
obtained from B(s), and normalized to its value at the first
footpoint. For this quite asymmetric loop, the apex is at an
altitude of 87 Mm at s = 212 Mm (i.e. at 0.58 L), i. e. the
loop is skewed towards one footpoint. But the highest factor
of asymmetry in this loop is the different behavior around the
two footpoints. It is worth noting the shallow slope of the
loop around the eastern footpoint (s = 0). This behavior can
be seen in the normalized gravity projected along the loop,
defined as

~g · ~B

‖~g‖ ‖~B‖
(1)

with ~g the acceleration of the gravity. While the value of the
projected gravity is close to 1.0 (the field line is close to the
vertical) at the western footpoint (s = L), it remains under
0.6 (in absolute value) in the eastern leg and drops around the
footpoint to reach about 0.1.

The magnetic field strength is about the same at s = 0
(∼ 315 Gauss), where Bz0 > 0, as at s = L (∼ 275 Gauss),
where Bz0 < 0. The cross-sectional area at each footpoint is
thus similar. The evolution of the loop cross-sectional area,
normalized to its value at s = 0, shows that it is highly non-
constant. The loop expansion factor reaches a value of 38 at
s = 162 Mm, i.e. before the loop apex.

To solve the hydrodynamic equations, we use a nonuni-
form spatial mesh, fixed in time. Our run uses 100, 000 mesh
points. The mesh spacing is ∆s = 2 km in the chromosphere
and transition region, increasing to ∆s = 20 km in the corona.
The geometry profile taken from the extrapolations is linearly
interpolated at the grid points. We verified that the fine mesh
spacing region at low altitudes in the loop captures the gradi-
ents and the movements of the transition region.

The heating function used for the simulation is similar to the
one from Mikić et al. (2013, Equation 6). This kind of heating
function allows us to try different scale heights at each foot-
point, to represent different possible stratifications and asym-
metries of the heating:

H(s) = H0 + H1(e−g(s)/λ1 + e−g(L−s)/λ2 ) (2)

where g(s) = max(s − ∆, 0) and ∆ = 5 Mm is the thickness
of the chromosphere, where the heating is constant.

H(s) is the volumetric heating rate, expressed in W m−3. H0

is the value to which H(s) tends at the apex 1 and (H0 + 2 H1)
is the value of the heating in the chromosphere. λ1 and λ2 are
the scale lengths for the energy deposition at the eastern and
western leg of the loop, respectively.

We tested several heating configurations using equation 2
(see Section 2.3). Among the simulations showing TNE cy-
cles we chose one that allowed us to produce a loop whose

1 only if λ1,2 �
L
2 − ∆
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Figure 3. Volumetric heating profile used for the loop simula-
tion (Equation 2).

thermal behavior, as presented in Section 2.4, matches with
the average loop bundle behavior observed with AIA. We
plotted the heating profile used for this simulation in Fig-
ure 3, with the following parameters: H0 = 1 × 10−7 W m−3,
H1 = 1.28 × 10−4 W m−3, λ1 = 50 Mm and λ2 = 20 Mm.
The total heating power integrated over the loop length is
about 105 W/m2 and it is two times larger in the eastern leg
(0 < s < 212 Mm) than in the western leg (212 Mm < s < L).
Most of the heating is concentrated around the loop footpoints
since we chose H0 � H1 and the profile is asymmetric.

2.3. Conditions of occurence of TNE for this loop geometry

In order to best reproduce the observed behavior of the pul-
sating loop bundle, i.e., the period of pulsation and the thermal
evolution deduced from the DEM and the time lag analysis
of Froment et al. (2015), we tested several scale lengths and
strengths for H(s). This scan of different heating conditions
for one loop geometry allowed us to scan different loop behav-
iors: static loops as well as loops with evaporation and con-
densation cycles, whether incomplete or complete. For our
particular loop geometry, these TNE cycles appear only when
the heating is stronger at the eastern leg than at the western
leg. This parameter space study will be presented in a forth-
coming companion paper.

2.4. Simulation results : thermal evolution of the loop

We simulate the loop evolution during a time sequence of
72 hr and analyse the loop behavior in response to the heat-
ing profile applied. The evolution of the temperature, density,
velocity, and pressure is represented in Figure 4 as a function
of time and distance along the loop. On the right hand side of
each 2D plots, we show the time evolution of the correspond-
ing parameter averaged over the loop apex region, defined as
the part of the loop above 90 % of the apex height. We mark it

with the two dotted bars in the lower plot of each panel. The
profiles in the bottom panels correspond to instants of the sim-
ulation, t1 and t2, marked respectively by the solid and dashed
bars in right hand side plots.

These profiles show that this loop experiences cyclic TNE
pulsations with aborted condensations, i.e. the apex tempera-
ture never falls below 1 MK. These condensations are falling
along the western leg which is heated about half as much as
the eastern one. There are pulsations with a period of about
9 hr for each physical parameter. It is the same period as
observed in the EUV intensities and DEM parameters by Fro-
ment et al. (2015). The 2D plots and the profiles show a large
chromospheric part around the eastern footpoint. It is due to
the geometry of the loop, i.e. the flattened eastern leg of the
loop at low altitude. Apart from this peculiarity in the ge-
ometry, this case is similar to Case 10 presented in Figure 14
of Mikić et al. (2013). The cycles seen for all the physical
parameters are nearly identical over the duration of the simu-
lation.

This loop is relatively hot as the coronal part has a peak
temperature of 3 MK. The temperature always remains above
1.4 MK for the eastern part of the loop and around the loop
apex. It drops to 0.6 MK in the western leg at the end of
the cooling phase, when the condensations are the strongest.
Most of the loop remains in coronal conditions at all times.

During the rise of the temperature in the loop, there are up-
flows at both the eastern and the western footpoints with a
velocity of about 10 km s−1. During the cooling phase, the
density decreases to ∼ 4×1014 m−3 around the apex and in the
eastern part of the loop. These parts of the loop are drained.
The density increases by a factor of 3 in the western leg due
to condensations. As a consequence, the pressure drops ev-
erywhere in the loop with a minimum value around the apex.

Due to the drop in the pressure, siphon flows are seen
from the eastern part to the west footpoints (velocity of about
60 km s−1) of the loops. Mikić et al. (2013) hypothesize that
these siphon flows play a key role in aborting the condensa-
tions. However, this remains to be confirmed as some 2.5D
modeling results show that such siphon flows could actually
provide more density to the condensations (Fang et al. 2015).

The evolution of the density around the apex is delayed
compared to the evolution of the temperature, as expected for
a state of TNE (e.g. Mikić et al. 2013), in conjunction with
the periodic evolution of these two parameters. We notice that
the delay between the maxima of temperature and density is
larger than the one between their minima. This property was
previously seen in (Mikić et al. 2013, see Figure 6).

3. DO THE PROPERTIES OF THE SIMULATED LOOP
MATCH THE OBSERVATIONS?

3.1. Potential evidence of asymmetric heating

In Section 2, we have traced magnetic field-lines from a
LFFF extrapolation of event 1 of Froment et al. (2015). We
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Figure 4. Evolution of the temperature Te, density ne, velocity v, and pressure p for the loop simulated with the 1D hydrodynamic
code (Mikić et al. 2013). This loop is based on the geometry of the extrapolated magnetic field line designated by the white
arrow in Figure 1. The constant heating function of Figure 3 is applied. Top left: evolution of the temperature along the loop and
during the 72 hr of the simulation. On the right of the 2D plot, we display the evolution of the temperature around the loop apex
(mean value between the two dotted bars in the bottom panel). On the bottom of the 2D plot, we show two temperature profiles
(solid and dashed lines, corresponding respectively to the hot phase at t1 and the cool phase at t2). The corresponding instants are
indicated respectively by the solid and dashed lines on the plot of the temperature evolution around the apex. We plot the other
loop physical parameters in the same way. Top right: longitudinal velocity. Red (positive) for flows from the eastern footpoint
to the western one and opposite for blue. Bottom left: density. On the 2D plot and the loop profiles, ne is shown in logarithmic
scale. On the apex time series ne is in linear scale. Bottom right: pressure.
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presented a 1D hydrodynamic simulation of a loop with a ge-
ometry taken from one of the extrapolated field lines match-
ing the contour of detected pulsations. This loop has a large
low-lying portion at its eastern footpoint. Moreover, we found
that we can reproduce the properties of the observed pulsat-
ing loops only if there is more heating at the footpoint with
this particular geometry (see Figure 3 and Section 2.3). The
full parameter space study will be presented in a forthcoming
companion paper.

Examining the magnetic topology around the eastern pul-
sating loops footpoints, we found one photospheric null-point
(at z = 370 km) and many bald patches. This particular mag-
netic topology explains the field line geometry in this area.
In Figure 5, we show an AIA view and a side view of the
null point and bald patches. In the left panels, we trace in red
the lines matching the pulsating loops, as in Figure 1. In the
side view, we see that at least two field lines have a grazing leg
(this includes the field-line used for the simulation), due to the
presence of the null-point. In the right panels, we trace some
field lines anchored in the bald patch area in the East of the
region. These blue lines clearly show the different conditions
at their two footpoints. As pointed out in Figure 6, we can
see in the HMI magnetogram that the footpoints where we
found the null-point and the bald patches are located on the
external side of a plage region. On the magnetogram zoom
(right panel), we can see that the bald patches are located in
an area adjacent to the plage region with many alternations
of small scale negative and positive polarities (pointed by the
blue arrow in Figure 6). The low-lying null is located in a
meso-scale area (alternation of positive, negative and positive
polarity, pointed by the yellow arrow in Figure 6).

The specific magnetic topologies and the occurence of per-
manent photospheric motions observed in the magnetograms
in this area could favor reconnection (e.g., Billinghurst et al.
1993; Pariat et al. 2009). It thus might be evidence for differ-
ent heating conditions at each footpoint of these loops, which
might conceivably be the source of the asymmetric heating
needed to drive the solution of the 1D simulation into TNE
cycles. Although we study here the magnetic topology of the
region at only one date, the magnetograms show this area of
alternation of small scale positive and negative polarities dur-
ing the sequence of ∼ 6 days. The potential site of reconnec-
tion could thus last for several days and produce quasi-steady
favorable conditions for the appearance of pulsations. More-
over, we made the same extrapolations as presented in Sec-
tion 2.1 using a magnetogram at the beginning and at the end
of the three-day sequence presented in Froment et al. (2015)
(between June 05, 2012 11:14 UT and June 08, 2012 11:16
UT). We checked that the overall geometry of the field lines
matching the contour of detected pulsations (such as asym-
metry) does not change significantly between these two dates
and the one studied here.

Such a potential site of reconnection is likely also present

at other locations in this active region. These heating con-
ditions, as well as the geometry of the loops studied, are not
generic properties of loops showing long-period intensity pul-
sations. However, as we will demonstrate in the companion
paper, both the loop geometry and the heating conditions in-
fluence the production of TNE. The pulsating loops are not
characterized by a single common property but rather by a
combination of the right heating conditions and geometry.

3.2. EUV intensities and time lags
3.2.1. Synthetic intensities as seen in the AIA coronal channels

We use the simulated temperatures and densities along the
loop to produce synthetic intensities as they would be ob-
served in the six coronal passbands of AIA, in the geomet-
ric configuration of Figure 1. We produce these intensi-
ties from the AIA response functions Rb(ne,Te) to isothermal
plasma for each channel, calculated with CHIANTI version
8.0 (Del Zanna et al. 2015) 2. To simulate the intensities as
they would be seen in EUV images, we perform the integra-
tion along the line of sight in the geometry corresponding to
that given in Figure 1:

Isimu =
1

4π

∫
n2

eRb(ne,Te)dl (3)

We assume that for the average loop bundle modeled, ne,
Te and A(s) vary slowly from one section to another, which is
valid for the coronal part of the loop. So that we can assume
that ne an Te are constant in each cross section of the loop.
We use the projection of the extrapolated magnetic field line
as seen by AIA (see Figure 1) to calculate the thickness of the
loop. We thus approximate Equation 3 as:

Isimu ∼
1

2π
r0
√

A(s)
sin(β)

n2
eRb(ne,Te) (4)

β is the angle between ~B and the direction of the line of
sight, as illustrated in the sketch of Figure 7. The β values
along the loop are determined using the projection of ~B along
the line of sight. The β values are between 60° and 120° in
most of the loop (except for the footpoints). We arbitrarily set
r0 = 100 km, the radius of the loop cross-section at s = 0.
Given the loop expansion, the radius of the loop cross-section
reaches a maximum of ∼ 0.6 Mm. With a higher r0 this value
would be higher indeed. However, this does not change the
relative evolution of the intensities along the loop that we aim
to study.

3.2.2. Analysis of the loop intensity profiles

In Figure 8, we trace the synthetic intensity loop profiles
obtained for the six passbands. On the top panel, the intensity
profiles correspond to the ones at t1 = 20.7 hr in the simu-
lation, when the temperature peaks. In the bottom panel, we

2 We use here the latest version of CHIANTI instead of the one used for the
radiative loss function for the simulation (version 7.1).The differences with
the use of CHIANTI version 8.0 for the radiative loss function should be very
small.
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Figure 5. Analysis of the magnetic topology of the region. Top and bottom left: AIA view (top) and side view (bottom) of the
low-lying null point. Some magnetic field lines are traced in yellow around the null point, marked by the small coordinate system
(red, yellow and blue bars). We add the same red lines as in Figure 1. Top and bottom right: AIA view (top) and side view
(bottom) of field lines (in blue) with a bald patch topology on the eastern footpoints region. For the AIA view, the ±10 G, ±100
G, and ±1000 G contours from the HMI magnetogram are displayed in purple for positive values and in cyan for negative ones.
The black circles indicate the top of the field lines connecting outside of the box. Black arrows indicate the north direction.

plot profiles at t2 = 26.2 hr, when the condensations are the
strongest for this cycle. The shape of the synthetic intensity
along the loop should be examined only in the coronal part
of the loop as the 1D code is not supposed to model properly
the chromosphere. In addition, Equation 3 is only true in the
case of an optically thin plasma, and around the loop foot-
points the integration method of Equation 4 is approximate.
We thus only consider loop profiles between s = 50 Mm and
s = 350 Mm, i.e. outside the hatched regions. At t1, the inten-
sity varies smoothly along the loop in all the channels and is
not more than 10 times larger from one side to another. At t2,
the intensity values are on average larger in all the bands than
at t1 as the loop is cooling, especially for the bands with a cool
temperature response wing : 94 Å, 131 Å, 171 Å, and 193 Å.
The 335 Å and 211 Å bands are less sensitive to these tem-
peratures. Because of condensations in the western leg, the

differences between the two legs are larger than at t1, reach-
ing ∼ 100 at 131 Å and 171 Å. However as the condensations
are aborted, there are no sharp structures seen in the inten-
sity profiles, in contrast to the simulations of Klimchuk et al.
(2010). The large variation between the footpoints at t2 (at
171 Å), is consistent with the intensity variations visible at
171 Å (variations with a factor of about 80 for the pulsating
loop bundle of Figure 1).

The 131 Å and 171 Å intensity variations between t1 and t2
at the western footpoint are large. However, we simulate here
a single 1D loop. Due to line of sight integration of multiple
structures, one can expect lower variations in observations.
We can conclude that these results are consistent with the con-
clusions from Lionello et al. (2013) from 3D simulations: a
loop experiencing TNE can have properties that match those
of observed loops, with here the inherent limitations of 1D
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Figure 6. Left: The HMI magnetogram on June 06, 2012 23:12 UT. It covers the field of view used for the extrapolations (519
Mm × 444 Mm). The green box delimits the area where we zoom (right panel) to focus on topological elements. Right: Zoom on
the magnetogram in the area where most of the field lines matching the pulsating loops are rooted. The blue and yellow arrows
indicate, respectively, areas corresponding to the bald patches region and to the photospheric null point region. For this zoom,
we use the non-binned HMI magnetogram version.
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Figure 7. Sketch of the projection of the loop cross-section
thickness as seen from AIA along the line of sight correspond-
ing to Figure 1. We use this projection for the calculation of
the synthetic intensities (Equation 4). r0 and r0

√
A(s) are re-

spectively the radius of the loop cross-section at the first foot-
point and everywhere along the loop. β is the angle between
~B and the direction of the light of sight (in dashed line outside
the loop and in solid line in the loop). The loop cross-section
is represented in black solid line at the loop apex, the pro-
jected loop cross-section is represented in grey dashed line.

simulations (single 1D loop).

3.2.3. Analysis of the time lag signature of cooling

We trace the six time series of the synthetic intensities, av-
eraged around the apex and normalized to their standard devi-
ation (we subtract the mean curve and divide by their standard
deviation) in Figure 9. We look at the evolution between 8 hr
and 30 hr after the beginning of the simulation, i.e. approxi-

mately two cycles of the simulation. The synthetic intensity
peaks first in the hotter channels and then in the cooler chan-
nels with the following order: 335 Å, 211 Å, 94 Å (consider-
ing the main peak of the response function), 193 Å, 131 Å,
and 171 Å. Since 335 Å peaks first, the plasma does not
reach the temperature of the hotter peaks of the 94 Å and
131 Å channels.

We perform the same time lag analysis as in Froment et al.
(2015) with the six light curves of synthetic intensities (from
5 hr after the beginning of the simulation to the end of
the simulation), averaged around the loop apex (i.e around
s = 200 Mm). We cross-correlate six pairs of channels, the
cross-correlation values for 94-335, 335-211, 211-195, 335-
193, 335-171, and 171-131 can be seen in Figure 10. All the
peak cross-correlation values are above 0.7, even though the
light curves of Figure 9 can a priori look dissimilar (e.g., the
335 and 171 channels). The time lag values are given in Ta-
ble 1.

According to this method, the peaks in the synthetic inten-
sities follow each other in the order: 335 Å, 94 Å, 211 Å,
131 Å, 171 Å, and 193 Å. This is not exactly the same order
as the position of the peaks seen in Figure 9. The time lags de-
termined by the cross-correlation are influenced not only by
the intensity peaks but by the intensity evolution during the
whole cycle. These values thus give a general tendency (we
witness the cooling of the loop) but do not necessarily give
the exact order of the peaks (see also Lionello et al. 2016).

The fact that the EUV loops are generally seen in their cool-
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Table 1. Comparison of results from the 1D loop simulation with the observations from Froment et al. (2015)

Time lag (from cross correlations, in minutes) 1D hydrodynamic simulation Observations
Between Te and ne 111 119

Between the AIA channels

335-211 109 113
211-193 37 26
335-193 127 145
94-335 -95 -115

335-171 122 142
171-131 -11 -1

Figure 8. Synthetic intensities along the loop for the six chan-
nels of AIA. Top: intensity profiles at t1 = 20.7 hr, that cor-
responds to the hot part of the cycle chosen. Bottom: in-
tensity profiles at t2 = 26.2 hr, that corresponds to the cool
phase of the cycle chosen. The parts of the loop profiles un-
der s = 70 Mm and above s = 350 Mm, i.e. the grey hashed
regions, are not considered.

ing phase is well-known (e.g. Warren et al. 2002; Winebarger
et al. 2003; Winebarger & Warren 2005; Ugarte-Urra et al.
2006, 2009; Mulu-Moore et al. 2011; Viall & Klimchuk
2011). Viall & Klimchuk (2012) and Viall & Klimchuk
(2013) argue by means of observations and modeling that the

widespread cooling seen in the active regions implies an im-
pulsive character of the heating. However, while our simula-
tion uses a constant heating, we also witness this cooling be-
havior. As already underlined by Lionello et al. (2013) and Li-
onello et al. (2016), simulations of loops with a quasi-constant
heating can reproduce the observed time lags.

If the temperature evolution in time was fully symmetric
(e.g. cosine-shaped) and the density were constant, we would
expect to see two peaks in each intensity passband (for pass-
bands sensitive to these temperatures), one when the temper-
ature increases and passes the peak response of the channel,
and another when the temperature decreases and passes again
through the peak response. In this case, we would observe
no systematic time delay between the channels. However, if
the rise of the temperature were faster than the temperature
fall and/or if the density were lower during the heating than
during the cooling phase, the first peak would disappear and
a systematic correlation would result. The time lags observed
between the EUV intensities in the corona are then not neces-
sarily due to the impulsive character of the heating. As seen
in Figure 9, time lags are observed and the temperature rise
is steeper than the fall while variations of the density are de-
layed compared to the temperature. This explains why the
cross correlation picks out on the cooling phase.

In Figure 11, we plot the phase diagram for the loop simu-
lation. We use Te and ne averaged around the loop apex, start-
ing 5 hr after the beginning of the simulation. In the back-
ground of the cycles, we displayed the map of G(ne,Te) =
1

4πn2
eRb(ne,Te), i.e. the volume emissivity of the plasma (with-

out the integration along the line of sight) for the 193 Å pass-
band. In Figure 9 we can see that when the temperature is the
highest (above 2.5 MK in absolute value, i.e. log Te = 6.4),
the intensity in the 193 Å passband is nearly flat. Indeed, in
Figure 11, the (Te, ne) cycle spans an area of low G(ne,Te)
above Te = 2.5 MK (log Te = 6.4). We can see that if the
cycle were somewhere else in the (Te, ne) domain, the inten-
sity cycle response would be quite different. We emphasize
that the time lags resulting from intensity variations are sensi-
tive to the combination of Te and ne variations and should be
interpreted carefully.

3.2.4. Comparison with the thermal properties of the observed
pulsating loops
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Figure 9. Synthetic intensity time series in the six coronal channels of AIA in the geometry of Figure 1. For each channel, the
intensity is averaged around the loop apex, i.e. between the two dotted bars indicated in the loop profiles of Figure 4. We zoom
on two cycles present in the simulation, i.e. between 8 hr and 30 hr. In dotted lines, we overplot the evolution of the temperature
Te (in red) and of the density ne (in blue), averaged around the loop apex. The intensities, Te and ne are all normalized to their
standard deviation (we substract the mean curve and divide by their standard deviation). The solid bar and the dashed bar indicate
respectively t1 and t2, the instants for which we plot the hot and the cool profiles in Figure 4 and Figure 8.

We now compare the properties of the synthetic intensity
time series with the ones of the observed loops in Froment
et al. (2015).

In Figure 12, we present the evolution of the intensity in the
six channels of AIA from observations of event 1 in Froment
et al. (2015). These intensities (at a 13-minute cadence) are
averaged over a contour close to the loop bundle apex (see
Figures 1 and 2 of Froment et al. 2015). They are plotted in
the same way as in Figure 9: we zoom on two cycles between
18 hr and 47 hr after the beginning of the sequence. We add
also the evolution of the peak temperature and of the total
emission measure from the DEM analysis of Froment et al.
(2015, see Figure 2).

Comparing Figure 9 and Figure 12, we can see that the
long-term behavior (the 9 hr cycles) is very well reproduced
by our simulation. However in the simulation, the short-term
dynamics is missing. As discussed previously, our simulation
has the inherent limitations of 1D simulations: only a single
loop is studied, with no background emission. The simulation

also assumes a perfectly constant heating, so that it cannot
reproduce the small-scale temporal variations.

The behavior of the light curves during the heating phase
(i.e. the nearly flat intensity evolution) that is seen in the sim-
ulation is also present in the observations. We can also see
that, as in the simulation, the shape of the 335 Å light curve
and ones of the other bands are different (see at a time around
40 hr in the observations of Figure 12).

The evolution of the peak temperature of the DEM and of
the total emission measure in the observations seem also to be
consistent with the behavior seen in our simulation. However,
the total emission measure evolution is noisy, probably due to
the poor constraint on the DEM slope (see the discussion in
Froment et al. 2015).

In Table 1, we present a comparison between the time lags
measured for the observed loops (Froment et al. 2015) and for
the simulated one. With a same period of intensity pulsations
(9 hr), the time lags between the AIA channels for the ob-
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Figure 10. Time lag analysis for the loop simulated in Sec-
tion 2. The cross-correlation values are given for six pairs
of synthetic AIA intensities, averaged over loop apex: 94-
335 (red), 335-211 (blue), 211-193 (green), 335-193 (orange),
335-171 (cyan) and 171-131(black). We explored time shifts
from -300 minutes to 300 minutes. The time lag for each pair
of channels is indicated by a colored dot.

Figure 11. Phase diagram for the loop simulation. The temper-
ature and density cycle (averaged around the apex) is plotted
with in background the map of G(ne,Te) = 1

4πn2
eRb(ne,Te), i.e.

the volume emissivity of the plasma (without the integration
along the line of sight) at 193 Å. The cycle is counterclock-
wise.

served and the simulated loop are quite similar, given the in-
herent limitations of this type of analysis, as mentioned above
for the differences between the cross-correlation method and
the manual determination of the time lags between peaks.
Moreover, as highlighted in Froment et al. (2015, see Table 1),
the effects of the background and foreground emission could

change the channel ordering. We also need to bear in mind
that we are comparing our observational results with the sim-
ulated intensities of a single 1D loop. This is likely to be the
biggest source of differences between our observations and
simulations.

As already noted in Figure 4 and Figure 9, we find by cross-
correlations a time delay between the temperature and the
density with a value of 111 minutes. This time delay corre-
sponds to a peak cross-correlation value greater than 0.9. The
time delay between the measured DEM peak temperature and
the total emission measure for the observed pulsating loops
(Froment et al. 2015) is similar: 119 minutes.

Therefore the thermal properties of the simulated loop, as
the intensities evolution, are consistent with those of the ob-
served pulsating loops of Froment et al. (2015).

4. RELATIONSHIP WITH CORONAL RAIN

Coronal rain was first observed by Kawaguchi (1970) and
Leroy (1972). Antiochos & Klimchuk (1991) proposed a
model for the formation of prominences with a heating con-
centrated at low altitudes. In Antiochos et al. (1999), the au-
thors argue for a common formation mechanism for promi-
nences and coronal rain, namely the loss of thermal equilib-
rium, giving an explanation for the formation of mass conden-
sations in the corona.

However, while TNE is the common physical process to
explain coronal rain, the periodic appearence of coronal rain
showers that involves long periods (several hours) in simula-
tions, has never been observed yet. Since coronal rain is often
observed for durations of less than several hours, it is impos-
sible to detect a potential periodicity with about the same pe-
riod. On the other hand, while several studies suggest that
coronal rain and, by extension, TNE in the corona is a phe-
nomenon that could be more common than generally thought
(e.g., Antolin & Rouppe van der Voort 2012; Antolin et al.
2012, 2015), a proper quantification of coronal rain is still
lacking.

The common pulsating behavior of EUV coronal loops, as
reported by Auchère et al. (2014), brings a new interesting
element to the understanding of coronal rain and of the heat-
ing of coronal loops. The detailed study of the thermody-
namic behavior of three typical events detected in loops shows
that these observations are evidence for TNE in warm coronal
loops (Froment et al. 2015; Auchère et al. 2016a). These long-
period EUV intensity pulsations, just like coronal rain, are due
to a TNE state and are thus an observational manifestation of
coronal heating mechanisms. Therefore this widespread be-
havior observed in loops tells us both about the localisation of
the heating in loops and about the heating time scale.

Coronal rain appears to be a different manifestation of the
same phenomenon studied here, except that the condensa-
tions, locally in the corona, seem to be stronger in the case of
coronal rain. The long-period intensity pulsations observed
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Figure 12. Observed intensity time series (13 minutes of cadence) in the six coronal channels of AIA (adapted from Figure 2 of
Froment et al. 2015). For each channel, the intensity is averaged over a contour close to the loop bundle apex (see Figure 1 of
Froment et al. 2015). We zoom on two cycles between 18 hr and 47 hr after the beginning of the sequence. In dotted lines,
we overplot the evolution of the peak temperature (in red) and of the total emission measure (in blue), averaged over the same
contour. The intensities and DEM parameters are all normalized to their standard deviation (we substract the mean curve and
divide by their standard deviation).

with the coronal channels of AIA and studied in the present
paper can indeed be modeled using a incomplete condensa-
tion scenario. This model can explain the average behavior of
the loop bundle observed. That does not exclude the presence
of coronal rain in these loops, i.e. localized complete con-
densations. AIA cannot constrain the behavior of the plasma
at transition region and chromospheric temperatures 3. More-
over, the spatial resolution is not sufficient with AIA to ob-
serve coronal rain easily (Antolin et al. 2015), especially on
the disk.

The temperature of these condensations could for exam-
ple drop to chromospheric temperatures, with the rest of the
plasma remaining at coronal temperatures. It is also possible
that we observed only the beginning of a progressive cool-
ing. In fact, temperatures at a part of the western leg of the
simulated loop do drop to transition region temperatures (see
Figure 4). This model is not inconsistent with the observa-

3 However, it is worthnoting that we do not we use the 304 channel because
we do not detect pulsations in this passband.

tions of Straus et al. (2015), i.e. downflows to only transition
region temperatures and not to chromospheric ones. Further
work is needed to understand the nature of the condensations
associated with the long-period intensity pulsation events de-
tected.

An alternative interpretation to TNE to explain the obser-
vations of long-period intensity pulsating loops might be the
self-organization of loops to a state of marginal collisionality,
as simulated by Imada & Zweibel (2012). In this paper, the
authors simulated coronal loops (∼ 50 Mm long) with a 1D
hydrodynamic code, testing the model proposed by Uzden-
sky (2007) and Cassak et al. (2008). They assumed that the
loops are heated by magnetic reconnections with a density-
dependent heating rate. The plasma is self-regulated, with
footpoint evaporations and downflow evacuations. This be-
havior causes pulsations in the temperature and density of the
loops with periods of severals tens of minutes. These periods
are smaller than the ones that we observed but the simulated
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loops are shorter too. However, even if the plasma behavior
has several similarities with the one we observed in Froment
et al. (2015), the temperature and density evolutions are anti-
correlated, which is not what we observe. An analysis of the
velocity of the flows in the observations could be another way
to distingush between the two models.

5. SUMMARY

In Froment et al. (2015), the physical behavior of long-
period EUV intensity loop events was examined. We con-
cluded that these show evidence for cycles of evaporation and
incomplete condensation and thus for TNE.

In this paper, we use an 1D hydrodynamic simulation with a
realistic loop geometry from LFFF extrapolations. We choose
an highly-stratified and asymmetric heating function to re-
produce the period of pulsation and the temperature deduced
from the observations. With this 1D hydrodynamic descrip-
tion we are able to reproduce the long-term variations of our
observations for NOAA AR 11499 (Froment et al. 2015), i.e.,
the intensity pulsations in the six coronal channels of AIA
(with 9 hr of period) with realistic time lags between the chan-
nels around the loop apex. This supports an explanation of
long-period intensity pulsations in terms of TNE.

Viall & Klimchuk 2011; Viall & Klimchuk 2012; Viall &
Klimchuk 2013 argue that the time lags, and thus the cool-
ing observed in active regions, are consistent with nanoflare
storm models involving low-frequency nanoflares. During
such nanoflare storms many nanoflare events occur along the
structure considered. The low-frequency here implies that the
time delay between two heating events is longer than the typ-
ical cooling time. This allows time for the plasma to cool
before it is reheated. In our case, we use a constant heat-
ing, mainly localized at low altitude, but we witness the same
cooling behavior. This was also highlighted in 3D simula-
tions with a quasi-constant and highly stratified heating in Li-
onello et al. (2013); Lionello et al. (2016) and Winebarger
et al. (2016). It is thus worth noting that high-frequency heat-
ing models are also consistent with the time lags observed.
The observed cooling alone is thus not sufficient to discrimi-
nate between the heating mechanisms.

For the present loop geometry, we can only reproduce
the cycles of evaporation and condensation with a highly-
stratified and asymmetric heating profile. Moreover, we found
a low-lying null point and many bald patches around the east-
ern loop footpoint. This topology, which is not seen around
the western footpoint, represents a potential site of preferen-
tial reconnection at one footpoint, leading to asymmetric heat-
ing, which is a key ingredient to reproduce our observations.
The sensitivity of the production of such cycles to both loop
geometry and heating geometry will be examined in a future
paper.

In conclusions, our simulation further strengthens the in-
terpretation of the observed pulsations in terms of TNE, as

proposed by Froment et al. (2015).

This work is an outgrowth of the work presented during
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thors acknowledge useful comments from attendees of these
conferences. The authors would like to thank Jim Klim-
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used data provided by the MEDOC data and operations cen-
tre (CNES / CNRS / Univ. Paris-Sud), http://medoc.ias.
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