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Abstract: The European CESAR1

Keywords: model-based methodology, product line 
engineering, requirements, system architecture, 
variability management. 

 project intends to 
provide industrial companies with a customizable 
systems engineering platform (a Reference 
Technologic Platform) that can be used across 
several application domains (aeronautics, 
automotive, industrial automation, railway, and 
space). This paper focuses on the work performed in 
the aeronautics domain and presents an innovative 
tooled-up approach for product line engineering 
used in the Thales Avionics use case. This approach 
implements the automatic generation of product 
models from variability models with the guaranty of a 
requirements database. Domain engineering is here 
developed in a model-driven process.  

1. Motivation  

In the world of avionics, depending on the mission, it 
should be possible to communicate in continental 
area, in remote and in oceanic area. In order to 
perform this communication, several types of media 
are used (VHF for continental area, HF and satellite 
communication for remote and oceanic area). In an 
aircraft, communication is divided into three main 
parts: tuning of radio equipment, voice exchange via 
reception and signal transmission, and audio 
management in the cockpit area. These 
functionalities evolve depending on the use case 
chosen for the mission (see Figure 1). 
The goal of this study is to manage these radio 
management variabilities according to the different 
use cases. We want to automate as much as 
possible the generation of the models of the final 
product with respect to the initial requirements of the 
selected variant. Code generation is not considered 
here. 

                                                           
1 See CESAR website: http://www.cesarproject.eu  

 
Figure 1: Radio management use case 

In order to achieve this goal, we introduce in the 
following sections a method that combines model-
driven development with product line engineering.  
First, we present a brief overview of the approach; 
then the more specific aspects (domain definition, 
consistency management between models and 
requirements, and, finally, variability management). 
For each step, we briefly introduce tools. In the third 
section, we then describe the application of the 
proposed methodology on the industrial use case 
using the various tools selected before. The last 
section summarizes the experiment conclusions and 
gives some recommendations for future work. 

2. The proposed methodology 

2.1 General process  

Figure 2 shows the process used to perform this 
study. It is based on product line engineering and is 
divided into two main phases: domain engineering 
and application engineering. In the first phase, the 
domain engineer performs consistency management 
between the models and the requirements database 
and also defines the variability model and the 
corresponding association with the domain models. 
Then, during the application engineering phase, the 
application engineer resolves the variability model, 
according to the use case and, with tool support, 
generates the corresponding requirements and 
models for the final product.  
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Figure 2: Process workflow 

2.2 A specific metamodel  

First of all, we have to define the domain model that 
will be considered here. We base our approach on 
the MaxSysML domain model defined in the CESAR 
project [3], where concepts and relations are 
defined. The purpose of MaxSysML is to propose a 
dedicated and integrated language for system 
design adapted to the CESAR platform with common 
aspects shared by all application domains. 
The MaxSysML approach considers different steps 
that span the system architecture design; MaxSysML 
also describes the relations between these steps: 

• Operational analysis: focus on customers’ 
needs. 

• Functional and non-functional needs analysis: 
focus on the system itself (behavior, 
safety…). 

• Logical architecture analysis: identification of 
the system’s components (roles, 
relationships, properties). 

• Physical architecture analysis: similar to 
logical architecture analysis, but allocated to 
components. 

The MaxSysML metamodel has been implemented 
as a Domain Specific Language (DSL) in the 
Papyrus MDT2

The implementation, as illustrated in Figure 2, is 
done using the technique of UML enhancement with 
profile mechanism [12], and, more specifically in this 
case, as a SysML profile [10]. This profile 
implements the different elements that compose the 
operational view, the functional analysis, the logical 
architecture, and the physical level. 

 tool. Figure 3 illustrates the 
integration of the CESAR conceptual metamodel as 
a SysML profile into the Papyrus tool. 

                                                           
2 See: http://wiki.eclipse.org/MDT/Papyrus  

 
Figure 3: MaxSysML DSL as a SysML profile 

With respect to the functionalities of Papyrus MDT, 
an adaptation of the standard UML and the SysML 
modeling environment is possible when selecting the 
SysML template that initiates a new model 
conforming to the MaxSysML DSL. This adaptation 
covers specific modeling facilities (palette, 
preferences for manipulated elements, visual 
enhancements) that are covered by the proposed 
Eclipse-based Papyrus MDT modeling environment. 

2.3 Consistency management  

 

 
Figure 4: Consistency management  

As shown in Figure 4, the model is statically 
analyzed to extract the data functions and generate 
an ontology. This step is currently performed 
manually as its automation was not the principal 
objective of our cooperation; however, it could be 
easily automated. The ontology, its associated 
boilerplate, and the requirements are used as inputs 
for DODT [8], a boilerplate and ontology handling 
tool. It is used to check the consistency of the 
ontology by identifying discrepancies and/or 
ambiguities with the requirements expressed in 
DOORS3

                                                           
3 See IBM Rational DOORS, 

. If ambiguities exist, the user has to specify 
the respective issues. The requirements are updated 
with this additional information and boilerplate, and 
then a new consistency checking is done. This 

http://www.ibm.com  
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process is iterated until complete verification has 
been accomplished. 

2.4 Variability management  

Since radio communication systems have a strong 
degree of commonality, we use product line 
engineering to take advantage of this and reuse the 
already defined requirements and functional 
decomposition, as well as the consistency checking, 
as much as possible. The idea is to perform these 
analyses just once and to be able to generate the 
appropriate requirements and models for each 
different mission automatically. 

To do so, we rely on variability management tools, 
which allow us to manage variability in different 
artifacts used throughout the development. Some 
tools offer better integration with development tools, 
while others still lack such support, but are still 
helpful, as they help us to identify dependencies 
among variabilities.  

Various variability management tools are available. 
Some of them are based on the feature diagram 
approach [6, 9] in which the feature model is the 
central node around which the different product line 
models are designed throughout the whole product 
life cycle. There also exist some other approaches 
[2, 4, 13, and 14] that propose to directly identify 
variable elements in architecture or behavioral 
models of the product line to address what is called 
cross-sectional variability.  

Within the CESAR project, three tools for managing 
variability have been defined/extended. Their 
integration into development tools, however, is an 
on-going task, whereas commercial tools enable 
integration into several tools used for embedded 
system development (such as IBM DOORS or 
Papyrus MDT). In particular, pure::variants4

In our case study (see Figure 5), we tested the 
usage of both commercial and non-commercial tools. 
pure::variants was used to manage variability in both 
requirements and functional decomposition models. 
The other tools used, which are being developed in 
the CESAR project, were the PLUM and CVL tools. 

 allows 
managing variabilities in requirements and design 
documents, which are issues of interest to us. 

                                                           
4 See pure-systems Website: http://www.pure-systems.com 

 
Figure 5: Variability management 

3. Application to case study   

In this section, we describe the usage of the different 
techniques and related tools in the radio 
management use case. This description concerns 
the consistency of the ontology, requirements 
management, as well as the modeling and 
generation of product-specific models based on the 
domain models. 

3.1 Domain ontology consistency 

For this task, the usage of DODT allows the user to 
directly connect to the DOORS requirements library 
from which the requirements database is uploaded. 
The DODT tool automatically launches DOORS 
when starting. Three inputs are needed: a set of 
requirements (taken from the DOORS tool); a set of 
boilerplates expressed in a dedicated file that is 
uploaded in the tool, and a domain ontology that can 
be expressed in a Papyrus modeling formalism by 
using variables. Once these different elements are 
launched, the DODT offers different functionalities to 
the user. These functionalities can be listed in two 
subgroups as illustrated in Figure 6: 

1. Editing functionalities. The user can edit the 
requirements, the boilerplates, and the ontology; 
the DODT tool guarantees the consistency of 
data shared between tools (DOORS and 
Papyrus here).  

2. Validation functionalities for requirements 
analysis. Several types of analyses are available 
in the DODT tool:  
2.1.  “Completeness” of the requirements with 

respect to concepts available in the 
ontology that are not related to any 
requirement;  

2.2.  Detection of “inconsistency” between pairs 
of requirements; 

2.3.  “Ambiguity” analysis (cf. Figure 7a), which 
detects inaccuracy of a requirement w.r.t. a 
related concept of a given requirement 
which may be refined in the ontology; 
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2.4.  “Noise” detection, which detects 
requirements in which concepts are not 
declared in the ontology; 

2.5.  “Opacity” analysis, which detects the 
usage of unrelated concepts in the same 
requirement; 

2.6.  “Redundancy” for duplicated requirements. 

A summary of these different metrics is given for the 
complete set of requirements as illustrated in Figure 
7b.  

Usage of the DODT tool allows the engineer to get 
complete traceability between the concepts of the 
domain and the requirements it manages. 

 Let us now describe in detail how the models are 
defined (the models that are also used as input for 
DODT). 

3.2 System models 

System models are defined in the Papyrus tool 
modeling environment. Models are defined as 
SysML models using the MaxSysML profile defined 
in the CESAR project. MaxSysML is a SysML profile 
(as illustrated in Figure 8). 

 

 

 

Figure 6: DODT - Inputs and functionalities 

         

Figure 7: DODT - Requirements analysis functionalities: metrics (7a) and ambiguity detection (7b) 

 

 
Editing commands 
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Figure 8: Papyrus - MaxSysML is a SysML profile 

This profile extends the Block SysML definition by 
defining two kinds of elements: LogicalContext and 
LogicalComponent. FlowPort may be associated 
with these elements (extension of a SysML 
FlowPort with the dedicated stereotype). 

MaxSysML integrates elements for each of these 
phases of model-based design of complex systems. 
For instance, let us consider the MaxSysML 
definition for logical analysis (cf. Figure 9).  

 

Figure 9: Papyrus - MaxSysML logical analysis 

The MaxSysML profile has been developed and 
implemented in the Papyrus MDT tool with dedicated 
modeling facilities, including a specific modeling 
environment with a MaxSysML palette, etc. An 
example of a functional view of the radio use case 
can be seen in Figure 10. The elements are defined 
as MaxSysML elements (with their related 
stereotypes). 

 

Figure 10: Papyrus MDT modeling with MaxSysML profile 

It is structured into several packages that define 
dedicated modeling elements for operational 
analysis, system analysis (or functional analysis), 
logical analysis, physical analysis, and architecture 
definition. 

Next, we present the definition of variability models 
by the different tools that were tested for this case 
study and their relations with the system models and 
with the requirements. 

3.3 Variability modeling with PLUM 

Let us first consider the usage of PLUM5

A decision model in PLUM is implemented as 
illustrated in Figure 11. We define functional 
variability and actions (called validity actions) related 
to these variability points. Related operational 
variability questions are associated with these 
decision nodes. 

 [1]. PLUM 
was used for managing variability in requirements. 
The principle in PLUM is as follows: During the 
domain engineering phase, we build a decision 
model that maps decisions to requirements. Then, 
during the application engineering phase, a 
resolution model is defined by answering the 
questions associated with the decisions, which leads 
to a set of requirements associated with the variant. 

 

Figure 11: PLUM - Decision Model 

The mapping between the requirements and a 
decision model is done by manually defining a set of 
requirements that are associated with a decision 
node (identified by the related identifier in the 
decision model), which is selected in a specific 
workflow that the user must define. This is done in 
an XML file created by the user as illustrated in 
Figure 12. 

                                                           
5 See PLUM website: http://www.tecnalia.com/plum   

http://www.tecnalia.com/plum�
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Figure 12: PLUM - Mapping between requirements and 
decision model 

Then, we define a resolution model as illustrated in 
Figure 13. In this model, the user makes a selection 
regarding the different variation points defined in the 
decision model previously defined. 

 

Figure 13: PLUM - Resolution model 

Finally, to generate the variant, we execute the 
workflow w.r.t. this resolution model on the decision 
model. A set of requirements that refer to the current 
variant is then created in a dedicated XML file. 

3.4 Variability modeling with CVL 

The CVL6

Since CVL uses a different approach, we first explain 
its usage. The principle of CVL is to start from the 
complete design of the system (as previously 
presented in Papyrus with functional decomposition 
and data flow diagrams), then to define variability in 
terms of variants that the system could not support 
and, finally, to produce the system with the selected 
features (those that were not deleted). We illustrate 
this usage on the use case. 

 tool has been used to manage variabilities 
in data function models. 

The variability model can be expressed as a tree as 
represented in Figure 14. 

                                                           
6 See CVL website: http://www.omgwiki.org/variability/ 

doku.php?id=cvl_tool_from_sintef  

 

Figure 14: CVL - Variability Feature Model 

This tree can also be seen as a model (cf. Figure 15) 
in which we represent what we do not want to have 
in the variant to be produced (a subtractive variant 
w.r.t. the complete solution).  

 

Figure 15: CVL - Diagram for Variability Models 

This model is built as follows: We define new 
variants as models generated from variability 
expressions. Variability is expressed as a fragment 
substitution, where the elements of the base model 
contained in a placement fragment (the user selects 
the modeling elements in the model view of the 
Papyrus MDT model – Figure 16) will be replaced by 
those contained in the replacement fragment (the 
replacement fragment is an empty fragment here, 
since we delete variability fragments from the 
complete solution). 

 

Figure 16: CVL - Selection of the fragment 

http://www.omgwiki.org/variability/�
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The result is represented in Figure 17, where the 
complete model is shown on the right-hand side and 
the variant automatically generated with CVL from 
the selected fragment is depicted on the left-hand 
side. Elements present in the complete model 
disappear in the variant solution. 

 

Figure 17: CVL - Generation of the variant 

3.5 Variability modeling with pure::variants  

Finally, the usage of the commercial tool 
pure::variants is evaluated in this context. 
pure::variants is used as follows: We must first 
define a feature model, then family models of the 
system on the one side and of the requirements on 
the other side. The variant is then generated with the 
respective list of fulfilled requirements and the 
related Papyrus model. 

Just as in the previous approaches, we start by 
defining the variant model as a feature model 
implemented in pure::variants. See Figure 18 for an 
illustration on the use case. 

 

Figure 18: pure::variants - Feature model 

The requirements are then imported from the 
DOORS tool. The requirements can be associated 
with the feature model previously defined as 
illustrated in Figure 19. 

 

Figure 19: pure::variants - requirements and feature model. 

A family model contains rules that associate 
elements of the feature model with elements in the 
Papyrus model. This is illustrated in Figure 20, 
where we can see that model elements can be 
selected (and others not selected) depending on 
their association with a given feature from the 
decision model. The selected elements are 
highlighted in the diagram view. 

 

Figure 20: pure::variants - System models and feature model 

A variant can be generated from a feature model as 
illustrated in Figure 21. 
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Figure 21: pure::variants - decision model 

This feature model can now be used to produce the 
final models for: 1) the related requirements and 2) 
their related model. The requirements are generated 
as illustrated in Figure 22 and can be uploaded to a 
new DOORS file. 

 

Figure 22: pure::variants - generated requirements 

Related to these requirements associated with the 
generated variant, a dedicated Papyrus model is 
produced as illustrated in Figure 23. This model can 
be automatically produced as a UML file, which will 
contain only those modeling elements that fit with the 
choices made in the decision model. 

 

Figure 23: pure::variants - generated model 

The pure::variants tool offers strong coupling with 
requirements management using DOORS and with 
system modeling using the Papyrus tool. 

4. Conclusion 

The CESAR solutions are a promising asset for 
embedded systems development in the field of 
intelligent transportation systems, where there is a 
huge margin for improvement of development 
processes. Among the several solutions that are 
developed within the CESAR project, our approach 
offers methods and tools for developing domain 
models with respect to a requirements database in 
order to ensure conformity between the boilerplate 
representation of these requirements and the 
models, and to ultimately generate a product from 
product line models automatically. All these 
approaches have been implemented and illustrated 
in the context of a radio management use case 
proposed by Thales Avionics.   

This experiment used many tools included in the 
Reference Technology Platform (RTP) of the 
CESAR project. The commercial tool pure::variants 
(not included in the RTP) was also tested in this 
experimentation. This approach is also compliant 
with a common meta-model (called MaxSysML) for 
system modeling used within CESAR. This system 
model, like the requirements database, is shared by 
different tools; the product line process uses these 
databases and modifies them while guarantying their 
integrity. Consistency is ensured between the 
system models and requirements database by using 
the ontology (with DODT). Many functionalities are 
included in these tools; however, the effort needed to 
connect them to other artifacts varies from tool to 
tool. 

Despite this promising tool chain for product line 
engineering, some effort is still needed to help end 
users develop real applications. The major issue is 
support for the graphical layout of variability models 
rather than only for the structural layout. Some 
verification rules also have to be developed to check 
the consistency and the completeness of the 
generated models with variability tools. A unique 
feature model for requirements and model variability 
would be more convenient for widespread usage. 
For ontology management, automatic initialization 
from the models would also be interesting. 
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