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Abstract 

 
This paper focuses on how virtual objects’ shadows as well as differences in alignment between 

virtual and real lighting influence distance perception in Optical See-Through (OST) Augmented 

Reality (AR). Four hypotheses are proposed: (H1) Participants underestimate distances in OST 

AR; (H2) Virtual objects’ shadows improve distance judgment accuracy in OST AR; (H3) 

Shadows with different realism levels have different influence on distance perception in OST AR; 

(H4) Different levels of lighting misalignment between real and virtual lights have different 

influence on distance perception in OST AR scenes. Two experiments were designed with an OST 

Head Mounted Display (HMD), the Microsoft HoloLens. Participants had to match the position 

of a virtual object displayed in the OST-HMD with a real target. Distance judgment accuracy were 

recorded under the different shadows and lighting conditions. The results validate hypotheses H2 

and H4 but surprisingly showed no impact of the shape of virtual shadows on distance judgment 

accuracy thus rejecting hypothesis H3. Regarding hypothesis H1, we detected a trend towards 

underestimation, given the high variance of the data, more experiments are needed to confirm this 

result. In addition, the study also reveals that errors on perceived distances and completion time 
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of trials increase along with targets’ distance. 

Keywords: Augmented Reality, Optical See-through HMD, Distance perception, Shadows, 

Lighting coherence 

 

1. Introduction 

Augmented Reality (AR) is an important and rapidly growing technology which has been 

widely used in many areas such as education, medical science, industry, and military.  The three 

main types of AR displays are: Video See-Through (VST), Optical See-Through (OST) and Spatial 

Augmented Reality (SAR) [1]. OST Head Mounted Displays (HMDs) such as the Microsoft 

HoloLens4 or the Magic Leap One5 are becoming more popular thanks to recent developments in 

optical as well as tracking technologies. These devices allow for a natural AR integration of real 

and virtual objects since they do not require users to see the world through a camera but directly 

with their own eyes. AR HMDs also offer a natural way of interaction by leaving users use their 

hands freely, unlike phones or tablets. While the most important issue related to AR concerns the 

registration of virtual objects in the real scene, some questions remain regarding how users perceive 

those virtual objects in comparison with real ones. This is a crucial issue regarding perception and 

interaction in AR. 

In this paper, we study how virtual objects’ shadows as well as differences in alignment 

between virtual and real lighting can influence distance estimation in OST AR. In particular, we 

conduct two experiments in an OST-HMD (the Microsoft HoloLens) where participants had to 

match the position of a virtual object displayed in OST AR with real targets. The first experiment 

aimed at testing the influence of virtual shadows while the second experiment’s goal is to study 

whether a misalignment between real and virtual lights could impact distance estimation in the 
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same OST-HMD AR environment. 

The remainder of this paper is organized as follows: Sect. 2 presents the related work on 

distance estimation both in Virtual Reality (VR) and AR with a focus on the influence of shadows 

and lighting, Sect. 3 defines the problem as well as our research hypotheses. Our experimental 

design, common to both experiments is presented in Sect. 4. Experiments on the influence of 

virtual objects’ shadows and lighting placement are detailed respectively in Sect. 5 and Sect. 6.  

Finally our results are discussed in Sect.7  before drawing a conclusion in Sect. 8. 

 
2. Related work 

 
Over the past decades, depth perception has been widely studied in VR [2, 3, 4, 5], and while 

some research has been carried out in AR (e.g. [6]), this issue was, comparatively to VR, less 

investigated. 

Underestimation of egocentric distances in VR has been a puzzling problem for the community 

for several years [7, 8]. However, with the development of recent commodity level VR hardware, 

in particular new HMDs, this issues has been reinvestigated and previous findings about distance 

underestimation do not seem to be as strong as they used to. Indeed, Kelly et. al [9] found that 

while distance underestimation in the HTC Vive is lower than when using older displays, it still 

remains. More recently, Buck et.al [10], examined eight different VR HMDs to evaluate how 

much users underestimate distance. Their results show that new commodity-level HMDs provide 

more accurate estimates of distance than prior generations of HMDs, but this question remains 

open since their findings are slightly different from Kelly et al. [9]’s ones regarding the particular 

case of the HTC Vive. 

Some studies focus on the factors which influence distance perception in VR.  Li et al. [11] 

found that field of view (FOV) plays an important role in distance perception in VR, their 



  

experiment result shows that a smaller FOV caused a more serious underestimation of distance 

judgment in VR. Jones et al. [12] found that applying constant white light in an observer’s far 

periphery lead to more accurate distance judgments using blind walking in a Virtual Environment 

(VE). In addition, it was also shown the users overestimate distances in the real world after they 

interacted with a VE for 18 trials [13]. This result was confirmed by Jones et al. [14]’s research. 

Their experiment reveals that participants tend to walk roughly 5% farther when performing blind 

walking in the real world after accomplishing the tasks in VR. The phenomenon was explained as 

the mismatched physical and visual movement in a synthetic environment can cause errors on 

returning to a natural environment. 

As for research on AR, results of different studies are not uniform. Rolland et al. [7] found that 

the depth of virtual objects lying within 0.8-1.2m was overestimated in AR. While, in their follow-

up experiment [15], results show that there is no consistent bias in depth judgment. However, Swan 

et al. [16] found an interesting phenomenon: there is a switch in users’ bias from underestimation to 

overestimation in AR OST-HMDs when distance to virtual objects is ≥ 23m. Livingston et al. [17] 

found that there is an overall pattern of underestimation in indoor environments, whereas participants 

overestimated depth in outdoor environments through OST-HMDs in AR. Jones et al. [18] conducted 

an experiment to measure egocentric depth perception in VR, AR as well as in reality, and they found 

that participants underestimate depth in the VR condition while no underestimation was found in the 

AR condition. 

In order to improve depth accuracy in VR and AR, numerous experiments were conducted to 

identify factors causing depth perception errors. It was found that one of the most fundamental 

factors is the breakdown between convergence and accommodation in VR and AR display systems 

[19]. When users view virtual objects through a binocular AR display, their eyes accommodate on 

the 2D screen where the augmented information is in focus, but at the same time, the eyes need to 



  

converge on the rendered depth of the real object to fuse the stereoscopic pair [20]. When viewing 

real objects, accommodation distance and convergence depth are the same. Swan et al. [21] found 

that observers can accurately match the distance of a real target, but when viewing an AR target, 

they overestimated the distance by 0.5cm to 4.0cm. An explanation for this phenomenon is that 

collimating optics cause eyes’ vergence angle to rotate outward by a constant angular amount. 

Singh et al.’s experiment [22] confirmed these results and showed that the bias of vergence angle 

bias is constant within distances of 33.3cm to 50cm when the subjects match virtual targets in AR. 

They also found that presenting AR objects at the AR display’s focal distance results in more 

accurate depth matches. Obviously, it is hard to eliminate the influence of this 

accommodation/convergence issue since it is caused by most AR displays hardware. 

Some researchers also focused on studying factors related to the display of virtual objects, 

which are easier to control, compared with the hardware of AR display systems. For example, 

Singh et al. [23] found that the presence of a highly salient occluding surface has a complicated 

effect that disrupts the linear relation between depth judging distance and distance errors within 

near field distance in OST-HMDs. Swan et al. [16] designed an experiment to study the effects of 

upper versus lower visual field locations, the number of repetitions of the task as well as X-Ray 

vision (i.e. displaying virtual objects in AR environment when located behind opaque surfaces) in 

OST-HMDs. Results show that distance was overestimated by 10 percent in the upper visual field 

condition compared with the lower visual field condition within the first three repetitions. An 

equation was established to show that observers had an additional 8cm-error in the non-X-Ray 

condition compared with the X-Ray condition. They also found that the accuracy of distance 

judgment increases along with the number of repetitions. Messing and Durgin [24] found that 

lowering the horizon line in VR HMDs lead to an overestimation in distance judgments. Also 

known to all, the size of objects is a depth cue in that distant objects looks smaller than close 



  

objects. Some papers studied the depth cue of relative size of objects. Diaz et al. [6] found a 

significant linear relationship between distance error and objects’ size which reveals that 

participants’ depth perception improved as virtual objects got bigger in AR. 

In addition to the above factors, shadow is another important depth cue for the human’s visual 

system. Mamassian et al. [25] found that cast shadows are helpful to the recovery of spatial 

arrangement, especially when the shadow is in motion. Hubona et al. [26] designed an experiment 

to verify the effectiveness of computer rendered shadows, and results show that the use of object 

shadows enhances the accuracy of object positioning in a VR-like environment. As for shadows 

in AR, they allow for a connection between virtual objects and the real world as well as help virtual 

objects look more realistic. Diaz et al. [6] conducted an experiment to prove that the presence of 

shadows can improve the accuracy of depth perception in AR. They used two types of shadows in 

their research: (i) “drop shadows” and (ii) “ray-traced” cast shadows. Neither solutions correspond 

to realistic shadows since “drop shadows” correspond to a vertical projection of the virtual object 

on the floor while the so-called “ray-traced” cast shadows correspond to the display of a elliptic 

shadow at a position computed by a ray-cast between the light source and the floor plane. Hence, 

the shape of the shadows were not realistic in that they were always elliptic and do not change 

according to the real shape of the objects. Shadows’ opacity was modified according to a relatively 

simple approximation based on the distance between lights sources and the furthest point of the 

shadow. Moreover, it should be noted that the use of “drop shadows” changes the experimental 

task since participants do not evaluate egocentric distance to a virtual object but rather to the virtual 

shadow. 

In fact, with the development of the rendering capabilities in AR, it is now possible to use 

different kinds of real-time shadows in AR scenes. Indeed, shadows can range from being very 

realistic to very crude. Of course, the more realistic they look like, the more expansive they are to 



  

compute. This can still be an issue for AR HMDs which do not always benefit from a lot of 

computing power. 

Based on those observations, a question naturally arises regarding the proper choice of AR 

shadows under different conditions. Do different kinds of shadows influence differently human 

perception in AR? To the best of our knowledge, research carried out to answer this question is 

very limited. One of the related work is that of Sugano et al. [27], who studied the influence of 

lighting and shadows in AR in a subjective task where subjects had to evaluate the “virtual 

presence of virtual objects in an AR scene”. Results of subjective questionnaires showed that 

virtual objects’ shadows enhance their “virtual object presence” by providing a strong connection 

between them and the real world. In the same paper, the authors used dropped shadows in spatial 

arrangement tasks (depth ordering and height ordering virtual objects). 

Related to the notion of virtual shadows in AR, the alignment of the simulated lighting model 

in AR with the physical lighting in the real world is also an issue that needs to be considered. 

Indeed, it can prove difficult to control and perform this alignment in a very precise way especially 

in uncontrolled real environments. Does a misalignment can influence human’s perception in AR? 

Here again, to the best of our knowledge, there has been limited research on lightings 

misalignment between AR scenes and the real world. Still using the same AR VST-HMD setup, 

Sugano et al. [27] compared two lights conditions in a spatial arrangement task: (i) the virtual light 

position is same as the real light; (ii) the virtual light positioned “15 degrees higher from the real 

one”, and results show no difference between the two conditions. It should be noted that in both 

conditions authors used “dropped shadows” and not realistic ones. Moreover, in condition (ii) the 

difference between both lights seems limited and is difficult to interpret. Finally, the experimental 

setup consisted of an AR scene displayed in near-field (on a table in front of the participant) and 

the real light used is a table lamp positioned next to the participant. 

According to these observations, questions about the influence of realistic virtual shadows as 

well as alignment between real and virtual lights on distance perception in OST AR remain. 



  

 
3. Research Hypotheses 

 
It can be seen that perceptual issues have been relatively left aside in OST-HMD AR, mainly 

due to the lack of available hardware. As a consequence, the influence of virtual objects shadows 

as well as lighting (which can be particularly difficult to accurately reproduce in an AR 

environment) on distance perception remains mainly unresolved. Based on previous research, we 

propose the four following hypotheses: 

H1 Participants underestimate egocentric distances in OST AR. 

H2 Virtual objects shadows improve distance perception accuracy in OST AR. 

H3 Shadows with different realism levels have different influences on distance perception in 

OST AR. 

H4 Lighting misalignment between the real and the virtual environments negatively impacts 

distance perception in OST AR. 

The purpose of the present study is to explore issues related to shadows in AR and their 

influence on depth perception. We decided to focus on an AR scene displayed in the medium- 

field distance, which, according to Cuttings’ research [28] corresponds to the 1.5m-30m range and 

covers a wide scope of AR applications. 

First, we explore the accuracy of distance evaluation in an OST AR scene as well as the 

influence of virtual shadows on distance perception. In a second step, we study the impact of 

lights’ misalignment on depth perception in OST AR. Two experiments based on an OST-HMD 

were designed to study these issues. 

Participants were required to match a virtual object with a real line on the floor in each trial. 

Distance judgment accuracy for each trial was recorded and analyzed. 

 



  

4. Experimental Design 
 

Two experiments were designed to verify our hypotheses. Since both experiments have very 

similar experimental procedures, tasks and apparatus, we decided to regroup their description in 

the following. 

4.1. Apparatus 

Both experiments were conducted on a Microsoft HoloLens OST-HMD. The HoloLens is an 

untethered HMD with a high angular resolution and offers an inside-out global sensor fusion 

system controlled by a fully custom onboard GPU [29] as well as precise head tracking and 3D 

mapping. In details, the HoloLens has a 30◦ × 17.5◦ FOV with a resolution of 1268 × 720 pixels 

per eye. It contains an inertial measurement unit (IMU) and four sensors (a depth camera, a RGB 

camera, a four-microphone array, and an ambient light sensor) used to map the 3D environment 

in real-time. The HoloLens also supports voice input, basic gesture recognition, and head tracking. 

In addition, the HoloLens displays are fixed at an optical distance approximately 2.0m away from 

the user, which means that users have to accommodate near 2.0m to maintain a clear image. In 

other words, placing virtual augmentations around this distance can minimize the vergence-

accommodation conflict. We selected the HoloLens mainly due to the quality and robustness of 

its tracking. In addition, a Bluetooth mouse was adopted as an input mechanism for our task (see 

Sect. 4.2). The AR scenes were built using Unity3D v2017.3.1f1 and the HoloLens Toolkit6. 

4.2. Experimental Environment and Tasks 

 

 

                                                        
6 https://github.com/Microsoft/MixedRealityToolkit-Unity/releases?after=2017.4.0.0-rc 

 



  

 

Figure 1: Top left: Top view of the position of the different targets and two real lights. Bottom left: View from the 
HoloLens. Right: Overall view of a participant in the corridor 

The experiments were conducted in a corridor which is 14.43m long, 1.74m wide and 3.15m high. 

The corridor is an enclosed space and there were two lights on the ceiling for lighting, each light 

consisting of four fluorescent tubes. A virtual cube floated in the air at a height of 1.25m from the 

ground (see Fig. 1) and rotated at a constant speed of 12˚/s to enhance participants’ stereoscopic 

sensation. In order to facilitate the task the cube is oriented such that one of its vertex points to the 

floor (see Fig. 1). Participants saw the virtual cube through the HoloLens. Due to the HoloLens’ 

limited FOV, it was necessary to guarantee that subjects had a low visual horizon so that they could 

see virtual shadows on the floor. In order to do so, subjects were seated on a chair located on a 

reference line at the end of the corridor (see Fig. 1). In addition, four white lines were drawn on the 

floor (at 6m, 7.5m, 9m and 10.5m from the subjects position) to serve as references for four different 

targets distances. Four A4 (210 × 297mm) pieces of paper with numbers from 1 to 4 printed on 



  

them served as a way to recognize the targets (named as Target 1, Target 2, Target 3, Target 4 from 

nearest to furthest from the subjects position), see Fig. 1. The two real lights were located at 5m 

and 12.20m from the subjects’ position and at 3.15m high. 

According to Cutting’s research [28], humans’ perceptual space is divided into three distinct 

regions which are termed as near-field, medium-field, and far-field. The near-field refers to the 

distance within 1.5 meters, a little longer than arms’ length, where people can perceive depth 

accurately. The medium field is between 1.5 meters and 30 meters, people can talk with each other 

within this distance and depth perception for stationary observers becomes underestimated within 

this field. Far-field refers to distances over 30 meters, and it was found that depth perception 

becomes increasingly underestimated as distance increases. In the present study, we selected four 

target distances within the medium-field perceptual space, i.e. between 6m and 10.5m. Three main 

factors were considered when determining this range for our targets: (i) the shadows of the virtual 

objects had to be visible by the participants, (ii) virtual objects should be displayed at a distance 

allowing natural interaction and (iii) virtual objects should be within a comfort zone of the 

HoloLens.  

Regarding (i), as shown in Fig.1, the two real lights were located at 5m and 12.20m from the 

subjects’ position at a height of 3.15m. If the virtual cube was too close to the participants, its 

shadows could be displayed behind them. On the other hand, if the virtual cube was too far away 

from the participants, its shadow would be invisible (i.e. too far away and too small). Preliminary 

tests allowed us to determine that the target distance range of 6m to 10.5m could guarantee 

shadows of the virtual cube to be displayed on the ground within a visible area. This range also 

corresponds to a common distance range for human daily interaction which is highly suitable for 

most AR applications (cf. criterion (ii)). Finally, although the distance range of 6m to 10.5m 



  

exceeds the optimal distance (1.25m to 5m) for placing virtual objects in the HoloLens, this 

distance range is still within a relative comfort zone for HoloLens, and will not be uncomfortable7 

for users (criterion (iii)). 

Each experiment consisted of a fixed number of trials. Participants saw a virtual cube floating 

in the air with or without a shadow. They could move the cube forward and backward along the 

axis of the corridor by scrolling the wheel of the Bluetooth mouse. The minimal step of the wheel 

induced a 5cm translation of the cube. Participants had to match the lowest vertex of the cube with 

a target line on the ground specified in each trial (see Fig. 1, bottom left). Target lines were 

announced vocally to participants directly using the HoloLens built-in speakers at the beginning 

of each trial. Participants needed to confirm the target line to make sure they picked the correct 

one. Participants confirmed the final location of the cube by clicking on the mouse’s wheel. We 

recorded the final distance of the cube for each trial and loaded the next trial automatically. In 

order to guarantee that participants understood the procedure of the experiment correctly, each of 

them went through a pre-experiment practice session which included 10 trials of the same task. 

 
4.3. Experimental Procedure 

 
Both experiments were within-subject studies and followed the same procedure. Each 

experiment lasted for 20-25 minutes. The procedure of the experiment is depicted in Fig. 2 and 

consisted of five steps: (1) Screening; (2) Introduction and subject informed consent letter; (3) 

Calibration; (4) Practice session; (5) Formal experiment. Screening consisted of making sure that 

participants had normal or corrected to normal vision as well as normal color vision and normal 

stereoscopic vision. In order to do so, all the participants performed visual function tests including 

the visual acuity test, the stereo acuity test and the Ishihara test [30]. 

                                                        
7 https://docs.microsoft.com/en-us/windows/mixed-reality/comfort 



  

In addition, the subjects experience with VR and AR was also recorded through a subjective 

questionnaire before the experiment. After that, the experimenter introduced the experiment 

content to the subjects, without mentioning the goals, and gave them the Subject Informed Consent 

Letter. This letter tells subjects that the experiment design and procedure were in accordance with 

the Declaration of Helsinki. Subjects were also informed that they could leave the experiment at 

any time or if they felt uncomfortable without the need of getting permission from the 

experimenter nor to justify themselves. Finally, they signed the letter. 

 

Figure 2: Experimental Procedure. 

Participants sat on a chair and were helped to put on the HoloLens. A calibration procedure was 

carried out to guarantee that the trajectory of the virtual cube matched the axis of the corridor. The 

calibration procedure is as follows: participants saw three dots arranged in a line in the HoloLens’ 

FOV. They had to align the dots with the middle axis of the corridor and make  sure this line was 

perpendicular to the corridor’s start line (see Fig. 1, top left). After the calibration, the practice 

session, consisting of 10 trials and during which the experimenter explained the task, loaded 

automatically. Once the practice session was over, the formal experiment started. The order of the 

trials was randomized for each participant. In both experiments, the task was identical to that of the 

practice session which is to match the position of the virtual cube with a specified target on the 

floor. At the beginning of each trial, a vocal announcement in the HoloLens built-in speakers 

specified the target. 



  

Objective measures were recorded: signed distance errors, absolute distance errors and 

completion time. The signed distance error represents the distance between the center of the final 

position of the virtual cube (aligned with the lowest vertex) and the target along the Z-axis (i.e. 

the axis of the corridor). A signed distance error > 0, means that it is an egocentric underestimation 

(i.e. the cube is behind the target line). A signed distance error < 0, means that it is an egocentric 

overestimation (i.e. the cube is in front of the target line). The absolute distance error is the 

absolute value of the signed distance error. 

5. Experiment 1: Studying the influence of the shape of virtual objects’ shadows on distance 

perception in OST AR 

The main purpose of the first experiment is to verify: H1 “Participants underestimate 

egocentric distances in OST AR”, H2 “Virtual objects’ shadows improve distance perception 

accuracy in OST AR”, and H3 “Shadows with different realism levels have different influences 

on distance perception in OST AR”. 

 A matching task under different conditions was designed to verify these hypotheses. For more 

details on the task, please refer to Sect. 4.2. Participants accomplished the tasks under the 

conditions of presence or absence of virtual objects’ shadows in the AR scene. In addition, when 

virtual shadows were present, three different levels of shadow realism were studied. Hypotheses 

H1, H2 and H3 were then assessed by comparing distance errors under the aforementioned 

conditions. 

5.1. Experimental Conditions 

The conditions that we want to manipulate in this experiment were (i) the presence (Shadow ON) 

or absence (Shadow OFF) of virtual objects’ shadows in the AR scene and the impact of the level 

of realism of virtual objects’ shadows. This second condition was decomposed into three sub-

conditions, namely: 



  

• “Round” shadows (see Fig. 3 top right): they have an incorrect shape and have sharp crispy 

edges. In the following, we refer to them as round shadows. 

• “Hard-edge” shadows (see Fig. 3 middle right): they have a correct shape but have sharp 

crispy edges. In the following, we refer to them as hard-edge shadows. 

• “Soft-edge” shadows (see Fig. 3 bottom right): the more realistic shadows which shape is 

correct and which fade off at the edges to represent a penumbra area. In the following, we 

refer to them as soft-edge shadows. 

When the shadows are ON, we display two shadows (see Fig. 3) on the ground in a coherent 

way: the ground plane being detected during the HoloLens’ calibration procedure; the virtual 

shadows lie on a virtual plane that exactly corresponds to the real ground plane.  

To implement our shadows we rely on Unity3D’s internal shadow implementation using the 

“hard shadows” and “soft shadows” options as well as the “Ultra” quality settings for our hard-

edge and soft-edge shadows respectively. While Unity’s “hard shadows” are generated using the 

very high resolution parameter, the “soft shadows” are produced in low resolution. This creates a 

blurrier shadow and increases the difference between the two shadow renderings. Regarding the 

“round shadows” we used the same settings as for the “soft-edge shadows” for which we used a 

sphere to cast the shadows instead of the cube. The sphere has a diameter equals to that of the 

cube’s side. Participants still see the virtual cube, the sphere was only used as the geometry to cast 

shadows. More information about Unity3D’s shadows is available online8. 

We therefore had 4 shadows conditions: (i) Shadows OFF: no shadows were displayed in the 

AR scene; (ii) “Round” Shadows ON; (iii) “Hard-Edge” Shadows ON; (iv) “Soft-Edge” Shadows 

ON. 

                                                        
8 https://docs.unity3d.com/Manual/ShadowOverview.html 



  

 

Figure 3: Left: Participant’s viewpoint within the HoloLens in the “hard-shadow” condition. Right: The different 
shadow conditions, from top to bottom: “Round”, “Hard-Edge” and “Soft-Edge” shadows. 

The shadows that would have been cast by the two lights of the room are computed in real-time 

in Unity3D and are consistent with the size and positions of the real lights in the corridor thus the 

shape, size and location of the virtual shadows vary according to the position of the virtual cube in 

the corridor.  

Regarding virtual shadows and OST-HMDs, one should take into account the following 

limitation: due to the transparency of the screens, it is impossible to display black in OST-HMDs. 

Two options were then possible regarding the display of virtual shadows in our AR scene: (i) 

artificially increase the brightness of the whole AR scene, except for the shadows or (ii) increase 

the brightness of the shadows only. 

Both options present advantages and drawbacks. Option (i) would allow for more realistic 

shadows since they would appear darker than option (ii). Nevertheless, given the HoloLens’ 

relatively small FOV, option (i) would give rise to a brighter window within the user’s perspective. 

Indeed, the screens (i.e. where it is possible to render in the HoloLens) would seem brighter than 



  

the rest of the user’s view, e.g. the peripheral view. Option (ii) on the contrary would keep a 

coherent brightness between the screens and the “non renderable” part of the HoloLens’ lenses. 

As a consequence, we chose option (ii), that is to display our virtual shadows in a slightly brighter 

way. 

The experiment was carried out at four different target distances: 6m, 7.5m, 9m and 10.5m. 

Moreover, the largest distance used in our studies (10.5m) guarantees that participants were still 

within a relative comfort zone for the HoloLens9. 

960 trials (twenty observers× four types of shadow ×four distances ×three repetitions) were 

conducted in the experiment. 

5.2. Participants 
 

A total of 22 participants passed the screening step and took part in this experiment (11 males 

and 11 females). They were between 21 and 31 years of age (M = 24.91, SD = 2.72). Results of 

the subjective questionnaires show that 7 participants had no experience with VR or AR, 12 

participants had little experience (used VR or AR 1-5 times), and 3 participants were experienced 

users (> 5 times). Each participant completed 48 trials. 

5.3. Data Analysis and Results 
 

In order to conduct our analysis, and based on our measurements, we used as dependent 

variable the relative error of egocentric distance estimation. This is computed as follows: 

ErelEgo  = (dcube − dtarget)/dtarget                                                                     (1) 

where dcube is the distance of the cube estimated by the participant and dtarget is the real distance of 

the target. 

We removed 5 participants from the initial dataset: 2 of them misunderstood instructions and 

                                                        
9 https://docs.microsoft.com/en-us/windows/mixed-reality/comfort 



  

thus did not conduct the tasks in a right way, another 2 subjects had abnormally high standard 

deviations (more than 3 times the standard deviations of other subjects). The last one was removed 

because of its large number of outliers (12 among 48 trials). Data from the remaining 17 

participants were kept for our statistical analysis, using IBM SPSS Statistics 24.0 with a 0.05 

significance level. 

We first conducted Shapiro-Wilk tests to assess data normality for different levels of factors, 

which includes four types of shadows (OFF, Round, Hard-edge, Soft-edge) and four distances 

(6m, 7.5m, 9m, 10.5m). The results show that the data does not distributed normally: OFF (W = 

0.970; p < 0.001), Round (W = 0.981; p = 0.008), Hard-edge (W = 0.984; p = 0.022), Soft-edge 

(W = 0.976; p = 0.002); 6m (W = 0.924; p < 0.001), 7.5m (W = 0.945; p < 0.001), 9m (W = 0.960; 

p < 0.001), 10.5m (W = 0.975; p = 0.001). 

 

Figure 4: Experiment 1. Relative errors in distance judgments, averaged for all participants grouped per distance 
condition. 

Thus, we decided to conduct non-parametric tests on the dataset. First, a Kruskal-Wallis H 

Test was applied. Results showed, as expected, a significant effect of distance (H = 52.631; p 

<0.001) confirming that judgment errors increase along with the distance between the cube and 

participants, see Fig. 4. We followed by computing post-hoc tests: all pairwise comparisons with 

adjusted p-values using the Bonferroni correction for multiple tests. Significant effects were found 

between (i) 6m and 10.5m (Z = −5.227; p < 0.001), (ii) 7.5m and 10.5m (Z = −6.951; p < 0.001), 

(iii) 9m and 10.5m (Z = −4.442; p < 0.001). 



  

As for the effects of shadows, unexpected to us, the Kruskal-Wallis H test showed a non-

significant effect of shadow type (H = 7.446; p = 0.059), see Fig. 5. This was unexpected since 

the presence of shadows has been reported to increase accuracy of distance judgments in AR, see 

e.g. [6]. However, since the Kruskall-Wallis’ p value is close to the significance level used in our 

analysis, we computed Mann-Whitney U Tests to compare data of each different shadow pair. 

Results showed that there is significant difference between the Shadow OFF condition and other 

conditions (i) OFF and Round-edge (Z = −2.064; p = 0.039), (ii) OFF and Hard-edge (Z = −2.435; 

p = 0.015), (iii) OFF and Soft-edge (Z = −2.106; p = 0.035), see Fig. 5. Moreover, results showed 

a non-significant effect of the three Shadow ON conditions. 

 
Figure 5: Experiment 1. Relative errors in distance judgments, averaged for all participants grouped per shadow 

type. 
 

In addition, the completion time (i.e. the time it took for each participant to complete the task) 

has been analyzed for each trial. First, Shapiro-Wilk tests were applied to assess data normality 

for different levels of factors. Results show that the data is not normally distributed for any of the  

factors: OFF (W = 0.841; p < 0.001), Round (W = 0.752; p < 0.001), Hard-edge (W = 0.840; p < 

0.001), Soft-edge (W = 0.869; p < 0.001); 6m (W = 0.905; p < 0.001), 7.5m (W = 0.851; p < 

0.001), 9m (W = 0.840; p < 0.001), 10.5m (W = 0.770; p < 0.001). 



  

 
Figure 6: Experiment 1. Completion time in distance judgments, averaged for all participants grouped per target 

distance. 
 

Then, a non-parametric Kruskal-Wallis H Test was applied to the data of completion time. 

Results show a significant effect of distance (H = 67.520; p <0.001) proving that completion time 

increases along with the distance between the cube and participants, see Fig. 6. We followed by 

computing post-hoc tests: all pairwise comparisons with adjusted p-values using the Bonferroni 

correction for multiple tests. Significant effects were found between (i) 6m and 9m (Z = −4.488; 

p < 0.001), (ii) 6m and 10.5m (Z = −7.078; p < 0.001), (iii) 7.5m and 9m (Z = −3.886; p = 0.001), 

(iv) 7.5m and 10.5m (Z = -6.515; p < 0.001). 

As for the effects of shadows, the Kruskal-Wallis H test showed a non-significant effect of 

shadow type (H = 1.904; p = 0.593), see Fig. 7. Afterwards, we computed Mann-Whitney U Tests 

to compare data of each different shadow pair. However, no significant effect was found in the 

results. 



  

 
Figure 7: Experiment 1. Completion time in distance judgments, averaged for all participants grouped per shadow   

type. 
 

From the results, it can be seen that there is a trend towards underestimation but the high 

variance levels of our results could not confirm this bias. In order to further analyze this effect, we 

studied results for each participant individually. 

Participants’ individual data were observed to confirm the stability of the above findings. As 

shown in Fig. 8, 9 out of 17 subjects have positive relative errors, 5 out of 17 subjects have negative 

relative errors, and 3 out of 17 subjects have both positive and negative relative errors. In other 

words, the number of subjects who underestimate distances in AR accounts for the largest 

proportion in experiment 1. This result is consistent with the general trend of the data.  



  

 
Figure 8: Experiment 1. Individual relative errors in distance judgments. 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                       
 

In addition, the mean relative error of each subject under different shadow types was computed. 

Results show that 11 out of the 17 subjects have higher distances judging accuracy under at least one 

of the shadows ON conditions compare with the shadows OFF condition (See Tab. 1).  

Table. 1 Individual mean relative errors in distance judgments under different shadow types. 
Shadows/Subject ID 1 2 3 4 5 6 7 8 9 

Off -.115 .076 .128 .099 .107 .086 .073 .114 .014 

Round -.143 .100 .115 .108 .118 .035 .075 .091 .008 

Hard -.144 .063 .123 .091 .072 .060 .080 .084 .011 

Soft -.144 .060 .118 .108 .075 .076 .081 .095 -.012 

          

Shadows/Subject 

ID 

10 11 12 13 14 15 16 17 - 

Off -.030 .049 -.225 .164 -.177 -.058 .199 .091 - 

Round -.028 .014 -.227 -.085 -.208 -.055 .147 .093 - 

Hard -.062 .019 -.220 -.087 -.226 -.036 .156 .076 - 

Soft -.057 .027 -.235 -.086 -.211 -.054 .156 .112 - 

 

On the other hand, the mean relative error of each subject under different targets’ distances was 

computed. Results show that 14 out of 17 subjects have the highest mean relative errors under 



  

distance 10.5m (See Tab. 2).  

Table. 2 Individual mean relative errors in distance judgments under different targets’ distances. 
Distances/Subject ID 1 2 3 4 5 6 7 8 9 

6m -.184 -.002 .039 .091 .052 .017 .087 .123 -.004 

7.5m -.195 .049 .055 .058 .078 .007 .014 .059 -.039 

9m -.113 .083 .142 .079 .098 .067 .056 .061 -.002 

10.5m -.054 .170 .249 .178 .144 .165 .152 .142 .066 

          

Distances/Subject ID 10 11 12 13 14 15 16 17 - 

6m -.014 .073 -.219 .019 -.216 -.044 .133 .032 - 

7.5m -.065 .007 -.233 -.031 -.223 -.064 .106 .067 - 

9m -.027 -.016 -.239 -.031 -.212 -.074 .123 .114 - 

10.5m -.072 .045 -.216 -.050 -.171 -.022 .298 .159 - 

As for the results of the completion time, we also computed the individual data for each subject. 

Due to our statistical analysis only found significant distances’ effect on completion time, we 

computed the mean completion time for each subject under different targets’ distances (See Tab. 3). 

The result shows 14 out of 17 subjects have longer mean completion time under the distance of 9m 

and 10.5m than under the distance of 6m and 7.5m. This result is coherent with the global statistical 

analysis.  

Table. 3 Individual mean completion time in distance judgments under different targets’ distances. 
Distances/Subject 

ID 

1 2 3 4 5 6 7 8 9 

6m 4.184 4.901 5.012 4.472 5.568 3.604 6.043 5.062 5.634 

7.5m 5.299 5.319 6.373 4.768 6.433 3.762 6.465 4.854 4.620 

9m 5.300 6.176 5.467 5.922 6.857 4.182 8.763 5.794 6.148 

10.5m 6.099 5.599 6.455 6.461 7.126 5.036 8.668 6.966 5.610 

          

Distances/Subject 

ID 

10 11 12 13 14 15 16 17 - 



  

6m 3.504 3.534 6.894 3.423 4.242 8.830 3.982 2.807 - 

7.5m 3.176 3.125 7.970 3.854 4.028 11.473 4.193 2.557 - 

9m 4.624 4.685 8.540 3.857 3.797 13.706 5.510 3.497 - 

10.5m 4.227 5.177 10.292 7.202 4.425 15.265 6.338 4.113 - 

 

 

 

5.4. Discussion 
 

As mentioned in Sect. 2, many previous studies showed that shadows are very important for 

human’s visual perception, and that they represent an important depth cue [25, 26]. While it has 

been showed that shadows can help people confirm objects’ position in a virtual scene [31, 32], 

research on shadows’ influence on depth perception in AR is very limited, even more so in OST 

AR. The only relevant study we know of is that of Diaz et al. [6]. 

While our results verified the results from [6]. We believe that our experiment design was 

more rigorous, which makes the conclusion more convincing. Indeed, while our shadows were 

designed on purpose to be as close as possible to reality, [6] relied on either “dropped shadows” 

or “ray-traced shadows” (see Sect. 2) which could have impacted their results. Moreover, our 

experimental design, unlike [6], purposely reduced the number independent variables in order to 

(i) avoid overfitting (i.e. being able to find statistical evidence even in presence of noise) and (ii) 

respect as possible the principle of parsimony. 

The present experiment aimed at investigating the influence of different levels of realism 

shadows on distance perception in OST AR. First of all, we wanted to test whether the presence 

or absence of virtual objects’ shadows would improve distance perception accuracy in OST AR 

(hypothesis H2). Our results show that while distance perception is better in the shadows ON 

condition, no significant difference was found between the three shadows conditions. Participants’ 

individual data were also observed to confirm this phenomenon. Results show that for most 



  

subjects (11 out of 17), their individual data were coherent with this result. We believe it is a very 

interesting result, since it would tend to show that shadow type does not to play an important role 

on distance judgment in OST-HMDs, disproving our hypothesis H3. This is a meaningful result 

since application developers could use “cheap” non-realistic shadows, like our round shadows, 

instead of costly ones, especially since most OST-HMDs use standalone computers with limited 

CPUs/GPUs. 

Finally, regarding hypothesis H1 (participants underestimate distances in OST AR), we can 

confirm a trend towards underestimation but high variance levels of our results could not confirm 

this bias. The relative errors for each individual were also observed, and we found that most of the 

participants (9 out of 17) underestimate distance in AR, and 3 out of 17 subjects have both positive 

and negative relative errors. In addition, our results also confirm that errors on perceived distances 

increase along with the distance between the virtual object and participants. 

As for the completion time of each trial, although the initial position of the virtual cube is 

random, the statistical analysis reveals that completion time of trials increases significantly along 

with the distance, however, the shadow type has no significant effect on the completion time of 

trials. It could be inferred that the participants need to spend more time on matching task when the 

targets’ distances were farther away. 

 

6. Experiment 2: Studying the influence of lighting misalignment on distance perception in 

OST AR 

This second experiment aims at assessing hypotheses H1: “Participants underestimate 

egocentric distances in OST AR” and H4: “Lighting misalignment between the real and the virtual 

environments impact negatively depth perception in OST AR”. Similar to experiment 1, details 

about the apparatus and the task have been given in Sect. 4.2. 



  

6.1. Experimental conditions 

In order to select the type of virtual shadow used in this experiment, we used results from the 

first experiment. Since we did not want to induce a bias in depth perception, we chose to rely on a 

realistic type of shadow, namely the hard-edge shadow. Thus, all of the trials in this experiment 

were performed with the shadow ON condition and using the hard-edge shadow setting, see Fig. 3, 

middle right. 

We selected three virtual lights’ positions, see Fig. 9: (i) L0m: coherent lighting conditions 

where the positions of virtual lights coincide with the real lights’ positions, (ii) L+3m: virtual 

lights were positioned 3 meters behind the real lights’ positions along the Z-axis, and (iii) L-3m: 

virtual lights were positioned 3 meters before the real lights’ positions along the Z-axis. 

In addition, we also conducted the experiment under four different target distances, as in the 

first experiment, namely 6m, 7.5m, 9m and 10.5m. All the other settings of the trials as well as the 

task are similar with those of the first experiment. A total of 756 trials (twenty-one observers × 

three lights’ positions × four distances three repetitions) were conducted in this experiment. 

 



  

 
Figure 9: Experiment 2. Lighting conditions. 

 
6.2. Participants 

 
A total of 21 participants (all different from experiment 1) passed the screening step and took 

part in this experiment (11 males and 10 females). Participants were between 21 and 29 years of 

age (M = 25.9, SD = 3.19). Results of the subjective questionnaires showed that 11 participants 

had no previous experience with VR or AR, 9 participants had little experience (1-5 times) with 

VR or AR, and 1 participant had extensive experience (> 5 times) with VR or AR. Each participant 

completed a total of 36 trials. 

6.3. Data Analysis and Results 

Like experiment 1, the dependent variable of our statistical analysis is the relative error 

between the cube and the floor reference target. 

From the initial dataset, 3 participants were removed: 2 because of a standard deviation more 

than 5 times higher than the standard deviation of the other participants and one because of an 



  

abnormal mean (being more than three times the standard deviation smaller than the global mean). 

Here again the analysis was performed using IBM SPSS Statistics 24.0 with a 0.05 significance 

level. 

The final data of different light position levels and distance levels was processed by a Shapiro-

Wilk test respectively. The results show that some levels of data were not distributed normally: 

L0 (W = 0.978, p = 0.002), 7.5m (W = 0.978, p = 0.011). Thus, non-parametric tests were applied 

to all of the data. 

As in the previous experiment, we first computed a Kruskal-Wallis H Test. Results showed a 

significant effect of distance (H = 22.610; p < 0.001) and lights’ position (H = 15.961; p < 0.001). 

We thus followed with post-hoc tests: all pairwise comparisons with adjusted p values using 

the Bonferroni correction for multiple tests. Results found significant differences between (i) 6m 

and 10.5m (Z = −4.277, p < 0.001), (ii) 7.5m and 10.5m (Z = −3.873, p = 0.001). Other distances 

groups were not significantly different. 

As for lights’ positions: pairwise comparisons revealed significant difference between groups 

(i) L+3m and L-3m (W  = −3.947, p < 0.001) and (ii) L+3m and L0m (W  = −2.511, p = 0.036).  

Note that no significant difference was found between the L0m and L-3m groups. 

 

Figure 10: Experiment 2. Relative errors in distance judgments, averaged for all participants grouped per distance 
condition. 



  

Fig. 10 presents the mean relative errors for all participants under four distance conditions. It 

can be observed that the mean relative error increases along with the distance of the virtual object. 

 

Figure 11: Experiment 2. Relative errors in distance judgments, averaged for all participants grouped per lighting 
placement. 

Regarding hypothesis H1, our results are not conclusive. There seems to be a tendency toward 

a slight underestimation (mean = 0.046m), but the high variance levels do not allow us to conclude 

on a clear distance underestimation in OST AR no matter the lighting misalignment condition. 

Fig. 11 presents the mean relative errors for all participants in distance judgments grouped per 

lighting placement. The mean relative error has the highest value under the condition L+3m.  The 

condition L0m has a mean relative error slightly higher than that compared with the condition L-

3m, however, the condition L0m also corresponds to a smaller standard deviation. 

In the same way, the completion time for each trial was analyzed. Results of the Shapiro-Wilk 

test show that data were not distributed normally: L-3m (W = 0.902, p < 0.001), L0m (W = 0.827, 

p < 0.001), L+3m (W = 0.879, p < 0.001), 6m (W = 0.838, p < 0.001), 7.5m (W = 0.795, p < 0.001), 

9m (W = 0.874, p < 0.001), 10.5m (W = 0.909, p < 0.001). Thus, a Kruskal-Wallis H Test was 

applied to all of the data. Results showed a significant effect of distance (H = 41.523; p < 0.001), 

see Fig. 12, and non-significant effect of lights’ position (H = 0.468; p = 0.791), see Fig. 13. 



  

 
Figure 12: Experiment 2. Completion time in distance judgments, averaged for all participants grouped per target 

distance. 
 

As post-hoc tests for the effect of distance we computed all pairwise comparisons with adjusted 

p values using the Bonferroni correction for multiple tests. Results found significant differences 

between (i) 6m and 9m (Z = −3.902, p = 0.001), (ii) 6m and 10.5m (Z = −5.618, p < 0.001), (iii) 

7.5m and 9m (Z = −3.091, p = 0.002), (iv) 7.5m and 10.5m (Z = −4.807, p < 0.001). Other 

distances groups were not significantly different. 

Then, the Mann-Whitney U Test was used to check the differences between different levels of 

lights position, however no significant result was found. 

 
Figure 13: Experiment 2. Completion time in distance judgments, averaged for all participants grouped per 

lighting placement. 

Similar to experiment 1, we computed the participants’ individual data to confirm the stability 

of our findings. As shown in Fig. 14, 8 subjects have positive relative errors, 4 subjects have 

negative relative errors, and 6 of them have both positive and negative relative errors. In other 

words, the number of subjects who underestimate distances in AR accounts for the largest 



  

proportion in experiment 2. This result is consistent with the general trend of the data.  

 
Figure 14: Experiment 2. Subjects individual relative errors. 

 

In order to reinforce the findings about the lights placements’ effects on distance relative 

errors, we computed for each subject the mean relative error under different light placements (see 

Tab. 4). As mentioned above, results show that L+3m corresponds to a significant higher relative 

error than L0m, while L-3m corresponds to smaller relative error than L0m. From Tab. 4, we can 

see that for 9 out of the 18 subjects, results were coherent with the general trend. In addition, three 

subjects (Subject 3, Subject 13, and Subject 16) show the highest distance judging accuracy under 

the condition L0m. A Shapiro-Wilk test was adopted to assess data normality for relative error of 

these three subjects under different lights placements. The results show that the data of Subject 3 

and Subject 13 distributed normally, while the data of Subject 16 under L-3m condition does not 

distributed normally: L-3m (W =0.847 ; p =0.034 ). A paired sample t-test was applied to data of 

Subject 3 and Subject 13. The result shows that there is no significant difference between L-3m 

and L0m for these two subjects.  Subject 13 exhibit a significant higher relative error under L+3m 

condition compared to the L0m condition (Subject 13: t11=2.366, p=0.037). In addition, A Mann-

Whitney U was adopted to analyze relative errors of Subject 16. The result shows that L+3m 



  

exhibits significant higher relative errors than L0m (Z=2.021, p=0.043). This means that most of 

the subjects’ (12 out of 18) individual data were coherent with the general result.  

 
Table 4. Individual mean relative errors under different lights placements. 

 
Lights/Subject 

ID 

1 2 3 4 5 6 7 8 9 

L-3m .092 -.113 -.144 -.092 .187 .024 .016 .137 -.049 

L0m .067 -.117 -.121 .023 .145 -.006 .065 .119 -.052 

L+3m .105 -.110 -.098 .019 .127 .044 .093 .182 -.057 
          

Lights/Subject 

ID 

10 11 12 13 14 15 16 17 18 

L-3m -.009 .131 -.257 .219 .171 -.090 .140 .022 -.046 

L0m .006 .157 -.098 .239 .186 .039 .169 -.019 -.039 

L+3m .064 .188 .043 .250 .219 .155 .153 -.020 -.008 
 

 
Moreover, we computed the mean relative error under different distances for each subject (see 

Tab. 5). The result shows that 13 out of 18 subjects have the highest mean relative error under the 

distance of 10.5m. This means most of the subjects’ data coherent with the general trends.  

Table 5. Individual mean relative errors under different targets’ distance. 
Distances/Subject ID 1 2 3 4 5 6 7 8 9 

6m .002 -.133 -.130 -.003 .036 -.048 -.002 .118 -.034 

7.5m .078 -.137 -.144 -.004 .131 -.049 .056 .125 -.065 

9m .091 -.108 -.115 -.017 .143 .022 .072 .174 -.057 

10.5m .181 -.076 -.095 -.041 .302 .158 .106 .168 -.054 

          

Distances/Subject ID 10 11 12 13 14 15 16 17 18 

6m .026 .113 -.059 .200 .160 .102 .105 -.075 -.046 

7.5m .010 .122 -.098 .185 .138 .047 .097 -.066 -.048 

9m .015 .144 -.155 .261 .210 .016 .172 .017 -.022 

10.5m .030 .256 -.104 .298 .260 -.027 .241 .102 -.009 

Similar with experiment 1, we also computed the individual mean completion time for each 



  

subject. Due to our statistical analysis only found significant distances’ effect on completion time, 

we computed the mean completion time for each subject under different targets’ distances (See Tab. 

6). The result shows 14 out of 18 subjects have longer mean completion time under the distance of 

9m and 10.5m than the distance of 6m and 7.5m. This result is also coherent with the global statistical 

analysis.  

Table. 6 Individual mean completion time in distance judgments under different targets’ distances. 
Distances

/Subject 

ID 

1 2 3 4 5 6 7 8 9 

6m 6.162 5.864 7.287 9.205 8.295 8.125 11.711 3.999 9.144 

7.5m 6.041 6.003 9.850 10.107 8.363 14.086 12.263 5.212 10.173 

9m 7.172 7.269 11.585 7.186 11.133 14.807 13.424 5.212 13.605 

10.5m 10.173 7.971 14.900 8.130 10.209 13.583 14.317 6.365 11.725 

          

Distances

/Subject 

ID 

10 11 12 13 14 15 16 17 18 

6m 13.283 10.54

5 

5.801 5.346 8.803 8.925 3.507 3.567 5.382 

7.5m 10.02 11.13

3 

3.730 5.788 7.000 6.989 4.113 3.992 6.041 

9m 10.514 12.93

4 

3.935 6.802 10.015 9.296 4.679 6.344 7.649 

10.5m 11.168 13.30 5.317 9.612 9.193 8.931 5.843 8.477 8.144 
 

 

 

6.4. Discussion 
 

The present paper is the first study to investigate the influence of the lighting misalignment on 

distance perception quantitatively in OST AR. As in the first experiment, we found a distance 

underestimation trend in AR OST-HMDs. However, high variance levels prevent us from 



  

confirming it statistically. 

As expected, we found a significant influence of lighting coherence’s on distance perception 

in OST AR. The condition L+3m has a significantly higher distance judgment error than L0m. 

Although the mean relative error of L-3m is slightly lower than L0m, we did not find any 

significant difference between these two conditions. In addition, since L-3m leads to a better 

distance estimation accuracy than L+3m, this could imply that placing the virtual lights closer to 

the participants might be better than placing them farther away. Individual data were also observed 

to confirm these results, and we found that 12 out of the 18 subjects’ individual data were coherent 

with the general result.  

Obviously, the direct consequence of changing virtual lights’ locations is the modification of 

the virtual shadows’ positions. In condition L+3m, the virtual lights were farther away from the 

participants and as a consequence virtual shadows were closer to them. Since our participants wore 

an OST-HMD, this created a perceptual conflict. Indeed, in OST AR, participants still see the real 

lights. Thus participants had to estimate distance of the virtual cube based on the real lights’ 

positions and the virtual shadows (that were closer to them than they should have been). This could 

lead participants to believe that objects were closer to them and thus to underestimate the 

egocentric distance to the virtual cube. In other words, the lights’ location L+3m might have 

increased the degree of distance underestimation in OST AR. 

In a similar, but opposite way, condition L-3m should have lessened underestimation of 

distance perception in OST AR. However, results showed a non-significant lower relative error in 

condition L-3m compared to L0m (the same relative error is significant between L-3m and L+3m). 

This means that we did not notice a cancelling, let alone a reduction of egocentric distance 

estimation in OST AR when moving the virtual lights closer to the participant than in reality. 

As for the distances’ influence on the relative errors, we found some significant results that 



  

distance perception at 10.5m is significantly worse than the condition of 6m and 7.5m. We can 

also observe a global trend that the mean relative error increases with the distance between the 

cube and participants. This trend is consistent with the results of the first experiment. Individual 

data for each subject in Tab. 4 shows that 13 out of 18 subjects have the highest mean relative 

error under the distance of 10.5m which means that most of the subjects coherent with the global 

trend. 

Moreover, our results reveal that trials’ completion time is significantly longer under farther 

targets’ distances (9m and 10.5m) than under nearer targets’ distances (6m and 7.5m) , while 

lighting placement has no significant effect on it. The participants’ individual data was also 

consistent with the global trends.  

 
7. General discussion 

Our first hypothesis was, following some previously reported results, that people 

underestimate egocentric distances in OST AR. While we found a trend towards underestimation 

in both experiments, we cannot confirm it statistically due to the high variance levels of our data. 

This may be due to the task used in our experiments. Indeed, while our matching task (participants 

had to match the position of a virtual cube with that of a real target) is easier to evaluate and gives 

rise to very precise results, it may not be the best for egocentric distance estimation. In order to 

obtain more conclusive results, one should probably rely on other tasks such as verbal report, 

bisection tasks, blind walking, pointing or even throwing tasks. Nevertheless, it has been shown 

that tasks can have a strong effect on distance evaluation [21] and verbal report is known to be 

less accurate. In order to confirm the phenomenon of underestimation in the present study, we 

computed individual data for each subject in both of the two experiment, and we found that the 

number of subjects who underestimate distances in AR accounts for the largest proportion in both 



  

of the two experiments. 

In addition, our research verified that virtual objects shadows improve depth judgment 

accuracy in OST AR (H2), and that different levels of realism for virtual shadows have different 

influences on distance perception in OST AR (H3). Regarding H2 and H3, while our results 

confirmed that the presence of shadows improve the accuracy of distance perception in OST AR 

(Mann-Whitney U Test for H2 showed that the shadows OFF condition has a significant higher 

relative error than all the other shadows ON conditions).  We found an interesting result in that 

there is no significant difference between the three types of virtual shadows used, rejecting H3. 

Hence, the results show that different realism levels of virtual shadows have no significant 

influence on the distance perception in OST AR. This is interesting because it implies that in OST 

AR application developers could rely on “cheap” unrealistic shadows instead of realistic costly 

virtual shadows. This is especially important since most OST AR HMDs use standalone computers 

with limited CPUs/GPUs. The study also reveals that errors on perceived distances increase along 

with the distance between the cube and participants. 

Regarding hypothesis H4, namely that lighting misalignment between the real and the virtual 

environments negatively impact depth perception in OST AR, we only found a significant result 

in condition L+3m where virtual lights were farther away (+3m) from the participants than real 

lights. In that case, distance perception was significantly underestimated by participants. A 

possible explanation to this phenomenon is that by moving away virtual lights, the virtual shadows 

come closer to the participant thus impacting distance estimation and leading to an 

underestimation. Surprisingly, the opposite effect did not happen in condition L-3m where virtual 

lights were closer than real lights. One could wonder why the same amount of modification in 

positions of virtual lights in two opposite directions lead to different effects on egocentric distance 

perception. A possible reason is that underestimation is a complex phenomenon caused by 



  

comprehensive factors in AR on general which have been proved in some previous research. Thus, 

moving the lights location closer cannot relieve the underestimation significantly. This result is 

intriguing since it could also mean that OST AR environments have a higher tolerance to lighting 

misalignment when the virtual lights are closer to the participants than when they are farther away 

from them. 

In addition to the above hypotheses, a global trend was observed in both of the two experiments 

that the mean relative error increases with the distance between the cube and participants. The 

results found the relative errors under the target’s distance of 10.5m are significant higher than 

those under other target’s distances (6m, 7.5m, 9m) in experiment 1, while the distance of 10.5m 

corresponds to significant higher relative errors than the distance of 6m and 7.5m in experiment 

2. The result also reveals that completion time of trials increases along with the distance between 

the virtual cube and the participants, while the shadow type and lights placement have no 

significant effect on completion time.  

8. Conclusion and future work 

In this paper, we investigated the influence of virtual objects shadows and lighting coherence 

on distance perception in OST AR. Our results can be summarized as follows. 

We observed the previously reported trend towards underestimation of distance perception in 

OST AR, however, given the high variance levels of our data, more experiments are needed to 

confirm this result. Moreover, our matching task may not be the best to evaluate egocentric 

distance perception in OST AR and open-loop judgmental tasks could be used (e.g. blind walking, 

pointing, etc.). 

Virtual shadows can improve distance perception accuracy in OST AR. Interestingly, the level 

of realism of virtual objects’ shadows does not have an influence on distance perception in OST 

AR. It is thus sufficient to use “cheap” and easy to compute shadows instead of expensive realistic 



  

ones. 

Lighting misalignment between real and virtual environments negatively impacts distance 

perception in OST AR. Interestingly, putting the virtual lights closer than the real ones seems to 

lead to better results than when putting them farther away. 

Relative errors on perceived distances as well as completion time for each trial tend to 

correspond to higher values under the condition of farther targets’ distances. 

With the recent advances in commercial AR HMDs technologies, we believe it is of 

tremendous importance to address potential AR-related perceptual biases. By exploring the 

influence of virtual objects shadows and lighting coherence in OST AR, our results contribute to 

better understand the complex phenomenon of how people perceive egocentric distances with 

virtual objects. 

In order to further study this phenomenon, we envision different future leads such as: studying 

the influence of how shadows are rendered in OST AR (e.g. increasing the bright- ness of the rest 

of the scene to make them more noticeable); comparing the impact of using “drop shadows” vs. 

realistic shadows on distance perception accuracy (this was not directly compared in [6] since they 

used drop shadows and “ray-traced” shadows in two separate experiments); using an open-loop 

judgment task (e.g. blind walking, pointing, virtual throwing, etc.), that may give better results for 

egocentric distance estimations but is more complex to use in a controlled experiment; studying the 

influence of shadows on the intrinsic characteristics of virtual objects (e.g. does the size of the 

shadow influence the perceived size, weight, etc. of the virtual object). Moreover, as for the 

experimental design in future studies, a comparative experiment could be added to explore the 

distance perception of matching the real objects with the targets through watching AR HMDs. This 

may provide us some comparable data, and help us isolating the factors leading to egocentric 

distance errors in OST AR. 



  

Results from such experiments could help define some guidelines when designing OST AR 

applications which may become more and more accessible in a near future. 
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